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.A3STRACT 

The stl.'l.tisticel aspects of radioactive counting are discussec. 

with reference to: 

1. Estimation of the accur{3.cy of count 
determinations. 

rate 

2. De,scription of countins procedures 1.vhich will 
minimize errors due to, the rancLom variations J 

in the radioactive disinte,;?;ration rate. 

Tables and graphs h~we "been ::Jrepe.red as aids to t~1.0 calcual tion -

of the tude of these vari~tions 2nd arp, included in the 

reP9rt . 

In e.ddition to the fluc.tru',tio)!,g ee, in Gounting rate 

of a racUoacti ve SPJn'J),e due to the r~1Jlc10D natur(c oj:' the di sinto-

gration :oroc8ss. there are ot.her vf\.ria"bles affectins the counting 
, I 

rate determinRtion, NethQds of det the Dresence of this 

addi ti1mal e1'1"o1' !'lIe descri"becl. 
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DTTRODt"CTION -1 

The improvement of radioanalytical techniques has led to more 

complete utilization of the information available from the laws of 

probabili ty in order to correctly interpret results obtained by 

countin~ methods and also to increase the accuracy of countin~ rate 

determinations. It is because of the fact that individual nucla,ar 

disinte.oorations are. independent of one another and nuclei disinte-

~rate randomly that t he laws of probabli ty can be applied. 

This report intends to describe the statistical aspects of 

countin.oo with reference to: 

1. l1lstimation of the accuraccr of countin.oo deter
minations. 

2. Description of <;muntin'" procedures which ""'ill 
minimize errors due to the ra.ndom nature of 
the radioactive disinte.ooration process. 

It has been written in the nature of a handbook of the methods most 

frequently used for the statistical interpret~tion of countin.oo data 

and contains tables and· "'raphs as a~ds to the calculation of statis-

tical constants. An attempt has been made to keep all theoretical 

considerations to a minimum compatible with an understandin.P' of the 

practical applications. 

In addition to the flucturations expected in the couritin" rate 

of a radioactivo sample due to the random nature of the_disinte"ration 

process, there are other variables affectin.a' the coup.tin'" rate \·,hich 

tend to increase the actual error made in a countintl' rate determination. 

Methods of determininp the presence of this additional error are de-

scribed in the last section of this report. An investitl'ation of the 

sources of these other variations and the statistical methods used in 

their investi.a'ation will be described in subsequent reports. 

, 



e 

e 

~ 

-2 

'THE ERRORS OF COUNTING DETERMINATIONS 

In adcli tion to the continuous decrease in the average emission 

rate of a radio.active sample d.ue to the decay of the samnle. tho 

actual rate is continuously fluctuatin~ because of the random nature 

of the. disinte ..... ration process. Thus, a series of similar c01J,ntin~ 

determinati()lls made on the same radioacti va sample will, in t'l'oneral, 

all be different and will be randomly distributed about an avera ..... e 

value. Because of the fluctuatint'l' rato it is not correct to speak , . 

of the true rate of disinte"'ra.tioll (,.,11ich implies no' error in the 

determination of the actual nl1mbt;!r of particlos counted) but rather 

it is more proper to speak of the true rate. 

S,t~tistical laws may be used to estimate ho'(.., well an observed 

countin-"" .determination represents the true averaP'e valu.e. The actual 

difference between an observed. count and the true avora"'e value is 

called the error of the determination. It is possible to determine 

the frequency of occurence of an error of any ma-"'nitude 'by, the app1i-

cation of tho laws of proba'bili ty. A cflmplete derivation of the laws 

""overnin~ variations in radioactive· countin~ based on the laws of prob

ability, is "'iven by Rasettt l and also by Fry.2 By approximations 

·which are valid in most cr)untinP.' determinations, it is shown that the 

probability of occurence, P(n), of any count, n, "lhen the true average 

1. Rasetti, Elements of Nuclear Phvsics, Prentice-Hall, Inc., New 
York, 1936, pp. 32_~5 

2. Fry, Probability and Its Engineerinp' Uses, Van Uostrand, New York, 
1928, pp. 235-237 
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oount is r •. can be predic:;-ted by POlssian' s distribution law; 

P( n): e~~ r..n 
'n. 

If we make a lar,Q:e number of. similar determinations of equal time 
',,-

duration on th~ same sample, this formula tells us in what fraction 

of the total number of determinations we should expect to observe 

iero, one, two, or more cOQ~ts. 

Numerous statistical and practical considerations make it de-. 

sirable to use the Gaussian, or Normal, distributicn rath~; than 

the Poisson distribution in the consideration of countin~ statistics. 

Statistical properties cnlculated from (:'nv set of (lata may be com.... 

puted more easily if the data [ire considered :ccprGsen~ativo of a 

,~aussicm distribution. If_the number of })al,ticles, n t counted in a 

gi von time interval is lar'""o, it Can bo shmfrn, by a transformation 

of the Poisson distribu_tion la111 , that the probHbiHty of occurence, 

P(n), of values of n near the true avcratl'e, r, may be approximated 
~ 

by the Gaussian probability, G(n), distribution: 

"I .l!:/}.l G( n ): -' - e ;2.Y V J..7Tr . 
If the t rue A,vcre~~e count, r, of tho particles from a certain 

source is 20 counts in a p'ivcn interval, the Gaussien probabilit\T, 

G(n), th.9.tn will actually be counted durin.'" a sin!?'le similar deter-

mination is sho1!lll in Table t. Also sho\-ll1 in the tftble for comparison 

are t he Poisson probabilities, p(n). 

, \ 
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TABLE I 

A Comparison of the Poisson Probability,'P(n), 
and the Gaussian Probability, G{n); of Observing 
n Counts During a Single Determination on a 
Ce:rta,in Source Whose True AverRFl'e Count for a 
SimilRT Determination is 20 Counts 

n G(n) l'(n) n G(n) P(n) 
, 

0 0.0000 0.0000 20 0"0392 , 0 .. 0868 
1 0.0000 0.0000 21 O~Og70 O~ 031+6 
2 000000 0.0000 22 Ov0807 0".0769 
3 0.0001 0.0000 23 0.0712 0.0669 
4 0.0002 0.0000 2'-1- 0.0'50,3 0.0557 
5 000003 0.0001 25 0.OL7S 0.0446 
6 0 .. 0007 O.OOO? ~r 0.0:577 0 .. 0343 '"" tJ 

7 Oooo::.a 0.0005 27 Oc0262 0.02";4 
8 -0~002 0,0013 28 000130 O.Olin 
9 000043 Oe0029 20 O.OllS o. Q125 "J e 10 0~OO73 0.0058 30 00 007.3 0.0083 

11 0.0118 0.0106 31 001.1043 0.005Lj" 

12 0.0180 0.0176 32 0.0024 0.0034 

~~ 
000262 000271 33 0 .. Oli13 0.0020 
0.0377 0.0337 34 0.0007 0.Oli12 

15 OeOLL78 0.0516 35 0.0003 0.0007 
16" 0.0593 000646 36 0.0002 0.0004 
17 000712 0.0760 37 0.0001 0.0002 
18 0.OB07 0.03411- 33 DoOOOO 0.0001 
19 0 0 01370 0.08813 39 0.0000 0.0001 

To see.just' how satisfactory this approximation is at 20 counts, 

refer to Figure 1, in 1;lhich the "prob~:tbilities of the Poisson distri-

bution are compared with the probabilities of its Gaussian approximation. - , " 

The discrepancies between the Poisson probabilities and those piven by 

the Ga.ussian law are appreciable in every case, but ne'1r the center of 

the ran~e,' ,-rhere the probabili ties are hH?;h, the percenta~e error \-I'ou1d 

not be of serious consequences for cQunt:ln-'" purposes. Near the tail s, 

a 
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however, the percenta.o'e error is -(til~ iar,Ooe and the Gaussian approxima-

tion should not be used in those repions. 

Suppose we counted a sample for a ~iven lenPth of time and observed 

15 count s. If the. true aversP'e count on that sample for the same time 

interval is 20 counts, we find that the Gaussian prooability of observ-

ine: 15 counts, frr)m Table I, is 0.0478. This means we should expect 

to obse~ve 15 counts about 5 times in lOO similar determinations (of 

equal time duration) if the true avera~e for a single determination is 

20 counts. This.particular result is therefore not very likely. How-

ever, by S"lancinD' over the tr~ble, it is seen that no other result is 
( 

much more likely. Even the protabili t;'r of observin'" 20 counts, the true 

avera""e vplue, is only 0.0892. Obviously under these circumstances it 

is unfair to assume th8t 15 counts is em lli1.reasonable value to observe. 

The question that ref:JJ.l:! presents itself is not how likely are we 

to observe i-l. particular result, e.l"., 15, but hOl" likely are \"e to ob-

serve any result equall" I or less probable I than O. 

:Because of the symmetry of tho Ge.ussip.\.n distribution curve, this 

would be equivalent to d.eterminin~ the probfl.bili tv of observin'" any 

result differinl" from tho true ~,ver8.A'e by more thFtn five counts. If 

the error is called q,where q = r-n. Find the Gaussian probability of 

observing· a p::>.rticnlar error, q. is G(q), then: 

.""i. . --- '1' 

G( '1) -=2 (;i (h) ;:J#r: e - -~y 
I'1nd the summation prob:<.bili Gs (b) for the error to be lar~er than 
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a value of q .• say b, is: 

, "j' i 
'- ~. \ 

This eqLl<"1.til)ll, 

." 

7/' r 
a 

<:: .... ,.:. :.~ 

--' 

-' 
, . 

d·) 
J 

vA.ria'ole, CAn be put into et form 

for 1tlhich tables are ava.ilable for eval u8.ting the· il1tegre,l. 

Let 
-k I V'" :~::. v' I 

J 
where r is held constant. 

Then d1 ~ 
r:.:: i K' 

'~J I " 

and 
r 

Thus 
l...-:""":;'''''.:> 

~ 

i" . 
. --:.-. ,//'" 

/ . .<::: ... / 
I "I'Tj"" •. ,,< 

- r 
'/ 

("""\. 'j .,.-,- .~ '\ 

: /') / ( f" , .- ' 
\,/.;; 0; l.7_, ' \1) J-:. -:;;- J k 

The defini te integr~l abov'e h<::18 oe0n eV21 U8,.t"0. with the ai(l of 
..- , 

taol es3, and the pro08bili , j:( k /\:);. G. ('1 ) of ooserving an error 
~ .~ / 

larGer than ]0 ;: k ,If=- for various vGlues of K is ShOW1! in Tfl.ble II • . " 

1-'" ... \ 
Other va.lues of 1md: , .. { 1\,' Y' ;' mE'.:\' be \ ... < \. . on the gr.::F)h of Figure 

2, which at s k/ ~/5 (1 II~ 17') 
"-leU" ,) 

or in the literc:ture.3 

3. ,v.P.A., Tables of Prooabilit:'" Functions, Volume II, l-Yashingt'Jl1, 
D. C., 1942 

Fry, f)p. ci t., pp. 

Peters <-:no. Van V.)orhis. St<'l.ti stieal Proce(',ures fu'1d Their I'fathematieal 
UcGra.w-Hill, Nel,: York, 194L, T).'). Li·S5-437 

Crum~Jler Fmd Yoe, Chemica,l Computati r)!1s 1'-l.nd Errors, 1Hley, Hel,., York, 
J a'" n 0 ~ j'+\" ..:.. I.,~ 

Blair, Elementary Sta.tisti~, :::rolt, J.~e1;J Yor;c, 1944, p. 65u 

Croxton and Cowden. ice-Hall, Ifew 
York, 191+4• p. 873 

Fisher, Sta.tistic.?l Methods for Research ~'il)rl::ers, Oli verand 30yd, 
Lo n(10 n, 1944. p." 77 

L.:1.TIso, Hane.book of Chemistry, H:~nc1.bor)k Publishers Inc., Sandusky, 
Ohio, 1941, 'I'P,_ 25,7-260 

Pl1."sics, cRl Publi 
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Tn,ble II 

FrotA,bili ty of Error 1.<rith Gf),ussi!"),n Distribution 

G.s(t) :: Gs ( k 0 iS the probn.bilitv of 

observing n.n error lrtr"'er thn.n g:; l< ,(7 

f< Gs ( \<~rj ) 
0.0000 1.0000 
0,,6745 0.5000 
1 0 0000 0.3173 
lo64}~'9 0.1000 
109600 000500 
2.0000 0.0455 
2~575g 0~01!j0 

3">0000 0,,0027 
3 .-,'.1' 'l 0.0010 ., '.' J_ 
3;,1:906 O"OOUI 
4,,0000 0.00006 
4,.,1;.172 0000001 
\. xa-L6 0.000001 ...,.0 ...... ,./ 
5"OCOO 0.0000006 

-7 

In the ex~ntpl0 under consider''.tion, the probnbility of-observin~ 

a result in error by more than 5 counts when the true <=tver,,\P'e is 20, 

1 
is cnlculated by solvin'" for K in the e~prcssion K = qfrz and findin'" 

tho value of the probabili ty from Fi""'ure 2, thus obt:"inint>' 0.3711. 

That is, there I",re 3711 ch~.nces out of 10,000 of observin.cf f', result 

equ.:'1J.lv or less probr-t-ble thnn 15 counts durin"'" 1". si ntl'lc determination 

of a count 'Vlhose true [werr,Pe for thFl.t determinA.tion is 20 COllnts. 

Because the probRb:lli ty of observinl" a resul t R,t least as unl·ikelv 

. RS 15 is 0.3711, 'I..;hioh is qui to Inr~e, 1.rle CRn r'\.ssume t hA.t 15 is fl, 

result. "'hich mi""ht re"'sonp.bly occur durinJ'l' a ''''iven interval due to 

cha..l'l.ce variations in the disintePration rate of a sample whose true 

I 
j 
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avera.l"e count for that interval is 20 counts. It could also be 

shown that tl;tere is a very definite chance, 0.0253, of observinP.' 

a result 'lt1hich is in error by as much as 10 counts in a sin"'le 

countinP' determination of a radioactive source whose true averaD'e 

is 20 counts for a similar determination. 

In practice \lIe can a.rbi trarily select a limi t of error, some

times expressed as a percentaP.'e of the aVera.l"e value, and calculate 

the probability that t he observed value is in error by at least t he 

amount of the selected error. If this prob~,bility is small,. the 

observed count is considered a.cceptable as a reliable estimate 0 f 

the true aq,ra!"e value.. If the proba."nili ty is lartl'e it is necessary 

to accum'.',js,':e more data until the probability becomes low enouR"h 

to be sati sfc:cGory. The problem thus becomes thp_t of determinint'l' 

just how s;!lCl,:'l "the p:>:-obabili ty should be before 'ltle can reP'ard chance 

VAriations as he,vins been virtually eliminated as a factor in the 

determinat ion. 

Standard statistical practices usually set this probability 

limi t at O. and for more ri!Hci interpretationfl a.t 0.01. For 

"'eneral radiochemical icationa, thisprobabilit1T is commonly 

set a.t 0.10. There a,re nine chances out of ten thp,t the actual error 

of a determination \dll be less th8n t,he error ha.vin'" a. 1)robabili ty 

limit of 0 0 10. For this reason an error hevin"" a probability limit' 

of 0.10 is quite often called the nine tenths error. s error may 

also be expreused as a fraction of the averaP.'e count and is then 

-':IY 
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called the fractional nine tenths error or as PI, percenta~e of the 

aver~e and called the percent nine tenths error. ,Similarly, errors 

havintl' probability limits of 0.05 and 0.01 are called the ninet'r-five 

hundredths error and the ninety-nine hundredths error, respectively.4 

The probable error is standard nomenclature desi~natin"- the error 

,with a probability limit of 0.50. The standard deviation is the 

error for which X equals 1.0000 with a correspondintl' probability of 

0.3173 and thus in countintl' is numerically equal to the square root 

of the true averatl'e count. Probability tables are usually computed 

in terms of muitlples of the ste.ndard deviation) Because of the 

limi tat ions imposed by aS~Jlmintl' a Gaussian approximation to the 

Poisson distribution. the values of K in Table II and Fitl'ure 2. should 

not be used wh'en t he true avera-"'e count of a determination is less 

than ten counts. 

The most satisfactory level of si"-nificance Qf all is to as-

certain the probpbility that a -"'iven deviation mitl'ht occur because 

of chance, and then decide 1f,hether or not chance, has been reduced 

to a low enou-!"h level for the particular problem at hand. 

EXAMPLE 

The nine tenths error of a single determination on a 
radioactive source whose true avere.P'e count for this 
determination i's 20 counts, would be i.645 x J20= 70356 
counts. The fractional nine tenths error would then be 
7.356/20 = 0.3678 and the percent nine tenths error, 
t4erefore, 36.78%. ' 

Table III summarizes the discussion of the most important errors 

used in statistical analysis • 

4. Other error limits of varinus probabilities are similarly designated. 
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Name-of Error 

e 
Table III 

SummarY of the Errors 1-1ost Used in Statistical AP':alysis 
(In the table below, n is. the total number of observed counts) 

Probability of Observin~ 
Error as Large as or 
L?rp'er than Error 
N-"1.med in Column 1 

Limits of Error 
in Radiochemical 
Countiug 

• 
Remarks 

/' » .. -- =-....... -r r 1 . ' 
Probable :Error ! 0.5000 o. 67lJ.5(n) 2' Q.ui te comElonly used in scientific \vork of -; 

. [ . all kinds. Becomint: obsolete from a sta- ~ 
...-;:' ! tistical standpoint. One half of the values! 

I in a series. of similar countin~ determin- I 
,f.~.: / ~: :' "- .. 

, .' 

'>, 

Standard _ Dev ia:'tiOn . . "' ,". ,~,- " . 
. ~ ~. .. .. f 

Nine-tenths·Error 

. Ninetv-five 
Hundredths nrror 

Ninet;i.;;.N1ne 
Hundredths Irror 

'.! .:' ations \..rill be in error by less than the ~I 
> probable error. . 
'; ':' 

1 ~ 

! 0.3173 1. 000 (nrz Most used statistically-since most sta- ;1 
I tistical stables !'l.re computed as functions; I 

I' of· the standard deviation. Usually i 
.1 symbolized as the GreAk letter si"'ma. I 

j. .:l I' I 0.10(;0 1.645(n)2 Commonly used in rediocountinf'. Named ~.' 
. because there are nine chances out of ten! I t~at the err~r ''\Til: be smaller: ~o~e- ~ 
t hmes. ab~evlP.ted N. T.E. StatlshClallS -1 
l, ,,!ould call this the 0.10 level of si:f!'nif- ! . r - icance but 1.-!ould not consider deviati'Jns i 

'1' ,'I7i th a probabili ty as hi"'h as this very I 
• • J1' 0.p0 t J ,',' Sl,,-nl~lcan • I 

I I 
, l j 
! 0.0500 1. 96(n)2' Most Commonly used by statisticians as 'r/... 
I the level at '-Thich deviatbns exceed ~ 

-- i ch~nce variati')n and thus are considered ' 
!. I si"'nificant. Called the 0.()5 level of 
'I i significance. I . -
! i 

I 0.0100 i 
t I . j 

1 
2.576(n)2' Deviations. of this ma,gni tude may be con

sidered.highly siD'nificant. Often used by 
statist'i'cians:'and called the. 0.01 level ~ 
of si~nificanbe. 

-._-- -,>-
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In practice, if we "risl}. to compute anv of these errors, ",e do 

not know r, the true avera"'e count, but rather n, an observed value, 

which may deviate, a,s '-Ie havp seen, rather considerably f r'Jmr. 

Thus it is necessary, in order to estimate the error ofa countin~ 

determination, to use the observed result, as an approximation to the 

true average value. It is obvious then, that an ~rror calculated 

from the observed determination 'IIlould riot be an obs,)lute and i:p.variable 

quantity which may be reproduced i>Thenever t"e lIrlsh by performing the 

experiment ane,-,. Another experiment "1ould ver" likely ""ive us a 

different result. All possible results are nQt equally likely, however. 

The values of the error which 'lrle P.'et are governed prohabili ty 

in just the same 1.:ra.y as anv other quantity ,·,hich is subject to random 

fluctuations. The ma~nitude of these vgriations does not often warrant 

the use of more than t'-lO siP.'nificatn fiJ:"Ures in the value of an error. 

It shoulf be noted that these variations in the error are of a second 

order (square root variation) comp2,red to the variations in the count. 

Thus, in practice, the error of a coun tin'" determination ,,,ould be X 

times the square root of t he number of particles actually c ~UIlted, 

where X is the proportional! ty consta.nt found in Table II or Fir!:ure 2. 

EXAMPLE 

• The nine tenths error of a sin~le determination in 
which 15 counts "lere recorded" would be estimate.u a 
1.645 .(r')::: 6.4 counts. The fractional nine-tenths error 
would then be 6.4/15 = 0.43 and the percent nine~tenths 
error "lOuld be 43%. If the true' avera-"'e count of this 
sample ,,!ere t",enty counts, this Hould differ from the more 
nearly correct value of the nine_tenths error calculated 
previouslv by about 15%. which is not si~nificant for all 
practical purposes. 
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THE ERRORS IN COmJTING RATE DETERMINATIONS 

It is customary to describe the activity of a redioactive sample 

in rate terminoloo;r and thus if n partigles from a certain sample 

",ere observed in t minutes, the countin!! rate N of the sample ",ould be 

N -;:. nIt 

The estimate of the error q in t he determill8.tion 'l<lQuld be . ' 

q = K v-n' -= KFNt 

The estimate of the error~ in the determination of the rate is thus 

Q. = q/ t ;:: K {Nt' =K [iT Tt 
t 

The estimate of the fractional error F in the determination of the 

rate ",ould then be 

F = Q/N ;:;: K JNTt ...L 
N t11t 

It has been stated that the limit of random error in radiocounting 

has been set at the 0.10 probability limi ta. ' Thi s choice is hi-'"'hly 

arbitrary and hence this limit cannot be accepted as an inflexible 

dictum. Individual cases 1",ill require separate consideration. The 

followin~ chart, Figure 3, has been prepared to facilitate the calc-

ulation of the nine-tenths error and other commonly used limits of 

error. The chart was prepared by plotting the total number of counts 

observed, (l:Tt) , against the fractional error, F. for various values 

of K as a Parar:1eter. To determine the value of the error for prob-
r. 

abUi ty limits not sho\"n on the ""raph, the value of the percent 

standard devitl,tion is mul tipUed by the appropriate value of K 

found in ,Table II or Ficuxe 2. 

\ 

'j 
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EXAMPLE 

'ifhat is the 0.999 error 1!rhfi'ln a 1250 counts per 
minute sa mple is counted for 4 minutes? 

The total number of counts iS t 

Nt,= 1250 x 4 = 5000 counts. 

From FiR'Ure 3 the percent standard de-
viation is 1.4%. ~le standard deviation is thus: 

1.4/100 x 1250 = 17.5 counts~per minute 

~he value of K is 3.29 for, the 0.999 error (as 
determined in Table II) and thus the 0.999 error is, 

17.5 x 3. 29 ~ 58 counts per minute. 

All the advanta~es of eraphical representatif"JU a re retained 

when countin!" errors are calculated nomo:?',rHphi"callv. 5 ' In'addidion 

the nomographic, or ali"'Dlllent, chart affords four a.efinite ad-

vanta-"'es over the rectan-""ular c1)ordinate grf.!,ph: 

1. Hieher degree of precision. 

2. Less chance for mistakes. 

3. Vlhen three variables are presented on the same 
chart, all interpolations are made along gradUated 
scales rather than between curves. 

4. Unskilled pers:mnel can perform difficul t inter
polg,tions and computations, more readily and I,d th 
less chEnce of error. 

Fif'!'ure 4 is a nomofra:ph "Thich is useful for calculating the 

0.9 error /'il,nd the 0.95 error of countinD' rate de,termin8,tions from 

5. 
A detailed discussion of the, construction and use of nomographs 
is given by Davis, Empirical Equations and Nomography, 
Mc~raw-Hill, 1943 • 
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1 count per minute to 100,000 counts per minute. The chart is used 

as fOllows: 

Draw a strai "'ht line from a 'point on the left sCf:tle c orre
sp()ndin~ to the counting rate or'the sample under consideration, 
thrOlli."h the point o~ t he riP.'~t scale correspondin.!l'to tpe 
number of minutes the/sample was counted. The point where 
this line crosses the center scale'corresponds to the 0,9 error 
and the 0,,95 error of the determination. 

EXAMPLE 

What is the 0.9 error of a sample which avera:":'es 
1250 counts per minute durine a 4 minute determinl'ltion? 

A strai!l'ht line is drawn on FiP.'ure 4 between 1250 
on the left scale and 4 on the rit!'ht h~1,nd scale. ' The 
0.9 error is read at the "intersection of this line 'It!,ith 
the center scale a~d is seen to be 29 counts per minute. 

Figure 5 is a nomn~rapb, 'ltthich is usefulf or calculatin~ the 

percent err0r for probability Un,its from 0.50 to 0.00001 and for 

any countint1' determination from 10 to 1,000,000 counts& The chart 

is used as 'f'lllo'll's: 

Draw a s traif"ht line from a 'Joint' on the left scale that 
corresponds to the total number of counts observed (i.e., the 
avere.&"e rat8 mul tipiied by the total time of countine) through 
the point on t l-J.e ri""ht SCI'" e that corresponds to nrobabili ty 

'limi ts for which the error is to be det.ermined. The point 
,-,here this line crosses the center scale will correspond to the 

,percent error having the desired probability limits. 

EXAMPLE 

A sample \Olas counted for 4 minutes /",nd averElged 
1250 counts per minute. "That is the 0.999 error? 

Nt = 1250 x 4 = 5000 counts, . 

A straight line is drawn on Figure 5 between 5000 on 
the left scale and 0.001 on the ri:"!'ht hand scale. The 
percent 00999 error is seen to be 46 6% and thus the 
0.999 error is: 

4.6/100 x 1250 = 58 counts per minute • 
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THE ERR.OR INTROD1JOED:B~ THE BACKGaOUND 

e 
In practice the actual countin~ rate of a r.adioacti ve sample 

cannot be determined directly but must· be calculated by subtracting 

the independentlv determined backt!round rate from the recorded 

rate of the sample counted with the. backG'round present. The back-

;?round rate is determined by taking a count with no sample present 

a1 tho.ugh a dummy sample and holder may be used in the .determination 

for the maximum accurac'r. Fluctuations in the counting rate of 

the backe-round arise from t he same causes &.nd are gbverned by the 

same laws as fluctuations in the disintel"'ration rate of radioactive 

samples. Thus when 10 or more counts are recorded for a.background 

determination, the principles developed in the preceding' section 

1rdll apply and the error of the background cOllntin-"" r0.te determination 

• can be calculated from the formula 
1 

Q.o = K(l1T
b l tb)'2 

where the value of K is taken from Table II or Figure 2.' Figures 3 

or 4 may also be used to calculate the errors of a back~round deter-

mination. 

Because of the statistical fluctuations in the countine' rate 

of the back~round it is not possible to determine the counting rate 

of a radioactive sample as accurately as if no background vlere 

present. It is thus important to ascertain the effect 1I1hich the un-

certainties in the countintl' rates of both the back~round re,te and 

the countinE' rate of the. sample includine the bacld';round '''ould have 

.• \ 
/ 
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upon the values of the actual rate of the sample computed from these 

two qua.nti ties. The problem then is to determine the error of the 

difference of two quantities for which the errors can be evaluated. 

Because the fluctuations in a function of independently observed 

quanti ties occur in accordance "'i th the S8.me 1 all! of error as those 

of the quantities themselves, the fluctuations of the difference of 

the countinl" rate of a sample Ird th backt:round the back!:round rate 

will occur in accordance l.rith the Poisson Law !".nd also its li'aussian 

appraximati'm. As a resul t of the Gaus.sian theory of t he distribution 

of errors, the error, y. of the difference of hrO countinl" determinations, 

Ns-Nb' can be shown6 to be: 

Y 
_ (~2 ~ 2)~ 
~. "<.s -t "(,"h '" 

where Q,s is the error (probable t nine- tenths or any other) in the 

determina~ion ofNs • the countine rate of the samDle includin"S the 

bac:k~round, and ~ is the error in the determination of Nb , the 

countin: rate of the background. 

6. 
Croxton andCo1tJden, OPt cit., pp. f341_g1l2 

Crumpler and Yoe,' CD. cit., np. 174-177 . 

Peters and Van Voorhis, OPt cit.. pp. 160-163, p". 176-H7 

'farthing end li'effner, Treatment of Experimental Data, Wilev. 
New York, 194), pp. 206-207 . 
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Eut we' have shown that 
1 

Q,s :: K(NsI t s )"2 

and 
1 

Q,'b = K(NJ t'b)"2 

. a.nd therefore the error, y, of a countint! rate determination Ns-Nb is 

y ... /[;('~s~itJi] 2 of h t~(·;:;~~·)1J- .= [(Ns/t s 4 No/t,J! 

"There K is a constant taken from Table II or Figure 2._ 

. EXAMl? IE 

A sample was count~d for 7 minutes and averaged 
2if.O counts per minute. The back.D'round was counted 
for l.l. minutes and averal"ed 20.0 counts per minute 
What is the 0.95 error? 

.s/ts = 28/7·- 4.0 J:'o/~ ;::. 20/)·;· "'" 5.0 K = 1.96 

y = 1. v/4:-0'~5~:O = 1~96\(Sf := 1.96 x 3 = 5.9 counts 
per minute. Thus the result VJould be wri·tten 8.0 ~ 5.9 

For rapidi and convenience of calcu1a.tion, the error in the 

countin~ rate detr'rmination, 11s-1\, may be calculated nomot:.raphically. 

Fip'ures 6 and 7 and nomol"raphic ch9.rts 1-Thich can be used to calculate 

the 0.9 error and the 0.95 error of counting' r~: te determinations in 

which the backCround is an ap)reciable fraction of the total count:ing' 

rate. Fip'ure 6 is used for errors less than one count per minute. 

Fip'ure 7 is used for errors less than ten counts minute~ The 

charts may also be used to determine ';Jhether or not a count in"" rate 

determination is si.o'nificant1y. different from zero. If the 0.95 error 

is less than the countinc rate of the sample after the back~round has 

'been subtracted, the determination is usueJ.ly co nsidered . significantly 

different f rom zero. 
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Fi.t1"ure 8 is a nomo~raph chart desil1'neQ. to calculate the 0.9 

error and the 0.95 error of hiD'her countin~ rates than those found 

on Fi"Ures6 and 7. If it is not possible to calculate the error 

of certain determinations on these nomoD'raphs, the additional error 

introduced the backD'rpund is probably insif:nificfmt compp,red to 

the error introduced by the mensuroment oft he somplc "lnd thus 

Fi~urcs 3, 4, or 5 CRn be used to c~lcul~te this error. Any of 

these orrors mAY' of course be calculr>ted by usc of the formuln for 

the error of a countinD'rate determination, N .... Nb. s ' 

It 9:l ould be noted that bofpre u~,inP' the nompsraphic charts I 

it is necessary to calculfl.te the quotients: 

1. Na/ts' that is the countin."', !nte I)f the sample, 
including the backe'rf)Und p divided by the number 
of minutes that sample l,'as c0 1mted. 

2. Nb/tbl the counting of the backD'round 
divided by the number minutes the back"'round 
was counted. 

Charts 6, 7, and g are used in the f0110wing mr,nner: 

Draw a straiD'ht line from a point on the left 
scale that oorrespopds to the quotient N It throuE'h 
the point nn the ri"'ht scale that correspon~s to the 
q.uotient ~/tb. The point where this line crosses 
the center sCPle ,-,ill CC)rre splmd to the 0.9 and the 
0.95 err{Jrofthe determinatirm Ns-l~b 

EXAMPLE 

.A sample Has crn nted for 10 minutes and avera . .C!'ed 
2000 counts per minute. The Da.ck.O'rl)und "las counted for 
nne minute and 16 Cfmnts It/ore recf)rded in that interval. 
Since 2000 divided by 10 equals 200, and 20 divided by 
1 equals 20" it is qbvirmsly necessary' ti) usc Fi.O'ure 8 
fOlr this calculaticm. A str'-ie'ht line is drawn betvrecn 
the tl!l(') p'lints rm tho left and ri.D'ht scales rosp(:ctively~ 
The 0.9 errqr is thus seen tl) be 24 oounts por minute 
and the 0.95 .orror of the determination 29 counts p0.r 
minutc:. 
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EXAMPLE 

A sample wa.s counted for bl.j, minutes and a'lera,ged 
3.20 counts per minute. The backuround was coun'ted 

58 minutes and averaged 2.60 counts per minute. 
Since 3.20 diVided by 64 eauals 0.05 ~nd 60 divided 
by 58 equals 0.045, it is necessary to use FiO'ure 6 
for this celculati on" A straipht line is drawn be
tween 0.05 all the left scale and 0.045 on the riuht 
sca.le. The 0.9 error is thus seen to be 0.51 counts 
per minute and the 0.095 error of the determination 
00604 counts per minute. The countin~ rate of the 
determination, is 3.20 minus 2.60 'eo_uals 0.60 counts 
per minute. Because this countin~ rate is less 

-19 

than then Oe95 error, it is considored not significantly 
different from zero on the basis of this determination. 

Fi,O'ure 9 is a nomp"'raph dElsiGned to f8,cH i te,tp calcul&,tion of 

the probabil~ t', Umi ts of all'T error 'lrp to fifty counts per minute 

in a counting determinp.tion lTs-N'b. It CRn 8.1so be used to determine 

the map'nitude of the })robRble er'f'or, th8 stends.:r.d deviation, the 

nine-tenths error and other errors useful in a statistical evaluation 

of the counting determination H -Nb. The chart is used in the' 
J!I 

followin~ manner: 

Pre\1\I' a straH~ht line from a point on scale A 
"Thieh c')rresponds tn the quotient !Tsl t through the 
point on scale B .",hich corresponds to the Cl:uotient 
Nbl tb' The intersection of t his line vd th scale C 
is noted. A second strait>:ht l:ine is dralllD between 
this n0ted reference prJint on scale C and the type 
of error desired I'm the dia£l'mal scale D. The pa.rti
cular errnr desired will be found at the intersect ion 
of this secfmd line Ni th Scale E. 
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EXAMPLE 

What is the 0.99 error of the determination of 
the counting rate 'of a sample 1ifhich averaged 2000 
counts per minute in a 10 minute determination with 
a 19 count per minute beckground present? The back
ground "!as co unted for one minuteo As indicated by 
the example on Figure 9, a straight line is ,dra"Tn 
between the Doints 2000/10 equals 200 on scale A and 
19/1 equals 19 on sceIe Bo A: second straight line 
is drawn through the intersection of the fi rat line 
1'li th scale C Pend the point on scale D corresponding 
to the 0 .. 99 error. The 0.99 error is read on scale 
E and is seen to be 38 counts per minute. This 
correspnnds to e. 38/1981 x 100 equals 1.9% 0 .. 99 error • 

-20 



--

e 

e 

THE ERROR OF THE PRODUCT ORi QUOTIENT OF A 
SERIES OF COUNTHTG RATE D])TERMINATIONS 

":21 

In add.i tlon to. the particular insta.nce just described, there 

ere a great number of other cases in which the quantity sought 

cannot be measured directly but must be calculated from the results 

of t'lfro or more other experiments on directl~' measured quanti ties. 

It is, of cou!rse, just e.s desirable to knOl11 the accur3.,CY of such 

indirectly mep.sursd quanti ties as of the directly measured quanti ties. 

Thus, for example, 1:rhen determining the disintegration rate of a 

radioactive samnle by militplying '~he observed count~ng rate by 

the geometrical factor~ it is import:e.nt to knovT ,just how inaccuracies 

in bo th the geometry fMtor a.nd the observed cour.tir-g' ratE' ,,;i 11 affect 

the calculated' value of the disintegration ra.te. 

In this section ve '!lill consider the determintCd;ion of the error 

of a. resul t obtained by mUlitplication and d.ivision of directly 

measured quantities. Subsequently tile will consider the cases of the 

error in an'addilbion, the error in the determination of the arith-

metie meen and finally, the error in the general case involving any 

function of directly measured quantities. 

It can be shown7 that the fractiona.l (or percentage) error of a 

result obtR~ned by multiplication and division is eque~ to the square 

root of the sum of the squa.res of each of the frBctionf'.l (or per-

centage) errors of each of the independent (directly observed) 

variables \'Thich determine the function. 

7 •. Worthing and Geffner,.. op. cit., pp. 207-208, 
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Consider the case in 1"hich U is determined bv calculation from 

observations on four directly measured quantities, ~", X, Y,. a.nd Z 

by use of the e~uation 

U= wx 
1Z 

If the error in U is designated u and the errors in each of the 

directly measured Quantities W, X, Y, and Z a.re respectively 

designa.ted w, x, v, ano, z, the fract.ional error in U w01.ild be: 

EXAMPLE 

;r'-' 

ul(1f.!) 2 
U =,/' w -J. (~) 2 

.X -t 

In determining t he (1J.sintesration rB.te of a 
sample counted on the 10,,' !~~e')lLetry alphR. coun tEn' t 
'one uses the formula" 

T\ (1..i'J J.; , ...... 

(Yo)2 -t. (~)2 
Y Z 

where G is the geom0try factr)r USGcL fo?:' converting 
the observed. counting rs.te N, in t·!) the disintegra.tion 
rate, D, If a sample a.verngecl 225 counts per minute 
\"hen counted for 4 minutes at 0.1% geometry B.nd the 
nine-tenths errqr in the geometry is estiml:'ted at 5%, 
the fractil)nal nine tenths error would be calculated 
by using the above formula. 

The fre"ctianr.,l nine tenths error of the counting. 
ra.te is determined from Figure 3 (or Figure 5)<:md 
found to be 5.5%. The fractional nine tenths error 
in the di sir..tegration ra.te'·;ould then be 

2 2 ~ 1 . 

(5.5 -t 5)2 = 55.252=7.4% 
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THE ERROR IN THE $Tm OF A SERIES 
1 

OF COtn~ING DETERMINATIONS 

Occasionf:tlly the results ofa series of counting determinations 

must be added or subtracted in ofder to conroute the final result .. 
anel thus it is desirable to knoilTthe accurac,r of the sum 

Bm :; Nl -t N2 :: N3 :!. • • • ..t Nm 

If Q, is the error in t he determination of each of tJ::e N I S counted 

for time t, it can be shoNnS that the error in Bm "lill be: 

, (1"1 2 (!L2 J. 
Y lP:; 'tl 't'f' "V2 l' • ..I. Qm a 

Since 

Q:: K(lT! 

and therefore 

Q;'? ::: K2 (lIl t) 

the error in B 1'!ould be: 
m 

Ym = K(Nl/t1 ... N~/ t2 ..... 1" 
1 

Nm/tm)2 

The error of the SUIll or difference of a series of counting de-

terminations can thus be calculated bv deter:;1ining the error in 

each of the det,erminationa from Figures 3 or 4, and taking the 

squ8.re r00t of the sum of the sque .. res of the errors. 

8. 
"forthing and Geffner, opo c1 t., pp. 206-207 

Crumpler and Yoe, op. oi t., p. 177 
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EXAMPLE 

The data, for a particular separation experiment 
is listed in the foU01.dng table: 

Sample 
No. 

A 

Description 
of Sample 

Counting Bate 
Including back.

_ground 

Oounting 
Rate of 

Sample 
r~- I 

Starting I 
I Me,terial 200 c/m 1 180 c/m 
I B ?roduct after 
I Separation 160 c/m 140 c/m 
i 

l ei Waste 40 c/m 20 c/m 
I 

The background (D) counted 20 counts per minute 
in a four minute deter!llination. It should be noted 
that there are 20 c01.l."1te per m1.nute or B,bout 10~ of 
the aetivi t:r lLnaccou,'1ted for. The question arises, 
"Is this loss stat,isticall'lF ficant?" The stand-
ard de,ri~,tion of the devia,tion of the determination, 
(A-D)_ (:B""D) - (C-D), is 

'--.. - .. -~-.-.--, ...... - ._ ..... ~ -

200/4 T 20/4 .. 160/4 ..l 20/4 -4 4014 ..l 20/4)= 1007 c/m. 

We can no,,' calculate the praba-oili ty of observing a 
counting error of 20 c/m v·Then the ste,ndard error of 
the determinrcl.tion is 10.7 elm. The ratio of 20/10.7 
is 1. 87. From the curve 0 f Figure 2 "fe find a pro b
ability of 0.06 of observing a counting error greator 
than K x ,,'r equals 20, ,·,hen X is l.en. See pp. 33-34 
for a discuasion of the ficance of this proba-
bili ty. 

-24 
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THE ERROR IN THE MEAN OF A SERIES 

.OF COu11J'TING DETERl\fUtATIONS 

The best value of a counting rate is often calculated as the 

arithmetic mean of a series of similar counting determinations and 

thus it is desirable to know the reliability of the average of these 

determinations. The arithmetic mean is computed f rl)m a series of 

measured values by use of the formula: 

A::: Nl -+ 2 N 2 .J. H~ "1' • • • .J. . Nm 
. " m . 

The mea.n. A, is therefore a function of each of a series of indepen

dently determined values of H. The error in A Can be sho1.ro.9 to be: 
-r--.. :! ........ ..... · .... 2·_· ........... _-........ . 

Yin =/ + --' ~ ........ ! . . , . m m 

e 
where Q, is the error in each of the Nt s previously sh01,.,rn to be: 

Q =X .j;j; 
and there fore , since 

ci ::: X2(N/t) 

the error of the nean of a series of counting d.etcrmina.ti ons is 

y ::: K //NJ't~"- ~~-N;Tt-~'-:-:':-:~' Nml tm 
m . . . ~. m2 

9. 
CruInpler and Yoo, .'op. cito. p. 183 

e 
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'¥hen tl t2:: t3 = . . . = t 
/~""---'-""---'-___ .• l-_.~_ 

/ N "J • ...:, Urn v = K / .I: 1 "f "2 ... • • 
~m I 

/' tm2 

Bnt Nl .. N2 ... . • .... Nm = m...4.. 

Therefore the error of the mer"n of a series of similnr ~otl.ntinG de-

terminations is: 
." .... ---

Ym= K /mA 
IJ 1-

,! tm2 
y 

and the fract5.onal error 
I -

:: K 

F m K '" A/tm 
A 

tA 
I , 

~ 

K 
AtT'l 

T}-],e se forr:!uJ.I;\S for the error of the r:IOan m8~v' be re'l,1ri t ten: 

and 

Ym :::: 

F -m 

K 
1-.";-

" .t!-/ t 
m 

1--'-

K / \/ At 

m 

Thus the error of thl, mean of a. series of similar counting rate de-

terminations is numerically 80.1.1:'1.1 to the error of 0, s detennin-

ati'm di vided o~r thee root of the nlL1iber I)f detef.l[linatif)!!s. 

In practice it is possible to calculgte the error in the-,moan 

of a series ofsimiler a:HLTlt'ing ~8,te d.etermin8,tions by dividing the 

erro:r;' of 1", single determin[",tioEt calculated nse of FL:~ures 3, 4, 

or 5, by the squ"l,re rf)ot of the mF~ber of determinati ons. 
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E;X',AJ1PL:El 

Fnur similar experiments', ",ere performed and t"rO 
minute counting rate determi:q.atiorls Nere made of 
each of the s prepared~ The average of .the 
four determinl':\tions was 2250 counts per minute. i'that 
is the 0.95% error of the final experimental result? 

0.95'% error of a eingle t,,!O minute determination 
on a sample averaging 225,) counts ~')er minute is :"'0 un d , 
from Fi,:~ure 3, to -oe 2.9%. The 0.95% error of the 
mean of four determinations 1·lOuld then be' 

1 

2~9%/(4)2 = 2,9%/2 = 1.5% 

-27 
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TTI ERROR IF A R'l!:SUL'I' COI,?UTED FROM Aj)i"',' FT.J1'iCT ION 

OF DIRECTLY ~,:1TIASURBD Q.UAIJTITIi5S 

In mp.ny cases involving the 'error of an indireCtly determined 

result, the functil)U m8~T oe more com1jlex than either, addition, 

subtraction, mul tiplication ur division c,nd thus not computaole 

the meth0ds descriOed for' these simple cases. ,The more complicated 

cases include those inv') 1 ving po"rsrs and roo ts, trancenden tal 

functions, and. complex numbers. The error of a result computed from 

an,y function of directly measure,d(lu,,1ntities c?n becalcul.?ted if 

each of the errors in the directl'" meas'.J.red que,tnti tes is kno1fIn (lr 

ean be estimated and has been sho\vn10 to 'be: 

Ll ":; 
! LJ \1 
,\. )1 
\ 0 'tv 

I, 1'.3 f) \X 'J.- (I a U 'J L , '4-+ ( ,;,-~.;, x + .:_._;. -:1 + 
" x/ \ '(.J 

where U isanv ::"unction calculated from the directly riee.sured gU"lIl-

tities 'i;.t, X .. Y, Z, etc •• and ~,\r. x, Y. Z, etc •• are the respective 

errors in each of the 9_irectl~r mea.sured Qua.nti ties. 

EXAM?L3 

The' follo'll!ing formula is used to correct· for 
coincidence ll)sses in radioactive C0un tins: 

, 2 
T == N -+ ON 

o is the factor used to correct the ooserved rate N 
to the ture counting rate of the sample T. 
Then 

and 

3 T = 1 -I- 20N , " N 

T _ N2 
-', C -c_ ; 

10. Crum~ler and Yoe, OPt cit., ~p. 17~134 

'¥orthingand Geffner, op. cit., pp. 205-214 
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Therefore the error in T is 

t;:; (1 l' 2CN)2" n2 "-~-Ti~2)2-;2-'''---

where n is the error in N and c is the error in C. 

If' C is equal to 1. 5" x 10-5 ",i th a 0.9 error of 
5% and a 7500 count per minute sWJp1e is counted for 
two minutes, .",hf::t is the per cent 0.9 error of the 
c81culated true rate? 

-29 

(1 4 2CN) 2 = (1 ~ 2 x 1.5 x 10-5 x 7500)2 = 1.2252 :: 1.50 

,n4 = 75004 ::: 3.164 ± 1015 

e2 ,~ (0.05 x 1.5 x 1~5)2~ (7.5 x 10-7)2 = 56.05 x 10-14 

n2 =. (100. 7) 2 ;;: 10, 1)17. 5 (determined from Figure 4 ) 

t:: 1.5(; x 10,11.17.5 -+ 3.164 x 1015 x 56.05 x 10-14 
.-...... ~--... # ... -..-•• ~-,- .. 

t :: \/15,221 .; 17n :: /"169~: :: 130.5 eounts per minute 

T::: 7500 (1 .. 7500 x 1. 5 x leY"'S) :: 7500(1.1125) ::: 8343.75 

Per cent 0.9 Error in T :::: 130.5 x 
g31~3. 75 1.56% 

/I» 
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MIlHMlznrc;. T~ ER3.0B. n!T:::O")UC!l]D :BY TH7i 3ACKGROU'!iJJ 

:BY TE-~ EY:T"ICIE),,'iT !)ISTRI3UTIOF OF COUl>TTITG TII\El 

'Vie have 'shol·rn that the presence of 8. background.' cou..'1t incre:::u;es 

the error t y. of 8 count rate determination (Ns-Nb ) as shown by 

the relation 

Y ::: (Q.U; -4 Q,~)"~ x(ns/t s ..f. Nb/tb)~ 

t'lhere He ts refer to the counting rate of the sample and the 

. sBInple countin5 time res"96ctively end I-lb andtb refer to the countin!S 

rate of the background a.nd the background counting time respectively. 

e It is obvious there is not much ,':tdvantF'ge in c0 1mting the b8.cl~ 

ground for a long period of time :in order to reduce the counting 

errors if the bulk of the error is due to the error in the determinatioI). 

of the saln;:Jle. In this section 1<1e plan to S~101'r th~3.t when the total 

counting time is properly distributed bet1,.repn countin:; the 88mY)le and 

counting the backgroll .. '1d, the error lril1 be smaller th::1l1 for any other 

distribution of the total counting time. Converse1", the to.tal 

counting time necessarv to reduce the error to flnv ,siven value. 1,ri1l 

be a ninimurn the counting times of the sflmple <'lnd ba.ckgrouncL are 

distributed "!)roperl:<r. 

The problem is. 'therefore, given the CtJuntin::; rates 0f the s8.mple 

and 'oack,.;rouncl and the tote.1 CQi.L'1t time', to C1.istribute the total 

c1)unting time S() th."l,t the error, Y, of the counting determin8.tion 

e· (Ns....,Ub) l·ri11 be smaller than f!;>r any other distribution (If tho tote.l 
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counting time. 

If Ne let L ,'be the total counting time ts ...: t'b' then the error, y, 

will 'ba a minimum ,,,hEm 

then 

eLy 
0 = 

dts 

Since t'b :: t-ts 

, ~,y _. ,d", "J. 
~-. t:a. 

I Ns 
i-
\. ts cit a d'ts 

(Jl ,., Ns \)' 
k \tb ! t7,. 

::: 

( 
" \. G 

~ ) 
, I 

J 

N'b '\ ,1. 
.... _'_" \ ,3 

L ... t I 
s ./ 

Thus y will 'be a minimUlri "filen 

tb 2-- ;::, 0 

1 
or ts l:-T, '2 

--. - j~i 
t'b l Nb / 

The most efficient distri'bution of the total th1e bett1een 

the sample anct the bakegrouna., in order to minimize the error introduced 

the 'backgrounct, is thAt in \,rhich ratio of the d.aunting times' of 

the and the is equal to the square root of the ra.tio 

of the .8..verf1.ge count l'I",te.s of the sam'ole Hnd the backgro1mo .• , 

Fi~;ures It.; and 11 ha.ve been ::Jl~ep['.red to facili tate t~le counting 

them calculations in minimi z the background error,! 
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FIGURE II 
NOMOGRAPH SHOWING THE MOST. 

EFFICIENT DISTRIBUTION OF SAMPLE 

BACKGROUND 
COUNTING RA1 
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AND BACKGROUND CoUNTING TIMES 2 

EXPLANATION OF SYMBOLS 

ts' COUNTING TIME OF THE SAMPLE 

tb: COUNTING TIME OF THE BACKGROUND 

~ 
INSTRUCTIONS FOR USE 

DRAW A STRAIGHT LINE FROM A POINT ON THE LEFT SCALE 
CORRESPONDING TO THE COUNTING RATE OF THE SAMPLE 
THROUGH THE POINT ON THE RIGHT SCALE CORRESPONO' 
ING TO THE COUNTING RATE OF THE BACKGROUND. THE 
POINT WHERE THIS LINE CROSSES THE CENTER SCALE COR
RESPONDS TO THE RATIO OF THE COUNTING TIMES OF THE 
SAMPLE AND THE BACKGROUND NECESSARY FOR MAXIMUM 
COUNTING EFFICIENCY. 
EXAMPLEr 

~J%EA=:~~!~, ~~~~R,:~~ ~A M~~~EA~~~:-
BACKGROUND IS ROUGHLY 25 COUNTS PER MINUTE, THE 
SAMPLE SHOULD BE COUNTED FOUR TIMES AS LONG AS THE 
BACKGROUND FOR THE MAXIMUM COUNTING EffiCIENcY. IF 
THE TOTAL TIME WERE TO BE LIMITED TO 20 MINUTES OF 

~~~DGt:iA~~.ro~~~ ~g~~~?N~~I~NM6~: 
DER TO REALIZE THE MINIMUM ERROR IN 20 MINUTES OF 
COUNTING TIME. 
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EXAMPLE 

The approxim,"l,te counting rete fJf a semple. in-
cluding the oUllcL, is l!OO counts ",)81' minute and 

, this bt=',ck,,;;rollnd is roughly COU,lts ;)f?r minute. From 
the n0n10graph of 11 1tI8 see th8.t the 
should. be counted four times as TO!1€: as the backgrOTh"ld 
for the maximum counting ,ef:ficiency. If the total 
time \Vere to ,be limited to 20 minutes of counting, 
the should be cQllntecl for 16 minutes and. the 
backgrouncL c01.l.'1ted for LL !'1inutes in oro.er to re811ze 
the minimum error in 2U minutes of counting time. 
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TB:E DETE}l.MnrATIOi'J OF NOlT-ST.A,r::'IS'-"ICAL COtmTER 7EHA VIOR 

In addition to the fluctuation expected in the counting rate 

of ;;1. radioactive .sample due to the nmdom nature of the disinte-

on prQcess, there are other s affe the 

rate which te.nd increase Actual error in a de-

termin.'I.t i'm. signific8.nce. of any unusual variations can be 

approximated by comparing the distributilJl1 of a series of count 

determinations made on t",e same sample, ,dth the dis')ersion ex-

pected if ~he ap')Rratus "rerecollntin<; in H mam:.er 

the la1!r of rAndlJm disintegrl'ltinn. This is done a 

which can be Bummari7.('d into tilree steps: 

(1) Set up the hvpothesis that the distribution - . 
observed might occur because 0:" ch8.nce 
factors arising from the ral1ct()f!l nature of 
the di sintegration prl)cess. 

(2) Upon the basis of this hypothesis, deter
mine the probabill ty that the dis tributirm 
'''hich occurre.d might (lCCUr "because of real 
variations in tpe did on rate Alone • 

. 0) Dra1ftT a conclusi,m the reasonable-
ness of the sis. If such 8.n observed 
distribution could often occur because of 
chance, 1,1/9 h,W8 cast very little doubt u.,?on 
the hY'Jothesis. ";oie therefore continue to 
regard the hY:jothesis as e A.nd conclude 
that tne va.riations are not ficant. If 
h01.'I'ever. sucn a distribution could hardly 
have occurred , 1'fe have ca.st d.oubt 
upon the ive therefore abandon 
the hvpothesis, conclucle that the variat 
are cant ?nd to the 
ma.gni tude and the causes of the unusual 
portion of the variations. 
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Just h01.,r small the probabili tv "l1m1t be that the distrubutbn 

could have occurred by chance vEtriA,tjJlUS in the dec,w rate. has 

been discussed previously. As before. if the tv is below 

0.1 there is SlIme a.aubt that the clistribu,tion is statisticp.l, if 

it is less than G. the variations !".re ter than v!ould 

be satisfactl)r'T and if the probHbilit;r is less th~\ll (;.ul it is qui te 

certain that t.lle distribution contain," v2.riations lbrhich Elre due t9 

causes other them r1,:u1.doEl mature of the disintegratinn process. 

This section of the report intend.s to <,.escribe tv-IO procedures 

whereoy di strii)uthm ab;lOr!'l~li ties lIl:YT 'be :revet:lled. a subse 

report we \vill c1.escribe S'.lme s':,ct5.sticeJ. ':;roceclures"or eVGlu8,ting 

the a.ctual tude of tile un1;~~1l21 V:',l'i8tilJl1f;. se met!1.ods o.re 

e not icable if less than ten count I'Jre record.ecl in any of the 

determinations and. are most si,snific<mt ",hen ied to cleterminations 

of more than thirty recQrrted COlm ts. 

The first method consists of determining the value of the standard 

error .of the difference bebJeen h.ro determina.tinns on the 

S8~e sample or similar es 8,l1d thi.s ,>Ii th the observed 

difference beh18f'D the tHO determinations. standard error of 
I 

the difference is the formula developed in a precec.i'n,?: section: 

y = / 1-\ H2 
1_- t 

tl t2 
v' 

--
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Having nr.)1~r the hro val nes: (1) The O'oserved cUfference behleen 

the two deteX'mh:ations t £T1-:i:J.2 , anct (2) the standard. errQ1' of the 

difference bet\\reen the t1.,ro determLlati')ns, Ne nre in a posi ti'm to 

ans"ler thE' question: 

If the variations in the counting rate .?,re only' 
due to the randomness of the disintengration prl)cess. 
11Jhat is the uro"ba:::ili ty that }lT1 might exceed N2 by the 
observed difference or more, because of che~Ylce varie.tions? 

This probability can bed.etermined calculating the ratio of 

the observed. dL'ference '·to the st;"ndarc. 0rror ()f the difference, 

~l - IlT2 

y 
, "'nd t"""" ., rO'"lC'O'j 1 • "'u ; t; "r' . ~l I'f1 hl . I'" '12 11 t .<. n,,·, .) ... ". _ ..... 1". 8_ ,le 1 .... 1.1 e 'It or • 

P 

1.0 
1.1 
1.2 
1.3 
1.4, 
1.5 
1.6 

·1.7 
1.8 
1.9 

LL. 

T ",:D J~.-lY. 

Proba:bilit'.; of Ob (Fl _H2)!y :ill(~1J.:')1 to or Greater than p. 
(Vf\lues of p less than l.uO are 'l(lt in t·.'.is t.Rble 'becfl.use 
they have very little significance stt"tistical1y) 

p 

0.159 
0.136 
v.115 
u.09 
0.081 
0.067 
l;. U 55 
0.01+5 
u.036 
u. 

:p 

2.0 
2.1 
2.2 
2· ...,. 

o 1 

2.4 
2.5 
2.6 
2.7 
o ,'j 
c;~. ~ 

2.9 

p 

G.(.23 
0.013 
0.014 
0.011 
u. 
c.o06 
0.va5 
0.003 
v.u03 
0. 

p 

3.0 
3.1 
3.2 
3.03 
3. ll 

:,.5 
3.6 
3.7 
3.5 
3·9 

p 

0.0v135 
0.00037 
O.tX.vbS 
o.ou04B 
0.00034 
u.Oui,23 
0.vGu16 
O.UlJOll 
0.OU007 
v.Oli005 

p 

(j 

4.1 
4.2 

~:~ 
5 

4.6 
4.7 
4.8 
4.9 

p 

0.0000317 
0.000u207 
0.0000133 
0.000()085 
O. Oc,Ij(j(j 54 

.()!OL00034 
0.0000021 
o . 00uOt.l1 ,3 
0.0000008. 
0.0000U05 

A more det~·dleo. discussion of this method of anal~rBis, its limitations 
and im)licB,tions and one 1,rhich also describeR the basis ()n 1,rhich 
Ta'ble IV 1'lno. Figure Here prepared, is Given in Croxton and CO\'iden. 
OPe cit., pp. 317-322 ' . 

Peters !'l.nd Van iJoorh'is, I)P. cit •• np. 169-170 and Crumpler an4 Yoe, 
O~J. cit •• pD. ls6 ..... 1gg also !give ,:;06cl interpretatic.lns of statisticallY 
·re1iable differences. 
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Q.. EXPLANATION OF SYMBOLS 
NI AVERAGE COIJNTING RATE OF FIRST DETERMINATION 
Na AVERAGE COUNTING RATE OF SECOND DETERMINATION 
tr LENGTH OF TIME OF FIRST DETERMINATION 
tl LENGTH OF TIME OF SECOND DETERMINATION 

I i I 

AGURE 12 

SIGNIFICANCE OF THE SPREAD BETWEEN 
TWO COUNTING DETERMINATIONS ON 

THE SAME SAMPLE 

o I------! ! I I !-+-l--W I I I I III I I II ~" "I":I':~J:';I'I':I .,-
•• >I. ' •• f . 

:, I: 
0.00001 

PROBABILITY THAT THE SPREAD MAY BE DUE ONLY TO 
RANDOM VARIATIONS IN THE DISINTEGRATION RATE 

0.01 0.1 1.0 
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EXliMi?LE 

A long lived sample 1>1as cotmted for 4 minutes l'I.t 
the beginning of an experiment and avers.ged 5925 counts 
per minute. After the eXo8riment N8,!'l concluded, the 
S1:1me sam,)le i,ras counted as a check and averaged 6075 
counts per yninute in a tHO minute determination. Is 
this amount of variation indic8.tive of a Door instrument 
or is the diL'erence perhaps o.ue to chance variations 
in the disintegration rate? 
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y... /~5925 
- I I ----

6075 
~ 68 counts per minute "" 

P ::: 

Y 4:, 2 

Nl ..,. N2 

y 

6075 - 3925 _ 
68 -

150 _ 2.2 
68 -

From Table IV \'18 can see that for l' e(111als 2.?. the 
probabili tv of ()oservin,~ 14 clifference as large as or 
larger than 1 C01l.YJ.ts "ner minute is li.vl~"! 

Thus there are only chances 01:..t f)f r: 1~)OO that this 1:)articuler 

di spersion will OCCDI. In accordance wi th our 8fbi trElry stHnderds of 

significanc<'l, this il'; not sifficient tl) uneauivocRblv conclude that 

theinstr:ument is "behaving improperl". "but it is a strong indicatil)n 

that this is the Cf).se. Here is a rapid.,- easy to use test of only hio 

determinations ""hieh reveals sisnificant informatioI+ regarding the 

accuracy of a count Fate determination •. 

A mor rigid test l'lhich 'investigates the dispersion of tHO or 

more similar determinations and 1.rhich m~:t7 be used to more conclusively 

evaluate the si ficance of unusual c1)unting determination variations 

is called the chi-sqUl.1.re test of v8.riation. This test ,is particularly 

useful for investigating instrument behavior when 20 or more deter-

minations Bre taken in investiga.ting the quality of the instru.ment • 
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The chi-square test is useful for determinin;:;.l!lhether or not 

a 6iven series of counting determiuetiolls on the sa.r:!1e sa.ffi:;;le can be 

reasonablY supposed to have arisen r an OJJ m 0 f di s-

integretion. s test is often ce"lled the test of gr)l)dnessof fi t. 

A com'Jlete derivation and d.iscussion of the aspects of the chi-square 

c.istribution is giYen by Peters and Van Voorhis and others. 12 It is 

sno\,rn that for true sample '.:;f a Poisson series t , defined 

by the relation 

y':". = 
"1'; 

(1:Tl 
2 9 • 2 AV.)-4 ( Av)~..J'. ~ .... (};~m_ Av) 

(A'll t) 

i'1'i11 be distti'outec. in 8. l!".r)wn J:j.'?.)i.rlc;"r. Iii2 ciist:!.'P)utiQn depends 

only upon the ll1JJTiber of determine.ti0ns· of tb.e ceu!:. rate used ih 

the calculation of chi-sauared ruld is t of the act1.lE~ 

counting rAte. 

Hcl.Vin,.; calcu~f:ttec" the value of chi-sQu"c.rec. correspondin{s to [). 

nwuber of determinations, it is possible to determine the 

probEtoili ty that the observed. distribution is a reas·.mable one to ex-

pect if the variations are clue to tlle randomness of the disin-

:process. s probability he.s "Dean c8.lculated. as a fu..7J.ction 

of cii-squared ,<md the n '1!flOer of c.eterminatiolls D.nd is shown in Table V 

and also on the of Fig').re T). complete tables of this dis-

tribution rrw;T be in the literature • 

• 

13 • 

Peters and Van V.)orhis. op. ci t~ • pp. lluLL414,. y. 419 
Fisher, O}h cit. t p. 50, f)lJ. 715-85 
1'rorthing anr_ Geffner, on. ci t., ,!:T). uj)-1G6 
Frv, 01'. cit., ~~i. 265- 320 

sher, rFl. cit' t ''P •. 112-113 
Blair. ;·YO. cit., p. 
Corxton ano. Co,.rden, op. cit •• '). S2:2 
F1''', IJP. cit., 
Peters and Vfll1 '498-5(j{) 
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Tabl'e of Chi-sguared 
Humber of 
Determinations Probabili ty 

0.99 0.95 0.90 ' 0.50 0,.10 0.05 0.01 

2 0~U0157 0.Ov393 0.0158 ' 0.455 2.706 3.S41 6.635 
3 0,. u2ul 0.103 0.211 1.")86 ' 4.605 5·991 9.210 
4 0.115 0.352 0.5134 2.366 6.251 7,·315 11.345 
5 0.297 0.711 1.064 }'.357- 7.779 " 9,.433 13 .. 277 

6 0.554 1.145 1.610 4.351 9.236 11.070 15.lJ36 
7 ' 0.872 , 1.635 2.204 5.348 10.645 12.592 16.812 
8 1.2~q , 2.167 2.833 6.346 12.017 14.067 18.475 
9 1.6hE; 733 3. 490 7.341', 13.36:::1 15.5u7 ,2(;,.090 

10 2.03~~ ~ -;;2 k . ~,. -.~ .. ) 4.16B 8.3V3 14.684 16.919 21.666 

11 2.553 3.940 4~365 9.342 15.937 18.307 23.209 
12 3.053 4.575 ,5.578 10.341 17.275 19.(:;75 24.725 
13 3.571 5.226 6.304 11.340 18.549 21.026 26.217 
14 4.107 5.892 7.(;42 12.340 19,.,812 22.362 27 .. 688 
15 4.660 6.571 ,7.790 13.339 21,.,064 23.635 29.141 

16 5.229 '7.261 8.547 14.339 22.307 24.996 30.578 
17 5.812 7.962 9·}12 15.338 23.542 26.296 32.000 
18 6.40fS 8 .. 672 10,.u85 16.33fS 2u.769 27.587 33.Uo9 
19 ' 7.,015 9.390 lC.865 17.338 25.989 28.869 34~805 
20 7.633 10.ll7 11.651 18. :138 27.204 3L",144 36.191 

21 8.260 1u.851 12.uu) 19.JF 28.412 31. UI0 37.566 
22 8.397 11.591 ' 1"1.2ll0 20·337 29.615 32.671 38.932 
23 9.>542 12.338 14.oLt1 21·337 30.8'13 33.924 4u.,239 
24 10.i96 13.U91 14.8u8 22.337 32.007 35.172 41.638 
25 10.856 13.8u3 15.659 23.337 33.196 36.415 42.980 I· 

I..N 
Q;l 

26 11.521t ILL.611 16.473 24.337 34.382 37.382 44.314 
27 12.1g8 15.379 17.292 25.336 35 .. 563 38.835 45.642 
28 12.879 16.1'11 18.114 26.336 36.741 40.113 46.'963 

, 29 13.565 16.928 IS.93Q 27.336 37.916 41.337 48.278 
30 14.256 17.708 19.768 28.336 39.u87 42.557 49.588 
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THE 'X,2 DISTRIBUTION 
THE PROBABILITY THAT THE VARIATIONS IN A SERIES 

OF COUNTING DETERMINATIONS ARE DUE TO THE 
RANDOMNESS OF THE DISINTEGRATION PROCESS 

EXPLANATION OF SYMBOLS 
N = COUNTING RATE OF A DETERMINATION 
m NUMBER OF DETERMINATIONS 
Av=AVERAGE COUNTING RATE 
t LENGTH OF COUNTING TIME OF EACH DETERMINATION 

, 
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If the probability is greater than 0.1 there is certRinly no 

reas()n to suspect that the (Hstri bution is am' poorer t'han could be 

obtained UJ."1derthe most satisfactorv :)perat conditions. The 

significance of probabilities less than 0.1 have. been discussed pre-

viously and also apply to the problem at hand. It is to be emphasized, 

that high values of the probability (above 0.9) correspomUng to low 

values of chi-sq.uared a,re to be regarded as definitely indicative ilf 

a poor determination as low v~lues of the j)Ilobabili ty due to abnor-

mally high vl1.lues of Chi-squared. It is rec()fnmend.ed that 20 detAr-

minations on the same sample be the minimum number neceSS::-TY for an 

exhaustive analvsis of counter tehavior.14 

EXAMPLE 

14: ' 

Ten tv,o minute determinations of the connting 
rate of the S'1.me sample are tabulated belol"". i'lould 
the instru.rnent be considered as behev properly? 

6064 
60lB 

5964 
6064 

59BO 
6078 

6U20 
,6094 

5887 
5984 

average counting rate is calculated by summing 
the counting rates of eaclt determination and dividing 

the numbpr of determinations and is thus found to 
be 6015 counts per minute. The average is subtracted 

Similar tests of counter statistics are described by:' 
Cove~rou, Testing of Counter-scales Units for Statistics, 
Private Communication 

Korff, Electron and }:ruclear Co:mters, Van !:Jostra.ncl, 
Nel'l York, 19L.6, :po 154 

Strong, Procedures in Experi~ental Phvsica~ Prentice
Hall, NevI York, ~911-3, pD. ~,02-304 

-.1""",-



-

15. 

4t ... 

~ 

from each of the determinations and the result 
squared. 15 The sum of the squa.res "f the de
viations from the average. has been cglculfl,ted 
to be 36v16. In accordance';1rri th the chi-squored 
formula 

):2 = 
" 

!() 

36016 

601»/2 
12.0 

From Table V 1tle find that the prl)babili t'T of ob-
. taining a chi-squared equal to 12.0 f'Jr 10 deter
min8,tions is less then 0.9 and more than 0.1 and 
thus this dn.stribution is reasonabl:T Poissonian' 
and therefore the instrument CQuld be assui'ned to 
be operating properl:l. 
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If a FriCl.en calcual me,chtne is 8vail,c]-:)le, the sum ')f 
the squares the devi!,!,tions frOhl the ::)ver:"g" mey OF more 
quickly calcul~1.ted usin~ the deri veel formula 

(Nl -AV)2 ~ (N2-Av) 2 
4 • 4 (Nm'-':Av)2 = N2 _ m(Av)2 
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REJBCTION OF SUSPECTSD 03SERVATION'S 

Occasionally, in a series of similnr experimentsJ a res~lt 

appears ',"hieh cUeers c0nsiderably from the results of the group 

as a whole. The presence of this a:tlnormal result does not nec-

essa-rly indica.te that a. gross error has been made &1 thoug'h this 

ma,y be the explana.tion for the unUSUB.l deviation. If this diver-

gent ve.riation occurs 8.S one of a series of a small number .of 

determinations, its influence r)il the best value of the determin-

ation may be undu.l:," large Rnd it is reasonable to conclude th~.t 

the average of the determination 111on,.ld be more representative of 

the correct ,answer if the determirw.tiun \-'ere disc.9xded in the 

calcUlation of the averrge. Al thou;h the neast1.1'ement !ne.y be 1'e-

jected if there is defini te evidence Qf Ul11..tsuFl.lness during the 

course of the determination of the ullusn:~l r..esul t, 1~!i th no such 

evidence it is desirable, in the interest of ;ccurac~r. that the 

det.ermination be rejected and thus a criterion of rejection is 

necessarv. 

Such a criterion has been developed and is described in the 

literature,16 In '!,lords, this criterion states thp.t anv reading 

of a series of n read.ings shal1'(,be ected wnen the m?gnitude ·of 

its deviation from the me8.n of the series is such th&t the prob-

abili ty of occurence of all dev.eati·)n that large or 1ar=.ber is less 

than 1/2n. Table VI ano. Figure 14 indicate the magnitude of this 

deviation in terms of multiples of the standarct devie.tion as a 

function of various v?lues of 'no 

16. 
'tvorthing and Geffner, op. cit •• pp. 170-171 
Crumpler and Yoe, .op. ci t~ I p,. 135-191 
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Table VI 

CP'')JJlTErJET'S CRITSRIOH OF TEE 
~~JECTIOl'J' 0] S,~SPECT3D ObSEIWA1'IONS 

_42 

Limitipg values of the dtwia,tian of [l re,~ding frllm the nep,n of a 
series in terms of mul ti:)les of the standard devieti r)l1, for the 
exclm;ion of thAt from the series on the bg,sis th':t. in 
ctJl.lparison "dth the other items, it exerts too gre:"t ,qn influence 
on the average of the series. 

n;::: number of determinations in the series 
p _ ratio of t he deviation to the stAndard deviation 

"" n p n :P n P n P n P 
2 1.15 7 1.80 15 2.13 40 2.50 ::'50 3.09 
3 1.35 S 1. 36 20 2.24 50 2.53 3l;O 3.14 
4 1. 54 q logl 2.33 75 .-, 400 3.23 c, .. 

5-- 1.65 10 l.q6 30 2.11-0 100 2.[51 500 3.29 ./ 

6 1.7) 12 2.04 35 2.~·5 200 :~. 02 1000 3. 43 

The criferion is used as follows: 

1. Compute the mef:ln ~)nd, t:c:ct': stEm<:tf"xd dev'iation 0"" a single 
observati~Jr1. retei eIl su>rp8cted ooseryati·)ns in the 
c()~puta ti on. 

2. Dete.rmine the ratio of the s1J,spiciO'\lsl.\r lar,ge deviation 
to t'he staadard devin,tion of a s e oe,servation. 

3. From Table YI or Figure III secure the limi tins; value I)f 

the ratio for the correspondine::; nnmber of dete:cmim'ltions;: 
n. 

4. If the ,)bserved ratio isgregter th-"1l1 the value found. on 
the graph or in the te,ole, the observation m,<:)'T be rejected. 

EXAMPlE 

Five two minute crmnting rate determin.?,tirms "Jere 
made on the same 88111"Ole t'lith the f·)110 1·ring results: 

2046 2105 2011 2u72 2016 
SllflUld the value 2105 be re,j ected? 
The mean countin::~ rate, inc1ucLin,s th~ sus;Jected 21u5, is 2050 
counts per minute. The st~,nd8.rct deviation, com')uted fr0m tne 
formula previousl 'IT described is 

,. (2050/?.)-~ ~ 32 c'l1)nts ryer minute 
Tliis yalue mgy also be determineo. frqm FiGures 3 :)r 5 .. 
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The ratio of the suspected deviation to the sto.ndard 
deviation is 

2105-2050 
32 

- 1. 72 

For 5 determineti'lns the ta:nu18:l.ted value is 1. 65. 
Because this ts smaller than the ratio of the de
viation to the strmdard c1.eviati /)n, the ooservation 

should be rejecterc< The "best value for 'the 
experiment 1;,loul('. then "be the mean of the remaininc:;' 
four determinations "'hieh is 2U36. 

" 
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FIGURE 14 
CHAUVENET'S CRITERION 

A SINGLE DETERMINATION IN A SERIES OF N DETERMINATIONS 

ilP 
ipi ,,:I 

nt! 
1111 
~ ;'1 j 
i!:i 

11I1I1!1I1Ii!1I1I1!~~illlllllllilillillllllll~S;HiAiLL;:B~E:R:~:E:C:T:E:D:(O:e:~;U:~::Of::th:e:d:is:pr;o:por;:tio:n;a:te:IY;I:ar:ge:i:rn:IU:-~1I11 
ence.at this determination on the value of the mean) IF ITS DEVIATION 

-,---- ---.-. -',,"- FROM THE MEAN IS LARGER THAN X TIMES THE STANDARD DE-
VIATION. 

. ------~. --~-.. - ....... ~ . 
, , 7", -'"',;- ---:--::-~--'- .--~ -.-:~ ... 1-:-" n'~ 

.• _-.- _:..........!--l"""':_ -!~!--; , , , , " .". " , ,... "'! ' ,. I!" 

2 10 

N=NUMBER 

20 1000 
.,/ 
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