6 mew o

(i

Cover Page ‘for UNCLASSIFIFD Reports

OAK RIDGE NATICONAL LABCRATORY -

3 445k 03L0O258 1

pages.,
This is copy:
Series

B-1251

REPCRT NO, Z P
This document consists of

7 e g

Issuved To: | éﬂ% 5@%:

THIS REPCRT CONTAINS NO CLASSIFIED INFCRMATION

Nate

Read By Date . Read By




OANL-78
-?hysics General

THE OAK RIDCE WATIONAL LABORATORY

{Contract No, AT=33-i-GEN=53) -

Chemistry Division

A METEOD OF ANALYZING RADIOACTIVE DECAY CURVES
T e e I S S S AR BT S S S

by H. Zeldes

June 15, 1948

» e 3 a6 §
Date Received, 6/23/48 Bate Issued; 6/30/48

MARTIN MARIETTA ENERGY SYSTEMS L

I

3 4456 D3LO258 3




1a

ORNL-78
Physics<Genoral
DISTRIBUTION:
1, G, 7, Felbeck (CaCCC noroax.ro) 34, B, Ketsllo
2. 706-A .- 350 R, Brosi
3. 708-a - S ' 36, To Wo Déwitt
4. 706-4 ' ’ 87, B. Zemel
50_ 706<B ' 380 H. Eoim .
6. Biology Library ' 39, J. Savolainem
7. Treining Schoel 40, G. W, Parker
8, Central Files 41, R. Overmaa
9. Contral Files _ . - 42, J. Butler
10. Central Files 43, F, Sweetem
11, Central Files ' 44. W, Cobn (¥-12)
12, Central Files 45-52, Argonne Hational Laboratory \
138, Eo Jo Murphy. S §3. Armed Foroes Spegial Weapons Project
1é. A, M. Weinberg 54-65, Atomic Energy Commission, Wash. ’
15. B. H. Tayler ' . 56.. Battelle Memorial Inatitute '
16. MU, D, Peterson ‘ - 57-64, Brookhaven National Leboratory
17, B. Etherington : 65-68, Carbide & Carbon Chamiocals Corp. (EK-25)
18 W, A, Johnsen 69=72, Carbide & Carbon Chemicals Corp. (¥-12)
1. J. R. Huffmam " 78, Columbia University (Dumnning)
20, 4. Hollaender ' . 74=77. General Electric Company
21, C. D. Cagle : 78-82, Hanford Directed Operations
22, 8. R. Sapirioe : '~ 834 Iowa State Collége
23, H, M. Roth . : 84-86, Los Alamos
24, AEC, Oak Ridge Natioml Labs. 87-88.. Konssate Chemical chnpmy, Dayten
25, B. Motta , 89-50, National Bureau of Standards
26, G. £ Boyd . ; ' 8l, Naval Eadiological Defense Labs.
27, H, A, Levy. 92, HEPA
28, M, H. Feldmen . 93-84, New York Direoted Operations
29, A. Broide 95, Patent Advisor,. Washingtea
30, J. A. Swartout ‘ 88-110, Techniocal Information Divisiem, ORDO
31, W, Baldwin _ 112, UCLA Mediocal Research Laberatory (Warrem)
32, H, Zeldes 112116 University of California Rad. Laba.

33, P, C. Tompkins 117-118, Uhiversity of Rochester



& MPTHCD OF ANALYZIRG RADICACTIVE DECAY CURVES

| A methed of enalyzing radioactive decey curves (or curves of the
sems funchional form, such as absorption curves; is cutlinsd im this peper,
Although a graphical method end thes method of least squures san be applied,
it sesmed desirable to look for anocther methed. The graphical method, though
simplest to execnt§9 is not an objective msthod, nor does it furpish an
agtimate of the errors in the computed par&metérs@ The method of least sguares.
thoﬁgh objective, is laborious and req#ires a knowledre of the deney congtanta,
since these are.noﬁ'in linesr form for least 8quUBYing. .Anothe: crivicisn is
that it does nobt yisld & simple formula for estimating errors. The proposed
method 1s somewhat isss objectivs than tﬁﬁ method of least squares, but is
simpler o apply, yields the decay parsmsters, and pesrmits a more satisfacﬁéry
astimate of errors, |

The experimentally determined decay curve, Ait). is considered to

Al

represent the sum of a number of activitias, Ai 8 &bt any time, t. That is,

AL
{0 AW =5 AC

where A4 and Ri are respectively the activiiy et tims zero and the decsay csustont
for species ™Y,
Tt is assumed That A{t) may be represented within experimental error

\ ) t Y
(%) where f{t) iz a simple polypomiel in t. Obtherwise stated, £(%) is

by ®
fitted to nA(t). The curve fitting cen, with a little experiehceg be dons
quite rapidly by tri&l and error methods, or the polynomial can be least
aguared to lnA(t). Tt will be assumed, for purposes of discussion, that
£{t) is obtuined by a least squaring procedure. It is proper to least

square ln A(t) rather than some obher function of A{t)} if the probabl>

relative experimental srror in A{t) is the seme over the experimental range



"
Qo

. u:ua/
of time. This 18 only spproximately true, butamorg nearly correct than

assuming constant probability of absolute error.

Having, obtained £(t), one may writs,
~AT fe)
2) s 4.e =
-

Equation (2) is differentiated (i-1) times to yield a total of i equetioms.
These are solved for the individual A; in terms of the A ts and derivatives
of f.

For a two component system,

o / | , At fee)
(3) A,’—’:f’f“if[{”f/\z]@ c

For a thres component system, _
T fle)

') A= A)(AJ L;[Az;\ FQuragy £ H / &

Systahs contalning more than three activities over most of the

experineatal range ars not ofteh dealt with because the analysis becomes so
poor. Formulas will not be given for such systems, bu:t the extension is
obvious.

Equations (3) and (3') allow the computation of Ay at any valus of
t . However, computations st diffefent values of t should not be weighﬁad

oqually. - The weighting factor for each A; is escertained by requiring it to be

a function which will cause the averuge relative difference between of (t)and
> Bg o7 A3t to be zero. %he A; which are computed with this weighting factor.

&

are denoitsd by Kio~ One requiress

(S AL [

Rep esenting Ay computed from (3) and (3') at time t by Ai(t),, and the we1ght1ng

taster by g1(t)

(.5) AL J/g(é)afi‘ [ﬁ(@g (f)z;/i
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Hence,

X
() j ~ A 2. ¢ ”ﬂo/” [Z ﬁ (zi)g O

From the method of deriving A.L(t)p

- AE
o Z’ﬁ“l « P =/

Therefore, if gi(t) is given by

-:u*
(8) g (¢) = ___,’,..é)

Then comb:.ning (8), ('7) e.nd (8) it is found that (4) is sutisfied.

The awraging factor for a given species is simply proportiocral to
the fruotion of the total activity at any time which is dus to the activity of

the given species at the same time.

parametera are computed i‘rom

o f—ﬁw fZ g ‘- —

@ ,q,/_g;;: It = G- 1,,)(2.:%)/@ At d5if RS fel

fur two and three component systoms respectively.
. /

The latter arcequivalent to

(10) /}‘Ltig)_'jp/f _:l Ti-A, [R t;: {“{) {(OJ

Alt)
t oz 4 / N )((t) -fto)
(10 ) p .’g——ﬂfu T e ———— IA‘ABtf (A r,\J)(r(t;)'r(u}/T
AT
The integrals e ig/t' must be evaluated graphlcally, but since they

; Zfl
are required to the acouracy with which A,imav be computed, they ure easily

eveluated. One may replace ef (t)by the original data, A(t).
To compute the Ri parameters, it is necessary to lknow the number

of components in the system and the walues of the decay constants, °



The ba51s of the determinatiom of the labter follov;so

£() AT

-

ifo exactly represents a fumction f}: /i) é » A3 may be exactly
‘computed &t any value of & from equations (3) and{3?) providing the correct
A, i3 are chosen. If the choice of the Ai 'g is not correct, (3) and (3“')
give each A; as & function of b, The correct chuice is made when each Ay
from {3) and (3’5 is a constant, that is when C’/'q is zero over the

experimental time interval,

For a two component system,

(ll) a/ﬁ e/\ , T ‘f(t}[}bk ’/"(ALV"/\ 7; ?{ﬂ 7 4 ff ] P ,{,]

-—-——-—"

Values of.' A, and A, are selected =0 as to best require E'El to be zero over
the exporimental range of tims. As before, a welghting factor g i:z used.

ef(ﬂ

If A, and )\ are chosen corret:.i:ly,9

AR, TLACANF rF  r T =0

the identical condition would have been obtained if Ay wers required constant.
Values of { A, 2, ) and (), + A,) are obtained by a least squaring processe
The time axis is imag'iﬁed to b@ divided into equal infinitesimal regions °
Corresponding bto sach interval is a walue of f£*, £9°¢ wd e, Using this

infinite sot of observational squations in the least 3qu ring formula, one

obtains:s
. ) | R
Rzl,ZJé‘ 7- (‘l 77\)5”7' &t -.Z{ mf{i?
(12) A5 T Tie =7
W ZLE  OenEEE | g e
- or ,Si' J?.._m {t

€ ‘ L '
oy [ [t = Q) [ fr = ff At f,: o/z»
A [ Fot O Fr = o f';fr/?;‘ [ el

or

ay Ak Qo)) -f6) =~ (F15)-F1) - / ,/%
c A (e -Foy 7*-(,\;f.11,}£.,'f;,~,¢ = - ({ ) - {(o)) [ Y
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The unsvalusted integrals are integrals of polynoxhialxa ‘and may be

evaluated as the roots of the quadratic:
} ™ ' -
(15) :{ .‘(AI*AQ.)}+ Al’)l =0

For a three component system, one obtains the following j.zi a similar

fashions- | : 3
& , . DY RN LI S A i

ML [olt #Ouau g PR # Curhr e sl JeE
(13(«‘> ¢ ,, ot eob NS ¥ SR Py
M Xy [FE + (ke w2k $ A )fF ot # Crae v 2)[F1(F 77 ik

PR f(,w £ 96l + QA n\,,},Z/;F"(F‘}f")d? (3,7 utdy) f (Frsf?')ele =

7

) - ,,,* re 1231,-4',-:‘. . »'}_’"
The three A 's are evaluated from the roots of the cubic j(f $OR T

V(o) 2+ (A rl, + 250 =402,
The integrals appearing in (13') are simply integrals of polynomials.

ity ona‘o’r more A, values are known in advance, the computatioms are
g;reaf;ly simplified as each known )‘; value can replace an equation in (13) eor
(13"). |

Although it wus preﬁously stated that this method permits a mcre
satisfactory discussion of errors than the method .of' least squariﬁg, the dis=
cussion is not complete. An inherent weakness of this method is that deriva-
tives of an empirical functiom, f(t)g ere required. In mmy—comppneﬁt systems,
a complete discussion of errors requires an estimate of the errors appearing
ié hié;her derivatives of f(t) which is not easily possible.

‘The errors in ;.1 are considered to arise from two independent sourées >
the uncertainty in the decay constant values and errors in 2(t) aricing from
counting errors., The former type will be ;éferred to as " A error', while the
Jatter will be called "statistical error". BExpressions for the " j erfor“ can

be obtained for systems of any nmumber of components when this method is used



T

{and also when the method of least squaring is used) simply by differantigting;
the equations used to obtain Ki with respect to the J; o The method here
suzzoeted, howsver, gives risé to very much simpler expressions.

A much 1éss satisfac’cofy diéoussion for "statistical error” is
posslbla for two end three component systems and practmally nothing for more
complex svatemm

In s two component system, &; is given by,

f o2 (€50 = f)-f0 2t
| A

the bulk of the error in Aj results from the absolute error in f(‘bf) and
,ff{o) rather than izi the integrel. It is assumed thaj; each experimentally
determined value of £ has' the sume érobability of absolute error, namely Ee o
The values of f(t‘f) and £(o), which 1esult from the least squared polynemial
have less orror than &, , the probable relativa error of a single measure-
msnt of A(t)o ’\fhe actual value, (;‘, » dependa upon how many measurements are
made per wnit of time and upon f"(t) at tf and zero tinme. ‘ﬂ:e probable error
in the right hand side of the abﬁvs equation will be talen as é: where cf: <£, .
Although the resulting ezpresaion for the relstive error in Kl is somewhat
indefinite dus to the uncertainty in Z‘: s its \ganeral form is instructive
and alsc it 'may;,, in many cases, be shown W be less than the error one gots

due to the " )} error". The "statistical error® in” E]. iss

(16) 0/___1_{) = e i u,, A,)r.; A
A Gem[AEY, 4 = /A,
ﬁ ¥ p:./g_l
This should be compared with the " 3} error® expression: '
o : La 2008
. & At e + ﬁl/ﬂa‘
(17) (//9 A da ), f t(AgA,)@__Jf o das T
T T gEn— . D N -

’9' )‘: l' /1' f gr‘gz!' . | 3!" ‘& Ax ,&7 g('b. A/):fﬂjfzép

I‘%J . ) + ﬁ'j,/ﬁl
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Figure 1 gives values of - —*f]i corresponding to the “statistical error"
Eo f"?g 4
.t‘or values of Ha.f?_) and ‘/7{1 A !75' /3’,...2, [;,f,axis is convefted
to a tp axis by multiplying the coordmate values by T o Figures 2

Aik ;\1}

and 3. similarly give the relative errors inm Al corresoondlng; to the relative '
grrors in )I snd in ) 5 ° In this case, however, the errors depend upon the

ratio oi‘ docay constants in - ad: Altion to the du‘ferenceo The curves in

Figures 2 and 3 ropresent constent values of Gfﬂl ¥ 3&'11 c;%i and
: Ay A
d/'ii X Aaé Rs _:l's ‘ . The curves in Figtﬁes 2 and 3 also ref:resent

Aa
constant values of ;[‘/_% which are obtamed by multiplying the values given

on the curves by ,A,}é&-”r‘: o/(%: and @lal ~ greepectlvelyo

}5 “Ar ;3;3 ‘ 2& 2 Z‘

In a thrge component system, a crude est:unata of the "stat:.stmal
error” may be made by assuming'that £ is related to the exact value of In A,
£, b . A =
v W < = )( "

dAy

The expression for
A

due to the "statistical error™ becomes .

4 AglA-d 2-a ) Mg TSN .
' ;_:_,,, S A o e
| -7 X

The expression for the ® } error", obtained by differentiating equation (9"}, is

~A, L
(19) J/S;' flf@ e |
/5' - Vi A 4, 4 [ A, y Ai 7 Q/,_{i
i 1 ¢ __:..... );,--, : - ;o
( e' Lt}/".-é- A, ! 1 Ar IJ 4 A, :

w—-—:"
v /4

A G0 &S

P

'ﬁ! (A'—)bxkl'&?) A R
B T, 5

ﬁ). )
‘ L oAy
__i ’\J(R - ) J/“‘(':ﬁ’ A ‘Z_;/,_&J




The method of obtaining the ) ts is simply to require the derivatives
of A(t) to be related at all t consistent with the differential equation whose

solution is Aft). Using operator notatlon,, the differential equation for

At) = Z A, e *
77'(D+7¢ ) A) =0

1-"0'1"1@'29 ‘
R+ AR
For 4 = 3,
,9"' ORI I +(/1,A,,_r;l 3.{*3-1.33)/9 7 A, /1\/13/?- O

/

etc,

f(t), one requires |

77+ a0e =0

Since A is repreaented by

SETT (DA +51) ) =0
TT(D+2A; +F1).) =0
For 1 = 2,

FUrFt Qo RO F A A

This expression might just as well have been obtained by substituting A= ef(t')
in the @ifferential équation for Ao Ons then selects the wvaluss of { Ayt A ,;)
and ),);\ (in the case 1 = 2) by the least squares method of fitting functions
to functions previou-ly explained. Thereforeg one formally least gquares
Flrfrt *(R,#-A,,){ # 2,2, =0

with summations replaced by f( )a/l“ ¢.e.

))Lfc/l" #+ (2, ?lL)f{O/z‘- ﬁa/?" 'f;C o
7\2;[)‘0/2“ ~ ().+,1L7f,c S/t = ff":fa/z‘ /j:,v;/g.

From the operator form of the differential equation it is seen that the
method yields the coefficients of the sxpansiom of 7/ ( A - A‘_.) o Therefore,
) [

one must £inally obtain the roots of a polynomiel of order i,
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"STATISTICAL ERROR"
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Drawing # ‘58’39
FIG. 2
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FIG. 3
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