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INTRODUCTION 

This paper is concerned with linear ordinary differential systems 

of the nth order. It is well known [l~ 1 that such syst.ems may be 

replaced by an equivalent system of n first order linear diffe~ntial 

equations .a.ndthat systems of the latter type may be studied by investi ­

gating a matrix differential equation [1] of the form. 

(ll yu + Py ::: Q 

where P is a square matrix with n rows and Y~ , Y , and Q have 

n rows but only one column. Therefore the pa;per uses the notation of 

matrix algebra and calculus. 

The paper assumes familiarity with such operations as addition, 

multiplication; differentiation and integration as applied to matrices. 

Capital letters are used to denote matrices; small letters are used to 

denote scalar quantities. If A::: (a.. ) is amatrix,then a ". is the 
1..;] iJ

Telement in its ith row and jth column. A ::: (a ) is the transpose
ji

matrix of A and is obtained by interchanging rows and columns of A. 

E ::: (eij ) , where eii ::: 1 (eij ::: 0 if i ~ j) is the identity matrix. 

The zero matrix (With all its elements equal to zero) is denoted by the 

ordinary zero symbol. If A is a square matrix with n rows, then IAI 

INumerals in square brackets refer to works listed in the bibli ­

ography at the end of the paper.
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denotes tb,e nth ordered. dete:nninant of fA. If' IfA I ~ 0 , then the 

unique inverse matrix AI exist and satisfies fA AI =AI A =E • 

fA matrix is said to be continuous, integrable, diffe:reentialable, etc. 

'When all its elements have the indicated properties. If Y(x) = (Yij ) 

is a matrix, then 

and 

b 
J Y(x)dx· = 
a 

The and y (x-) denote, respectively, the ma'trices 

and Since most of the matrices~L~· Yi .(x~. 
X--"7X J 

a 
<xa 

used in this paper are square with n rows, hereafter, if the term 

matrix is used without any reference to the number of rows or number 

of columns, then the matrix is square with n rOiNs. 

Boundary value problems consisting of equa.tion (1) and a set of 

boundary conditions involVing the values of the solution Y a~ one or 

more points have been considered eirtensively (for references to this 

'Work see Reid [22] and Whyburn [3~ ). In these investiga.tions, there 

are several implicit definitions of the term solution. In general, a 

solution Y(x) is reqUired to be a continuous matrix having a certain 
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number of continuous derivatives and to satisfy equation (1) everywhere 

on some fundamental intervaJ. [a, 10J This sense of the term solution0 

is used with the Riemann theory of integration and, therefore Jl may be 

called an R-solutiono 

Investigations of equation (1) and bmmdary conditions act k:-points 

of the fundamental interval led some authors (see for example Reid [21J 
and Mansfield ~5J) to consider as solutions matrices which have all of 

the properties of the R-solution at each point of the interval except 

possibly at the k point.s inyolved in the brou:n.dary conditionso 'l'hus 

these solutions and their derivatives might have discorrtinuities of the 

2
first kind at each of the k points. 

Another understanding of thetenn solution (see for example 

Whyburn [3~ and b5]) requ.ires only that a solution Y(x) be an 

absolutely continuous3 matrix and satisfy the differential equation (1) 

a.lmost everywhere on the interval [a, bJ This sense of the term 

solution is used with the Lebesgue theo;ry of integration and, therefore 

may be referred to as a L-solU'tion,..,or an abao1ately continuous SGllutiolilo 

211. matrix Y(x) is said to have a discontinuity of the first 
GIl' an ordinary discon_tinuity, at tbe point x if~he-rimits-- a
 

and Y(x-} exist anrl Y{x+) ~ Y(x-)
a a a 0 

311. :functiGlIl rex) ~is said to be absolutely continuous on [8., bJ 
if f(x) is defined on La, bJ and has the Property that for each 
positive number E: , there exist a positive number 8 such that if 
Xi < x ~ xi (i =1,2, •• 0) is any finite or infinite collection of non 

overlapping subintervals· of [a, oJ such that L: IXi-xi I < 8 then 

L. I f(x.) - f(x~) I < ~ . 
J. J. 



Obviously, the la.st two meanings of the term solution are 

generalizations of the first. In this paper the absolute continuity 

condition of the L-solution is relaxed in that the solutions may have 

dif;icontinuities of the first kind and any point of a closed subset r 
of meas'UI'e zero on [a, bJ 

Definition 1. 1flle statement that the matrix Y(x) is a 

r -solution ~ [a., bJ of equation (1) means 

(a) r is ! closed subset of meaS'UI'e ~ ~ [a, bJ ' 

(b) lex) is absolutely continuous 
11­

~ ~ component or 

(Ca, bJ - I) = cr , 
(c) the limits Y(x+)

a 
and Y(x':) 

~ 
exist for each 

----­
x on 

[a, bJ ' and 

(d) Y(x) satisfies equation (1) almost everywhere ~ [a, ~. 

1flle ;points of I shall be called interfaces. If it is assumed that for 

each point x in r there is given a non-singular matrix B and a a 
that the r -solution Y(x) must satisfy the relation 

(2) ,in' 

tor each point x in r then conditions (2) are called interface ex 
conditions. A problem composed of equation (1) and conditions (2) 

given at a SUitable set r will be called an interface problem. 

4By a component of a point: set [) one understands a maximal 
connected subset of ~ • 
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I

In Chapter I, i is assumed to be fini"te and it is shown in 

Section 3 that for the interface problem (1) and (2) there exist; an 

associated matrix equation of the same type as equation (1)11 

W + N = Q' 

These systems are associated in the sense tha.t there is a non-singular 

transfor:mation D(x) such the.t if \I1(x) is an I.-solution of the 

associated equation then Y(x) = D(x) W(x) is a r -solution of (1) 

satisfying conditions (2) and conversely if Y(x) is a r -solution of 

(1) satisfying conditions (2) then there is an I.-solution W(x) of (3) 

such that Y(x) =D(x) W(x) 0 

This association of the two systems is exploited to establish 

the existence and uniqueness of r -solutions and the form of the general. 

i-SOlution. System. (1) and (2) is studied (see sect:ll.on 4, Chapter I) 

in conjunction 11."1th boundary conditiona of the form 

(4) A yea) + B yeo) = C 

The adjoint system is introduced and the Green's m~trix for system 

(1), (2) and (4) is found and its properties discussed. 

In Chapter II, the homogeneous system depen~ing on a parameter 

"I' + PI = A R Y 
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(6) x in r a 

A Y(a) + B Y(b) = 0 

is studied& The definitions of self=adjoint and definitely self-adjoint 

as presented by Bliss [2] and [3J are extended to systems rtth. 

interfaee conditions (see Seetion 1, Chapter 11)& 

Some examples {Section 6, Chapter I and Section 3, Chapter II) 

are considered which aI'e stated as chemical diffusion problems bI!lrt 

which also have analogues in heat problems (see for example [51:; 
[6J' [7] ' [J..2J or [27J) :; in bioJ..ogiCJal diff\lSio!l. (see for eXamJ?le 

[l~ , [19J J [2~ or [3g) in reactor physics (see [8J) and. even 

0in acoustical vibrations (see [1.7J f'or examPle) The first example 

is a nonhomogeneous problem of the second order which in reactor 

language would be a one-group:; n=region reactor problem 'with contact 

resistance type interfaces and nonhomogeneous boundary conditionso 

The second example is a homogeneous problem depending on a 

parameter which in reactor language is a two=gro~p n-region reactor 

problem with contact resistance type interfaceso Conditions {see 

Section 4, Chapter II) under which this problem is selt~adJoint~d 

definitely self~adjoint are also founda 

In Chapter III:; certain extensions of the results of Chapter I 

and II are considered.where I' is an infinite set .. 

1 . 



CIIAP'.fER I 

DIFFERENTIAL SYSTEMS wrm :IIfJ.1ERFACE 
'", 

CO»IDITIONSAT k POnTS 

Section 1. Notation and Def'ini.tions 

The system of' first order linear dif'feremtial equations 

n 
71';' +	 .L. Pij(X) Yj := qi i ::;: 1,9 ••• ~ n 

J=l 

may be	 written in matrix f'orm as 

1.1	 L(Y) "" yo + p(x) Y = Q(x} 

where	 p(x) = (Pij ) is a square matrix of n rows and L(Y) i Y :; yo 

and Q(x) are matrices with n rows but only one column. Single 

linear	 equations of' order n and systems of higher order linear 

equations may be replaced by matrix equations similar to 1.J... To 

illustrate how this replacement may be effected consider the single 

linear	 differential equation 

(n) (n-l)71' +, a _ 71' + ••• + a y 0 + a y "" qn l	 1 o 

LetY1 = 71' , y. = y! l' 2 .( i .( n. Then a matrix equation
J. J. ­

equivalent to 1.2 is 
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105 

I 

Y1 0 =1 

Y2 0 0 

L3 .. + 
0 

Yn 
a
O 

a
1 

As a second illustration, consider a 

ential equations 

0 

-1 0 " ., 

Yl 

Y2 :l 
J --b "" 

a2 o 0 b a n..l Yn 0 

q 

system of two second order differ-

Let Yl "" 2'01 ' Y2 :::: 

equivalent to 1.4 is 

I 

Y1 

Y2 

Y3 

Y4 

2'01 ' Y3 :::: 2'02 and Y4:::: 

0 =1 0 

all 0 ~2 
+ 

0 0 0 

a21 0 a22 

2'02 then. a matrix equation 

\ 
0 Y1 0 

0 

=1 

Y2 

Y3 

:::: 
ql 

0 

0 Y4 ~ 

Clearly k second order equations could be replaced by a matrix equation 

(each ma.trix having .2k rows) in a similar manner 0 

One may regard L(Y) Y :J y~ and Q of 101 as square matricesJ 

with all columns of Q alike. In this case the coltlIllns of' Y each 
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satisfy the same system. of equations and mayor may not be al.ikeo In 

the present paper~ unless otherwise specified~ the matrices in equation 

1.,,6 L(Y) ~ yu + p(x) Y = Q(x) 

are understood to be square matrices with n rows 0 It is clear that 

the above mentioned speciaJ. case occurs when the colmnns of Q(x) are 

aJ.ikeo 

Let Y(x~) and Y(x~) denote the right and left limits 

respectively of the matrix Y(x) at x =: Xi Let r denote a set0 

of' k points;I xi' on the reaJ. numbe:r' interva~ [a~ bJ such that 

a < ~ < x2 < 0 < ~ < b and let c r deflote (Ca;> ~0" 

r )" Consider a differentiaJ. system composed of equation 106 aud a 

set of' conditions;> hereafter referred to as interface conditions, 

which are to be satisfied at the points of I' of' the form 

L7 1 = 1, 00 0 ~ k 

where each Bois a non-singular matri~ of constants" 

I 
1. 

Definition 20 The statement that the n x n matrix U(x) :; a 
r 
I 
I I-solution of' 106, is a non-singular I-solution means that the 
I 

determinant IU(x) I is not zero on c I and that the determinants 

Iu(x~) I and I U(X~) I are not zero for any Xi in r 
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Def'inition :; 0 The statement that a _C=solution lex) ~ the 

character of n(x) means Y{x) can be expressed as Y{x) '" D(x) '1(x) 

where ~(x) is absolutely continuous on [a, bJ and D(x) is a non= 

singulax r -solution of' D ~ + OD =: 0 , Leo p D~ "" 0 , 

Section 2 "" A Ftimdamental. 'l'heore:m 

Theorem 10 A necessary and sufficient condition that the system 

106 have a I-solution with the character of' D(x) is that the system 

have an absolutely continuous solution W J where the matrices P and 

Q are the same as those in equation 1060":. 

Proof' 0 Suppose that system 2 0 1 has an a'bsolut,ely continuous 

sol.ution W Than the matrix equation 201 holds almost everywhere on0 

But D is defined except at a finite set of points and is 

non=s ingliU.ar Therefore0 

nw~ + PDW "" Q(x) 

holds almost everywhere on [a." bJ Since D~ = 0 by definition" the 

relation 
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holdS almost everywhere on [ap bJ Clearly then Y "" DW satisfies 

the definition of a r -solution and has the character of D • 

Suppose system 106 has a r -solution with the character of D " 

1\ /\
Then by definition, Y can be expressed as Y "" DY where Y is 

absoll.1tely continuous on [a, bJ Since Y, by assumption, is a 

r -solution, the rela.tion 

holds almost everywhere on ~$ "bJ Since D a =0 almost everywhere 

on [a, ~ 

holds and since ID I ~ 0 

holds almost everywhere on [a., bJ Clearly then l' satisfies the 

definition of an absolutely eontinuol.1s solution of 2.1. 

Note that a r -solution of 106 with the character of D is zero 

6
almost everywhere on [a, bJ if and only if Y is identically zero on 

~, bJ hence the mapping of solutions of 2,,1 onto r-solutions of 1..6 is 

one to one" .As a resultj> the existence and 11lll1queness of r-solution 
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mliqueness of the solutions of system 20L 

Section ~ The General Solution 

Consider now the interface problem 106 and 101 where p(x) and 

Q(X) o:f' 106 are Lebesgue integable on [a.;! bJ 
Di +1 "" B1 D1 :P 1 .(.. 1I:.:p and then let 

D~X) "" D[1J
 

where [1J denotes the smallest i su.ch that x in r :p
<
 
i.( k» 8Xld ~+J..g;g b 0 

Clearly if Y(x) is a r =6olu.tion o:f' 1. 0 6 and has the cha:ir'acter 

to this interface problemo 

Since p(x) and Q,(x) are 1['(;;:besgue integrable ;I it is easily seen 

1that D1(x) p(x) D(x) and D Q(x) are a~so Lebesgue integab1e, and 

the existence theorem given by Wbybu-rr1 [~3;1 tho XI] gives an absolutely 

continuous solu.tion;! lilI:y of 

such that 
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where a <. c -<. b and C is any eonstant matrixo If c is not a 

point of r then system 106 aad 107 w'ill have a r =solution y~x) 

such that 

If c is	 a point x. E: I' then system 106 and 107 will have a 
J. 

I'=solution such that 

I
Y(x~) => CD (i=l) 

y(x~) => DI
C

i 

In particular, if Q(x) is identically zero on [a» oJ then the 

existence theorem gives an absolutely continuous sol1'J!tion o/(x) of 

W(c) ::	 E 

5fWlI"thermore,? by'lrre1l known theorems I H(X) I 1= 0 on [a, bJ ' and 

every absolutely continuous solution, iT $ of 3.4 can be 'eX)?ressed as 

5See Whyburn [35J for a discussion and development of the theory 
of absolutely continuous solutionso 
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-. ' 

w(x) = /llx:) C 

It MSO follows from these theorems that every absolutely continuous 

solution, w:; of 3~1 can be expressed as 

where W is a particular solution of 3~1 It follows from Theorem 1 p 0 

that every r -solution Y(x) of 106 and. 107 can be expressed as 

Then 308 is the general r -solution of 106:; 1070 

Section 4 ~ NonhomogenElO'US Systems and Green Us latrix 

Consider J now J a boundary value problem composed of 

L(Y) = yu + PI = Q 

H(Y) = A Y(a) + B Y(b) = C 
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Boundary conditions 4.3 are of the two point type and consist of n 

conditions on the values of the elements of the col-wnns of Y(x) at the 

end points of the interval [a» bJ 
'fheore.m 2" A necessa:ry and sufficient condition that the 

homogeneous system 

L(Y) = yu + py = 0 

4,,6 

ha.ve a non-identically vanishing I-solution, is that I H( ~) I = 0 

where 't= D(x~ CW1x) 

Proof" Since Q is identical.ly zero Wp in 308 can be chosen 

as the zero matrix 0 It then follows that every r =solution of 4" 4 and 

4,,5 is of the form 

substituting into 4,,6 gives 

4,,8 
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But a necessary and sufficient condition that equation 4.8 have 

IH(Jt) Ia solution for C which is not the zero matrix is that = 0 • 

Theorem 3. If the homogeneous system 4.4, 4.5, and 4.6 is 

incompatible, i.e. has only the identically vanishing solution Y = 0 , 

then the Green's matrix G(x, t) for system 4.1, 4.2, and 4.3 is 

G(X, t) = D(x) ~(x, t) DI(t) 

where Jj(x, t) is the Green's matrix for the system 

, 

*(w) = tl W(a) + 63W(b) = C 

I 
where a= AD( a) and cB = BD(b) • 

I Proof. Whyburn [35,:Po 57] gives the form of the Green's 
t 
~ matrix for system 4.9 and 4.10 a.s 
~ 
( 

for t < x 

4.11 ~(x, t) ~ 

and a. s01ution of system 4.9 and 4.10 is 
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".
 

! 
J 

r 

b 
4.12	 W(X) = CV"(x) JJ-I(W) C; + J-,£J(x, t )DI (t) Q( t )dt
 

a
 

By 'l'heorem 1 and substitutions ~ (W) = H(DW)	 and i/(x) = D(X) 'Jv(x) , 

I	 b I 
Y(x) = D(x) W(x) = '!f(x) H (ir)C + n(x)! ~x,t) D (t) Q(t)dt 

or 

b 
4.13	 Y(x) = (f (x) HI«(f)C + ! G(x, t) Q( t )dt 

where 

4.14	 G(x, t) = D(x) ~ (x, t) DI(t) 

By substituting zt"(x) = D(x) ~ (x) ,1+( N) = H(C) , tl = AD(a) and 

Q3 = BD(b) in 4.11 one has 

t < x 

G(x, t) = 

t > x • 

G(x, t) is the Greents matrix for I-solutions of 4.4, 4.5 and 

4.6. Some of its properties are 
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( G(X l t) is continuous in (x, t) throughout the rectangle
". 

a < x, t <: b except for finite discontinuities at the lines 

x :::: xi ' t :::: xi and x:::: t The discontinuity on the line x:::: t is0 

given by 

G(x, x-) - G(x, x+) :::: E if x ~ x. 
~ 

(ii) For fixed t, t :::: t ,on c 1'; L [G(~, t)] :::: 0 

al.most everywhere on [a, bJ 
(iii) For fixed t, t = t ,on c I, G(x, t) satisfies the 

interface conditions Ii(Y):::: 0 • 

(iv) For fixed t, t = t , on c I' ,R [G(x, t)] :::: o. 

(v) G(x, t) is unique. 

If I A I and IB I are both not zero one can then define the pair of 

homogeneous systems 4.4, 4.5 and 4.6 and 

4.15 M(Z) = Zv - Zp = 0 

+ I4.16 Fi(Z) = Z(x. ) - Z(x:) B. = 0 
~ ~ ~ 

4.17 J(Z,) = Z(a) AI + Z(b) B1 = 0 

to be adjoint, either being the adjoint of the other. 

In this case one has tne further properties for G(x, t) 
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(vi) For fixed x, x == x on c r , 1M [G(i, t) J == 0 almost 

everywhere on [a, bJ 

(vii) For fixed x, x == x. , on c r , G(i, t) satisfies 

the interface conditions Fi(Z) == 0 • 

(viii) For fixed x, x == x , on c I' ,;r [G(i, t)J == 0 • 

(ix) G(x, t) == -G(t, x) where G(x, t) is the Green's matrix 

for the adjoint system 4.15, 4.16 and 4.17. 

Properties (i)-(ix) may be established by an examination of the 

properties of the Green f S matrix ~-c:x., t) for the associated homogeneo"Us 

T 
system and the matrices D(x) and D-(x) and making use of 4.14. 

Section 5. A Forrr:rula for Non-Singular Solutions 

Consider again the homogeneollS, interface problem 

L(Y) == yl + py == 0 

In Section :3, it was shown that the general r -solution 1\TaS of the form 

Y(x) == D(x) ezJ(x)c 

C an arbitrary n x n matrix, and qJex) a non-singular solution of 

5.3 
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and 

Let a = X and b = ~+l. The fundamental existence theoremo 
for absolutely continuous solution gives that on each interval x. 1 -( 

~-

x <: x.; , i = 1, .•• , k+l , there exist a non-singular solution U. (x) 
... ~ < 

of 5.1, such that U.(x. 1) =E. Let W. = D.
I 

U.(x) D. , then on the 
~ ~- ~ ~ ~ ~ 

same interval, Wi is a solution of 5.3, and W (x = E. Therefore,i i _1 ) 

a non-singular absolutely continuous solution on [a, bJ of 5.3 is 

5·5 

where [i1 is the smallest i such that xi > x, and W(xj ) = 

w(x~) 
J 

= W(x~) 
J 

,x.
J 

in I' . 
Note that 

and since W. l(x.) = E , w(x~) = W (x~) • 
J+ J - J - J k
1

Let IT denote .i\: Bk ••• ~ B2 Al Bl and --rT denote Al Bl
k 1 

A2 B2 ••• .i\: Bk • Then 5.4 can be written as 
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1
I

~(x) = D [iJ U[iJ(X) D [11 -rT D~ U. (x.) D . 
1-1 J .1 J J 

or since 5.5 can be expressed as 

~(x) 

and 

!(a) = E 

Clearly 5.6 satisfies the definition of Vex) in the formula (3.8) 

for the general I-solution. '.Pherefore every r -solution of 5.1, and 

5.2 is of the form 

Y(x) = D(x) !(x) C 

and 

5·7 

is a non-singular r'-solution of 5.1 and 5.2, also ~(a) = E • Clearly 

the I-solutions of 5.1 and 5.2 then have the form 

Y(x) = 1j-{x)C 

U 
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where C is a constant matrix. In the example which follows this form 

of the general r -solution will be employed and C most often will be 

a 2 x 2 matrix whose columns are all alike, which can be written as a 

column vector, the ith component being the common number which appears 

in the ith row of each column of C • 

Section 6. An Example 

Consider a n region diffusion problem for a spherically symmetric 

geometry, in particular, a central sphere and n - 2 concentric shells 

in an infinite medium. The diffusion equation for steady state solutions 

is 

6.1 D( r) \J 2 cp + K( r) cp = 0 , 

where D(r) and K(r) are step functions. In the ith region, D(r) = 

Di ' the diffusion coefficient of the material in the ith region, and 

K(r) cp = Ki cp , the rate of production of the diffusing substance in 

the ith region (Ki < 0 indicates the diffusing substance is being 

consumed). Assume (i) all Di > 0 and K +l =0; (ii) (1) cp(r)n 

is bounded, (2) Lim cp(r) = Co ' (iii) at the juncture of two 
r ----7 ,,"C) 

regions, r = r i ' (1) hi [cp(r~) - cp(r~) ] = Di \l cp(r~) , (2) Di +l \J 

cp(r:) = D. \J cp(r:), (h. is the permeability of the membrane at the 
~ ~ ~ ~ 

ith interface). 

2 2
\J cp for a sphere is cp"(r) + r <pl(r) using this and that 

D(r) > 0 one has that 6.1 can be written as 



0 

'2 t K(r)6.2	 cp" + -cp + I5"[rT cP = 0r 

In order to employ the results of Sections 1-5, equation 6.2 is replaced 

by 

o -1 
yt = 0L(Y) = yt + py = yt + 

K(r) 2-D(r) r 

where Y = (Yl\:;: (cp(r) '\
 
Y )


2 
cpt (r») 

Boundary conditions ii(l) and (2) are replaced by 

(1) yeO) is bounded. 
6.4	 

= Co)(2)	 Lim y(r) , 
r --7""'" 

and the interface conditions (iii)(l) and (2) are replaced by -:...~J 
y(r;) _ y(r:) - B. Y(r~) = 0 • 

.... ~ ~ ~ D
i 

Di +l 

It was shown in Section 5 under the assumptions that Q(r) = 0 and that 

per) was Lebesgue integrable on [a, bJ there exist a non-singular 

I' -solution of 6., and 6.5 of the fo~ 
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6.6 

where U.(r) is a non-singular solution of 6.3 on the jth interval 
J 

r. 1 < r < r. such that U '. (r. 1) = E. It was also shown that
J- J ,) J­

every r-solution, Y(x) , of 6.3 and 6.5 was of the form 

Y(r) = U(r) C ; 

C a constant matrix. For vector solutions C has all its collID111s 

alike and hence no co"fusion will arise if one understands bt (~lJ 
c C\ 2l lthe matrix c c ) • In this example, however, per) is( 2 2 

unbounded at the origin and is not Lebesgue integrable on any interval 

which has zero as a limit point. This difficulty is circumvented by 

modifying 6.6 in choosing Ul(r) differently. Choose 

sin ~ r cos OJ. r 

ell r r 

if ~ ~ 0

~i~"; j 

1 !\ 
( o -~) 

r 

2 IS.
where ~ = D • Now to satisfy the boundary conditions 6.4 (1) gives 

1 
that C must have the form 
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, 

-. 
where Cl = ~(O) • To satisfy condition 6.3 (2) one has that 

U (r) ,
n 

where Co is the concentration in the outside, or infinite, region. 

Since U (r) is the only thing that is changing as l' increases, one has n 

1 
ll.J u.(r.~IT = J ))

n-l 

1 
~ 

Letting T = I I B. uj(r.) , one clearly has
J . J1· n­

(1, -r _ ) (T) ( COl) = 
n l 

which always has a solution if (l,-rn_l)T is not orthogonal to (:l). 

Here, one should note that if j ~ 1 , U.(r, a~) for this 
J J 

example is 
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r .. 10. cos o.(r-r .. l)+sin a.(r-r. 1) sin a .. (r-r .. 1)J- J J J- J J­ J J-
rOJ r 

cos a .. (r-r. 1) COS a .. (r-r. 1)
J J'" J J­

r'J-l [r r 

1 sin o..' (r-r .'. 1) ]J J­(r. 1 a. + ---r) sin a.(r-r. 1)
J- J a J J- a. r

j J 

As a function of a. alone U( r, a.) is continuous at a. :;:: 0 • 
J J J 

Further, each element of U(r, a.) is an even function of a. which is 
J J 

real valued if a~ is real. If a j :;:: 0 then U. (r, a.) :;:: U. (r, 0) and 
J J J 

1 ~~;l rj~-

:;:: 
2 

r'J-lo 
~ 

r 

"­
Thus the original problem is reduced to grinding out the n-l 

matrices U.(r.) , j :;:: 1, 2, "'J n-l and the n-l maxrices B. and 
J J J 

multiplying them together in the order specified in (6~6). Then, C1 

is determined so that the inner product 

6.10 (1, -r ) T ( COl) :;:: ,
n.. 

where C :;:: cp( 0) and CO:;:: q>( =)1 



CHAPrrER II 

THE HOMOGENEOUS INTERFACE PROBLEM DEPENDING
 

UPON A PARAMErrER
 

Section 1. Self-Adjoint and Definitely Self-Adjoint Systems 

Assume that r is a finite set of points x. such that on 
J. 

interval [a, bJ , a < xl < x2 ••• < ~ < b , and consider the 

interface problem 

1.1 L(Y) = y l + PY = ARY , 

1.2 Xi in r 

1.3 H(Y) = A yea) + B Y(b) = 0 , 

where 1. is a complex parameter. 

Definition 4. The values of 1. for which the system 1.1, 1.2 

and 1.3 has a I' -solution, which is not identically zero, are said to 

be characteristic values of 1. for system 1.1, 1.2 and 1.3. 

Let D(x) be defined as in Chapter I, Section 3 and let (f/ = 

DI(x) P D(x) ,1e = DI(X) R D(x) , A = A D(a) and 18 = B D(b) • 

Theorem 4. The characteristic values of system 1.1, 1.2 and 1.3 

are the same as the characteristic values for absolutely continuous 
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1.4 

1.6 

solutions of the system 

1.5 cAl (w) = tLW(a) + 1~?W(b) 

Proof. For each v~lue of A, Theorem 1 gives that a necessary 

and sufficient condition that 1.1, 1.2 and 1.3 have a r -solution is 

that system 1.4 and 1.5 have an absolutely continuous solution. 

Systems of the form 1.4 and 1. 5 have been investigated by a 

number of writers (see Reid [23J) and. many interesting results are 

readily available for the interface problem 1.1, 1.2 and 1.3 by way of 

the transformation D(X) • One of the most interesting of these results 

is the idea of definitely self-adjoint systems as presented by Bliss 

Definition 5. A system 1.4 and 1.5 is said to be self-ad,joint 

in the sense of Bliss if there exist a non-sin@llar absolutely continuous 

matrix ~ such that 

1.7 

1.8 



This is not the definition given by Bliss but is equivalent-. 
since Bliss [2] showed that the conditions 1.6, 1.7 and 1.8 are 

necessary and sufficient conditions that system 1.4 and 1.5 be self-

adjoint under the definition he gave. 

Definition 6. System 1.4 and 1.5 is said to be definitely 

self-adjoint in the sense of Bliss if the system is self-adjoint and 

satisfies 

(1) Xte is symmetric, 

(2) ~T~~~ is positive semi-definite for real vectors ~ , 

(3) w(x) 0 is the only solution of L(W) = 0 which 

satisfies ~ (W) = 0 and 'Ie W = 0 

(Hereafter when the terms self-adjoint and definitely self-adjoint are 

used it will be in the sense of Bliss as given in the above definitions.) 

Definition 7. System 1.1, 1.2 and 1.3 is said to be self-adjoint 

if the associated system 1.4 and 1.5 is self-adjoint. 

Definition 8. System 1.1, 1.2 and 1.3 is said to be definitely 

self-adjoint if the associated system 1.4 and 1.5 is definitely se1f­

adjoint. 

Theorem 5. Necessary and sufficient conditions that system 1.1,, ' 

1.2 and 1.3 be self-adjoint is that there exist a non-singular r -solution 

of 

1.9 
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1.10 
". 

satisfying the further properties 

1.11
 

1.12
 

'fhe proof of this theorem consists of showing that if X exist 

satisfying 1.6, 1.7 and 1.8, then K = (D'f)I~ DI satisfies 1.9, 1.10, 

1.11 and 1.12. Furthermore if K exist satisfying 1.9, 1.10, 1.11 and 

1.12 then = D'fIQ) satisfies 1.6, 1.7 and 1.8 and X is 

absolu.tely	 continuous. . 

'fheorem 6. Necessary and sufficient conditions that system 1.1, 

1.2	 and 1.3 be definitely self-adjoint are that K be a non-singular 

r -solution of 1.9-1.12 and K satisfies the following properties: 

(1) I	 KR is sy.mmetric, 

(2) g	 s'f KRs is positive semi-definite, and 

(3) g	 Y(x) ~O is the only I' -solution of L(Y) = 0 

satisfying	 Ii(Y) = 0 , H(Y) = 0 , and RY = 0 . 

Proof. If X 1C is sy.mmetric, su.bstituting X = D'fIQ) and 

I 
=: D RD one has 

, 
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which clearly gives 
-. 

-. 
:= o 

or since D is non=singular 

KR := o 

Therefore, KR is symmetrico 

If X te is positive semi~definite, then it follows that 

FT X ~ F is positive semi-definite if F is a nOrl=sing<alar matrixo 

Letting F:= DIone has that 

.. 

and hence KR is semi~definiteo 

Suppose condition 3 is satisfied, then by Theorem lone has that 

Y(x) - 0 is the only r'-solution of L(Y) := 0 , I.(Y) := 0 and H(Y)
J. 

"" 0 It therefore remains only to show that BY:= o implies0 

12 W(x) = 0 0 Multiplying by Dr gives D~Y "" 0 , but there exist 

a L=solution of ~ (W) := 0 such that y:= DW Therefore, ~ W := 

ID RDW:=Oo 

The proof of the necessity is just as obvious. 
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In order to indicate the nature of the conditions 109=1012 and 

(1) ~ =( 3) ~ consider the set ;1 of all ma:trices Y which are absolutely 

continu.oliS on each component of c I . 
statement L If K is a non=singular r =solution of L9j1 then 

for all Yl and Y2 in .;! the La Grange Identity 

1013 

holds almost everywhere on [aJ b J
 
Proof.
 

L14 

-. 
L15 

TMultiply L14 by KY on the right and 1.15 by Y Ie on the left a.nd2 1 

add 0 Then one ha.s 

Since Kg = pTK + KP almost everywhere on [aJ b ] one has that 
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statement 2, If K satisfies 1.9 and 1.10, then for all Y1 

and Y2 in :J which satisfy the interface conditions 1.2, the 

Green ns Formula 

t 

1.16 = 

s 

holds for all s and t such that a <" s, t ~ b , 

at a 

Proof.-­
point Xi 

Since Yl 

of r 
and Y2 

, one has 

satisfy the interface conditions 1.2 

.. 

But since K satisfies 1.10, one has that K(X~) =B~ K(x:) Bi . 
). ). ). 

Hence 

can be extended to a continuousfor each x. in r Hence 
). 

finite and is absolutelyyi KY2matrix on [a, bJ But since 

Tcontinuous on eaeh component of c r , it follows that Yl KY2 is an 

absolutely continuous matrix, Hence by a fundamental theorem of 

L-integrals ([14J ,p. 208) 



1.17 

1.18 

t 
J (~ICI'2) f dx = 
s 

and by statement 1, then 

statement 3. If A and B are non-singtii,lar and K satisfies 

1.9, 1.10, and 1.12, then for all Y and Y in:;! sa.tisfying
l 2 

1.2 and 1.3 

Proof. 

bu.t since Y and Y sa."tisf'y 1.3, one has
l 2 

and 
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Substitutimg imto lol8 gives 

which gives 

Simee K satisfies 

amd A amd B a:re mOIl<=singula:r 

or 

T 
K(b) - BT AI K(a) AI B = 0 

'rhus 

=: 0 



statement 40 If K satisfie.s 1,,9, 1010, loll and 1012 and A 

and B are non-singular, then if Yl and Y2 are r -solutions of 

101, 102 and 103 for different A, say A and 1. respectively, thenl 2 

1019 

Proof <> By statement 3, one has that 

b 
1020 f [L

T(y1 ) KI2 + yi K L(Y2 )J ax = 0 0 

a 

But 

.. 

and 

lIence, 

b b 

J f <Ii KRY2)dx = 0 , 
a a 

- T
but KR =: -R K a Therefore 
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b 
(1..2 -, AI) J (Yi KRY2}dx = () 

a 

By hypothesis Al ~ A2 and therefore, 

b 

I 
a 

statement 5, If the hypothesis of statement 4. is satisfied and 

Ie and. R satisfy the conditions (1) t J (2) t and (3) t J then aJ.l of the 

characteristic values of A for the system 1..1, 1.2 and 1.3 are reaJ. •. 

Proof. Since aJ.l of the conditions 1.1, 1.2, and 1.3 are 

conditions on the colwnns of the matrix Y J for any A which is a 

characteristic vaJ.ue of this system, one can choose a corresponding 

characteristic I' -solution, Y, which has all its columns aJ.ike. 

Suppose A = !ll + i!l2 J fd.2 ~ 0 is a characteristic vaJ.ue of 

1.1, 1.2 and 1.3, and let Y = tJ + iV he a corresponding characteristic 

r -solution with its columns aJ.l aJ.ike, Then Y= 'U. - . iV is aJ.so a 

characteristic .r -solution of this system corresponding to I = 

!ll - i 112' Since A ~ I , it follows from Statement 1+ that 

b 
f (-1 KRY)dx = 0 
a 

= 

."
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T= l (llT KRll)dx + l (V'lJm)dx + i [l (V KB1l)dx • 

But since columns of U are aJ.l alike and the columns of V are aJ.l 

T
aJ.ike, the matrix V KRU has all its elements alike. Hence (VTKRU)T == 

vTrnu and since KR is symmetric by (l)~ 

It follows then that 

b b 
I (U

T 
KRU)d.x + I (vT 

KRV)dx == 0 
a a 

But KR is positive by (2t and RU ~ 0 by (310 Hence 

b b
TJ (U KRU)dx > 0 and J (vT KRV)dx > 0 

a a 

This is a contradiction and the hypothesis that A was complex is 

untenable. Therefore, all the characteristic values of A for system 

1.1, 1.2 and 1.3 are real. 

One could easily continue in this direction and find other 

interesting results. The work of Bliss ([ 2] and [3J) and of Reid· 
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2.1 

([23J ' [24J and [25J), for the two point self-adjoint and 

definitely self-adjoint systems, clearly iIllplies that corresponding 

resuts for interface problem.s may be obtainedG 

Section 2. The Second Order System 

Consider the second order differential equation 

where Pl' P2 and r are Lebesgo.e integrable functions on the
 

interval [a, b ] Suppose that [l ::; l Xi} (a < Xl < x2 ••• < Xk < b)
Q 

is a finite subset of points of [a, b J . Suppose al.so that interface 

conditions 

and boundary conditions 

are given. 
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One may write a system equivalent to 2.1 in matrix notation as 
-. 

2,,4 'I' + Py = ARY 

where 

. (y
and 'I = 1 

y'
1 

The interface conditions 2.2 become 

i =1, ••. , k 

where 

i2 

= b.. . )i 
°22 

The boundary conditions 2.) become 

A yea) + B Y(b) = 0 

where 

. ~12}
 , A and B == (~ ~) ell 
(%21 022 t'21 t'22' 

"\ \ 

" 
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The necessary and sufficient conditions of Theorem 5 must be 

satisfied if this system is to be self-adjoint with the matriX K • 

" Let 

Then condition 1.11 gives 

:Hence 

'Xhis gives k = 0 and k = -~2 Therefore, K must have the22 21 o· 

form 

Condition 1&9 gives that 
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which gives 

k U 

1 

k U 

2 

-k2 

= 

== 

== 

0 

-k1 

-k1 

+ P1 k
2 

- P1 k
2 

.. 
Hence 

where 

k1 

k 

== 0 

is a 

and K must have the form 

K(x) == k(x) (0. 1)
-1 0 

scalar function satisfying 

Since for any 2 x 2 matrix C 



2.8 

one has that for each i,i = 1, 2, k ,0 •• ' 

Thus conditions 1.10 are satisfied if k is a r -solution of 2.7 and 

interface conditions 

Letting D(x) be defined as in Section 3 of Chapter I, one has 

that 

,k(x) = 
ID(x) I 

where is an arbitrary constant, satisfies 2.7 and 2.8 and iscl 

indeed a I' -solution. 

Therefore if 

,K(x) = k(X)~: :~ 

where k is given by 2.9, then the necessary and sufficient conditions 

of ~heorem 5 are satisfied except possibly 1.12 and no further restrictions 

have been placed on the functions Pl' P2 ' and r, and only the 

restriction that I13i I ~ 0 , i =" 1, ••• , k , on the interface conditions. 
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Clearly this resuJ.t is analogous to the well known theorem ( Ince [11], 

:p. 215) that every linear second order differential equation can be 

put in a self-adjoint form. 

Condition 1012 gives that if in the boundary conditions 2.6 A 

and B satisfy 

I A I k(b) = I B Ik( a) , 

which may be written 

b 

J :PI dt 
a

2010 e , 

then system 2.4, 2.5 and 2.6 is self-adjoint. 
,. 

The further conditions under which system 2.4, 2.5 and 2.6 is 

definitely self-adjoint are given in Theorem 6 as (1)«, (2)' and (3)'. 

If K is given by 2.9, then, 

which is symmetric. Hence condition (l)U is satisfied. Condition (2)« 

requires that the quadrati.c f'orm ~TKRe be positive semi-definite. 

2 
= ~l kr 



2
Since g1 ~ °, one has that k and r must not have different 

signs on [a, bJ Examination of 2.9 revea~s that since 

x 
!Pldt 

e
a 

~ 0 for 

and is arbitrary, this condition becomes the product rlDJ mustcl 

not change sign on the interval [a, bJ. Since D is constant on 

each component of c I , this means that r cannot change sign at 

any point of c I . 
condition (3)1 is satisfied since RY = 0 , if and only if,

Y (0 0)	 yilhas the form But Y21 = and Y22 = yi2 • 
Y21 Y22 

Hence, Y2l = Y22 = 0 • 

'. Thus the conditions that system 2.4, 2.5 and 2.6 be definitely 

self-adjoint are that 

(a) Each B, be non-singular, 
~ 

(b)	 A and B satisfy b 
f P dt

1 a 
IAle 

and 

(c) r' ID I always has the same sign on [a., b J . 

Section 3. An Example 

Consider a ~-region 2-suDstance diffusion problem for a 

spherically symmetric geometry, in particular, a central sphere and 

, 
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n-l concentric spherical shells. In certain regions, 81 and 82 are 

being produced and consumed while in other regions, 8 is being
1 

consumed only and 82 is being produced and consumed. The diffusion 

equations for the steady state solutions are 

3·1 

where CPi is the flux of 8i (i = 1,2) ; D.(r) == D.. and kJ..(r):;
J. J.J 

where and k.. are the known positive physical consta,nts,kij Dij J.J 

the subscript i denotes the diffusing SUbstance and the subscript j 

denotes the region; r is a non negative step function being zero in 

those regions where 8 is not produced, and A is a parameter.
1 

The assumed symmetry indicates that the flux cp. is a function
J. 

of rand t, but for steady state solutions CPi is a fUijction of 

r alone. Hence the equations 3.1 can be written 

d2 
q>l dq>l k k2

1:, ::
2 + -r

2 
dr - D

l 
q.>l + -D1 

q.>2 0 
dr 1 

3·2 

d
2 

q.>2 dq.>2 k k2 
2 + -2r dr + D2

l 
q>l - -D2 

CP2 = 0 
dr

Let r be the radius of the composite sphere then the boundary
6 

.. conditions are 



(i) (1) epi Cr , A) is bounded 0 :r r , i =1, 2 s"	 " 
(2) A) ;:; :A) ;:; 0CPl(rs ' CP2(rs ' 

( ii) At the junctu:re of two regions r ;:; I'. ,
J 

D1 · J I (	 -)- h-CP1 I'· 
1 ·	 JJ 

(1) 

D2 •J I (	 -)- -h epr) I'J'
2J C 

where	 h.. is the permeability of the jth membrane to the i th substance, 
~J 

i = 1,	 2 and j == 1, 2, .0., n-l • 

System 3.2 is replaced by the system 

( 
I 0 -1 0 0 

\ 
2 2 

-a 0 ).:lC 0 
y3·3	 L(Y) = X'+p(x,1.) ;:; ...71: '+ = 0 

0 0 0 -1 

2 2
d	 0 -b 0 

where the ith column of Y is Yl1. = rcplQ.' Y2JL = (r ep12) I , Y3JL = 

r ep2-€" ' and Y4Q. "" (r ep2i)~· (CPl!) CP22 ) ,1== 1, 2, 3, 4, being four 

pairs of functions satisfying system 3.2. Where also on the hth interval 

2 2 2 2 2 2 22· 
the step function (a ,b ,c , d ) = (~ ' bh ' ch ' dh) == 
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and 1 is the step function in system 

The boundary conditions become 

(1) Y1(O) ::;: Y3(O) == 0 

3.4 

(2) Yl(rs ) ::;: Y3(rs ) == 0 

The new interface conditions are found by examining the transformation 

r 0 0 0 CP1 

~ 

a 

" 

y ::;: RI ::;: 

1 

0 

0 

r 

0 

0 

0 

r 

1 

0 

0 

r 

cpi 

<'P2 

<'P2 

Thus one has 

and on substituting for R(r.)l. RI (r.)
J J J 

, j ::;: 1, ••• , n-1 •3·5 

Each matrix B , written in 2 x 2 blocks, has the form. 
j 



where 

i ::;= 1, 2 
D.~. 1 D..1 1. . ~u :LJ 

-r... +"'""'. - - ­
j r; hij r j Dicj+l 

For each A, let U(r, 1) be the non-singular I-solution of 3.3 and 

3-5 which has the form 

1 
3.6 = U [iJ (r, 1) IT B. U .(r., 1) ,

'. ... i-l J J J 

where [ i l denotes the smallest i such that r < r i' 0 = r 0 < 
.. _< r = r and where U. (r, 1) is on the jth region,

n s J 

r j-l -( r -( r J ' an absolutely continuous solution of yu + P(r, )..)I;:: 0 

and Y(r _ 1) ::;= E • l ,
j 

Let 

2 2 
a + b 

Cl.
2 

::;= 
j j

+ ~;b~Y + 1 7
2 

OJ 
2 ,

J 2 j a j 

2 2 
a. + b.2 J Jf3 j = 2 

, 

\
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and 

s iIlh a. (r.... r. 1) 
cosh a. (r - r. 1) J J­

J J- a. 
J 

s. = 
Ja 

Then Uj(r, 1) has the form 

3·7 U .(r,l) = 
J 

1 

The general I-solution of 3.3 and 3.5 is of' the f'orm 

3.8 Y(r, 1) ~ U(r, l)C , 

where C is an arbitrary matrix. If' each column of' Y(r, 1) is to be 

a solution to 3.3, 3.4 and 3.5, then boundary condition 3.4 (1) gives 

that the first row and third row of C must be (0000) because U( 0', 1) = 

E. The second boundary condition gives the two equations 



~(r ,l)s = (0000) 

51 

and 

u'(r ,l)s = (0000) , 

where Ui denotes the ith row of the matrix 

both conditions gives a set of equations 

U(r, l)s • Considering 

,·9 j ::: 1, 2, " 4 

. 
Q 

which have non trivial solutions if and only if the determinant 

~2(rs' l) ~4(rs' l) 

,.10 = 0 

u,2(rs ' A) u,4(rs ' A) 

Furthermore, if not all u.. of this determinant are zero, then the
l.J 

solutions are linearly dependent, Le., scalar multiples of the 

solution (c21' •c41 ) 

The equation ,.10 is then the characteristic equation of the 

system ,." 3.4 and 3~5 for the parameter :A.. One observes that this 
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/characteristic equation involves functions of each interface r and
i 

2
each coefficient and d.) and the step function r 

~ 

• 0 • ,for i = 1, 2, 0.-1 • 

One may also arrive at equation ,., if one considers a diffusion 

problem on an infinite composite slab of finite thickness made up of 

0. slabs of different materials. ·The only changes necessary to consider 

this problem from what has been established for the spherical problem 

'Would be in the interface conditions. The new interface conditions 

'Would be 

,.11
 

where 
.. 

1 -
Dli 
h
li 

0 0 

,.12 B.
-J. 

= 

0 

0 

Dli 
Dli+l 

0 

0 

1 -

0 

D2i 
h
2i 

0 0 
D2i 
D2i+l 

The form of the general l-solutic>n~,.6 would only be char:tged 

in that the Bi's 'Would be replaced by ~i 's of ,.12. The characteristic 
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equation again may be found as before. In the next section, conditions 

are found under which a system of the t;r.pe 3.3, 3.4 and 3.5 is self-

adjoint and definitely self-adjoint as defined in Section 1. 

Section 4. Definitely Self-Adjoint Cases for the Example 

If one writes the interface problem of the preceding section in 

the form considered in Section 1 of this chapter, he has that 

0 -1 0 0 0 0 0 0 

2 
-a 0 0 0 0 0 

2 
-rc 0 

4.1 p(x) = , R(x) = , 
0 0 0 -1 0 0 0 0 

d
2 

0 _b2 
0 0 0 0 0 

and that the boundary conditions 3.4 can be written as 

4.2 A+(0) + B Y(r) = 0 s 

where 

1 0 0 0 0 0 0 0 

4.3 A = 
0 

0 

0 

0 

0 

1 

0 

0 
, B = 

1 

0 

0 

0 

0 

0 

0 

0 

0 0 0 0 0 0 1 0 

The interface conditions 3.5 (or 3.12) are already in the form 
..
 



considered in Section 1 of this 

Assume (i) the ratios are constant on 

l
,.. ) D
JeD. ­ == for each j .

hlj 

The object of this section is to show that under the assumptions 

(i) and (ii) that the interface problem 3.3, 3.4 and 3.5 is definitely 

self-adjoint, with the matrix K given by 

0 0 0 -1 

0 0 1 0 
4.4 K(r) = k(r) 

0 -1 0 -g 

1 0 g 0 

a2 _ b 2 . 
o where k(r) is a step function to be determined and g = 2 

d 

Note that under assumption (i) g is a constant on 0 -( r ~ r s 

for 

k kl --2Dl D2
g(x) = = kl 

D2 

Also K' == 0 and simply by m:w.tiplying one may check that 

pTK + KP = 0 and RTK + KR == O. Therefore, conditions 1.11 and 1.9 

are satisfied. The assumptions (i) and (ii) give that each matrix Bj 

of the interface conditions has and, therefore, has the form 
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4.5 GJ
-
~ 

where C is a 2 x 2 block. Observe that since c 
T (~ -~)o C = 

Ic\ (~ -~) one has 

C
T 0 

4.6 

0 cT 

0 0 0 -1 ~ 0 0 0 0 -1 

0 0 I 1 0 0 0 I 1 0 
i - - - - - = Ie 1 - - -, - - - ­

0 -1 
I

I 0 -g 0 -1 I 0 -g 
I1 0 

I
l g 0 0 C 1 0 g 0 

Hence, condition 1.10 requires that 

or by 4.6 

which gives that if k(r~) = k(r:) then condition 1.10 isIB1j I J J 

satisfied. Now1et k(r~) = 1 then k(r) is determined on c I' 

Note that since IB1j I > o , k(r) > 0 on c r 
Now since 

." 
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o -g o 1
 

g 0 -1 0
 

! (r)= k
 

-1 o o 0
 

o 1 o o 

and by an observation similar to 4.6 one has that since A and B are 

of the form 4.5 that 

1 0 

o 0 

and 

o 0 

1 0". 
Hence condition 1.12 is satisfied and by Theorem 5, system 3.3, 3.4 and 

3.5 is self-adjoint with the matrix K given by 4.4. 

Now to show that 3.3, 3.4 and 3.5 is definitely self-adjoint, 

one may show that conditions (1) v, (2) v and (3) I of Theorem 6 are 

satisfied. 

Observe that 

" 

~ 
P. 0 0 0 0 
f 

l'. KR :::: 
0 

0 

0 

0 

0 0 
2rk c 0 

f 
~ -' 

0 0 0 0 

r .. 
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2

which is symmetric and positive semi-definite since y ,k(r), and c 

are non-negative. Hence, condition (1) I and (2) I are satisfied. 

..
 Suppose that there exist a matrix Y ~ 0 satisfying yl + p(x) Y =
 

o , both 3.4. and 3. 5, and RY == 0 on 0 -< r -< s . 

If RY:; 0 then Y == 0 on any region for which y ~ 0 •
3j
 

Since
 

o -1 o 
2 

-a o o Y = 0+ 
o -1 

o o 

one has that 

=Ylj Y2j 

2 
= aY2j Ylj 

4..8 j = 1, 2, 3, 4. 
=Y3j	 Y4.j 

_d2 2 
Y4j = Ylj + b Y3j 

On any region where Y == 0 , the third equation above gives
3j 

that Y4j == 0 , and the fourth equation that O. If == 0Y1j '= Ylj 

on a region, the first equation gives that Y2j == O. Thus one has that' 

if RY == 0 , then on any region where y ~ 0, Y == O. But Y satisfies 

3.5 and each B. 
1 

is non-singular. Hence y=:O on 0 -< r -< r s 

This is a contradiction and RY == 0 implies that Y == O. Hence 

Condition (3)' is satisfied and by Theorem 6, system 3.3, 3.4. and 3.5 is 



CHAPl'ER III 

DIFFERENTIAL SYSTEMS WITH Il\lTERFACE CONDITIONS 

AT INFINITE SUBSETS OF [a~ bJ 

The methods and results of Chapters I and II are based on the 

assumption that the set I' is finite. Since most of the results 

follow from applications of Theorem I Chapter I and since the proof of 

this theorem depends only on I' being a set of measure zero, one is 

led quite naturally to consider the possibility of I' being infinite .. 

Definition 9. The statement tha.t either of the ordered pairs 

([' , @ ) or (c8, 1') is a set of interface conditions on [a, bJ 

means I is a subset of [a, bJ and t(j] is a set of non-singular 

matrices B such that for each x in I' there is one and onlya a
 
one B in 63 .
 a 

Definition 10.. The statement that a matrix W(x) satisfies the 

interface conditions (<9 , [') means that at each point x of I' 
a 

the relations 

(1) 

Definition 11. The statement that a matrix W(x) satisfies the 

interface conditions (I', (3) means that at each point x of I' a 

the right and left limits W(x~) exist and satisfy the 

.0 
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definitely self=adjoint with the matrix K given by 4.4 where k is a 

step function which is constant on each region and satisfies 

at each interface 

If one starts out to f'ind K by imposing conditions 1.9, 1.10, 

loll and L 12, he finds that on those regions for which "/ ~ 0 , that 

K must have the form 404 if condition 109 and loll are satisfiedo 

If' one then assumes that K has this form on all regions, then he is 

led to assumptions (i) and (ii) in order that condition 1010 may be 

satisfied. Clearly, it is not necessary, in general, that K have the 

same form on each subinterval since on these intervals for which "/ = 0, 

the matrix R= 0 , and condition 1.11 places no restriction on K 

However, if' K does not have the same form on each interval, then one 

must concern himself' with the arrangement of the regions for which 

"/ "" 0 and those for which "/ ~ 0 0 

The assumptions (i) and (ii) while	 quite restrictive are 
D

plausible. In fact, the conditions that lIf' 
_ 

be a constant and that 

Dl . 
h J 

D2 . 
:: ~ 

2r: l r; l 
are used by Weinberg ~6J and Rashevsky L20J and the 

1j 2j k 

condition that kl be a constant is just that the equilibrium constant 
2 

for the reaction 81 ~ 82 be the same in each region. 

I, 

J 

0 
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relation 

(2) 

Definition 12~ The interface conditions «(3, r) [or (r ,cj)] 
are said to be of Type I on [a3 b] if I' is a closed and countable 

subset of [a3 b] and on e [' there exist a matrix D(x) having the 

following properties~ 

(i) D'(x) = 0 everywhere ~ c I' » 

(ii) D(X;) ~ D(X~) exist and ~ finite for ~ point 

x in r ;a 

(iii) !D(X) I ~ 0 on c I' ; 

(iv) ID(X+) I and are both different from zero for 
a -

each x in I' ; and a 

(v) Y(x) =D(x) Vex) or [(v)U Z(x) =Vex) D(X)] satisfies 

the interface conditions (W $ r) [c r ,@)l if Vex) is. continuous 

on [a, bJ 
Examination of the D(x) as defined in Section 3 of Chapter I 

reveals that it satisfies all of the properties (i)~(v) of Definition 12. 

0I' was assumed to be finite lJ hence $ closed and countable Therefore, 

the interface conditions considered in Chapters I and II are of Type I 

Lennna L If G(x) is a continuous matrix and G(x) is a 

constant on each component of c r 1 I' a closed and countable subset 
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of the intervaJ. [a, b ] ' then G{x) is a constant on [a, bJ .. 

IiProof.. Since I is closed, c [' is the sum of a coun.tab1e 

number of non-overlapping open intervaJ.s.. On each of these intervaJ.s 

G(X) is constant, b.ence G(x) takes on only a countable number of 

vaJ.ues on c I' Since r is coun.table, it follows that G( x) takes 

on only a coun.table number of values on [a, b ] If G(x) were not 

a constant then G(~) ~ G(~) for some pair of points (~, x2) on 

[a, bJ ' but G(x) is cOli'ltinuou.s hence G(x) must take on aJ.1 

vaJ.ues between G(X } and G(X } .. This set of values is un.coun.tab1e ..1 2

!his is a contradiction, therefore G(x) is a constant .. 

Lemma 2.. CcB, r) are of Type I on [a, bJ if and only if 

(r , c13 I ) are Qf ~'YPe I on [a, bJ 

The proof of this lemma consists of shOWing that if Sex) 

satisfies (i)-(iv) then so does SI(x) , and that if S satisfies 

either Qf the relations (1) or (2) that SI(x) satisfies the other .. 

By properties (i) and (iii), Sex) is a constant on each 

component of c [' and sI(x) exist and satisfies properties (i) and (iii) .. 

By property (ii) and (iv) and the continuity of the fun.ction i(A) = 

AI , which is defined and contin'liOus on the set of all. li'lon-singalar 

matrices, sI(x) has properties (ii) and (iv) .. 

Su.ppose that S(x) satisfies (63, r) .. ~en at each point 

x of rome has from (v) by letting Vex) = E, sex;) - B S(x~) = 0 .. 
a a 

But it has been shown that each of the matrices are nom-simgal8X.. Hence 

Ie +) If -) IS x - S ,x B = 0 a a a 
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Had one supposed that Sex) satisfied ([', 8 I ) , then the 

roles of sI(x) and sex) are interchanged. Therefore ([' ,<3I ) 

of Type I implies «(jj 3 r) is of Type I. 

Lemma. 3. Every matrix S(x) satisfying properties (1) and (ii) 

.of definition 12 is Lebesgue integrable. 

Proof. Property (i) implies that S(x) is continuous on c [' • 

Property (ii) then implies that S(x) is bounded and has discontinuities 

of the first kind only. Such matrices are Riemann integrable and 

Lebesgue integrable (HObson [lOJ p. 460 
Lemma. 4. If M and N are bounded Lebesgue integrable matrices 

and P is Lebesgue integrable, then the matrix MPN is Lebesgue integrable. 
n n 

Proof. Each element is of the form. L. L. mil. pJk ~j 
k=l .2.=1 

where each term mO PO nO is the product of two bounded I.-integrable 

functions and .an I.-integrable function. 

Since the product of two I.-integrable functions is I.-integrable 

if one of them is bounded ([J.~ p <> 127) it follows that each element 

is a Stml of I.-integrable f\mctions, hence is I.-integrable. Therefore, 

:Ml'N is I.-integrable. 

Theorem 7. If u:B, r) is of Type I on [a, bJ and P and 

Q are Lebesgue integrable ma;trices on [a3 bJ then the system 

L(Y) = y~ + PI = Q 

has a r -solution satisfying <c13 3 [') 



Proof ~ Since <(8, 1') is of Type I, there exist a I>(x) with 
",. 

properties (i)-(v), and I>I exis4 and satisfies properties (i)-(iv) 

and (v) I. Consider the system 

(4) • 

ILemma 3 then gives that D and D are bounded and Lebesgue integrable. 

Rence Lemma 4". gives I>
I 

PI> and I>
I 

Q are L-integrable~ 'fhe fundamental 

existence theorem gives that l (W) = DI Q,has an absolutely continuous 

solution W(x). Theorem 1 of Chapter I now applies to give that (3) 

has a I' -solution with the character of I>, i.e~ Y(x) = I>W. Property 

(v) gives that yex) satisfies (63, I' ) ~ 

Theorem 8. Every I-solution Y(x) of (3) that satisfies 

(cB , I) has the character of D, Le. is of the form Y(x) = I>(x) 't(x) 

where ~ is absolutely continuous on [a, bJ 

I IProof. Let Z(x) =: D Y.. 'fhen since D satisfies (r ,63I ) 

and Y satisfies (c23, [') one has Z(x~) = DI(x~) y(x~) = DI(x~)B~ 

B Y(x-) = Z(x-) .. Let 
a a a 

= {Z(X) c ron
~(x) = 

Z(x;) on I 

and note that ~(x) is continuous, and J.,(tt,) = J.(I>I Y) = DI 
L(Y) = DI 

Q 

holds almost everywhere on [a, oJ 
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If '2'(x) were absolutely continuous the proof would be complete. 

Suppose ~(x) is not absolutely continuous and let W(x) be an 

absolutely continuous solution of Jew) =: DI 
Q and wCc) :::: ~(c) , 

a ..( c ~ b. Let U "" W - 'Z and note that U satisfies the 

system leu) :::: 0 and V(c) "" o. The homogeneous system I(W) :::: 0 

has a non-singular absolutely continuous solution Vex) and itl(x) 

is a non-singular absolutely continuous solution of ~V) :::: V' - VDIpD :::: 0 • 

Now consider pJI U. One has that 

:: WIot.(U) 

almost everywhere on [a., bJ 

Since U I and U are absolutely continuous on each component 

of c r , 1J~ is a constant on each component of cr. But 2JIU 

is continuous on [a, bJ Therefore CZJ!u is a constant matrix on 

Since n(c) =: 0 ~ U must be the zero matrix. Therefore 

'Z(x) :::: W(x) and ~ is absolutely continuous. Hence Y has the 

character of D since Y::: D ~ • 



In the interface problems of Chapters I and II, one may replace 

the interface conditions Ii (y) by (c£, r) and if (W, I) is 

of Type I on [a, bJ then all of the results obtained in Sections 2, 3 

and 4 of Chapter I and Sections 1 and 2 of Chapter II are valid for the 

new interface problem. The results of Section 5 of Chapter I depend 

upon the finiteness of r hence do not extend to the more general 

interface problem without modification. 

The condition that r be countable comes about for two 

different reasons First by requiring that I -solutions have both0 

left and right limits at each point of [a, ~ one implies that these 

limits can differ only at a countable (see Hobson [lOJ po 300 
subset of [a, bJ The second reason is found in Lemma 1. Since 

this lemma is not true if r is uncountable, Theorem 8 does not hold 

and as a result the interface condition would no longer determine the 

character of the solution. 

If the condition that I' be closed is removed, then one would 

have three cases to consider. Letting [' denote the closure
6 

of I' , 
one has Case I: I' is countable.; Case II: r is uncountable but 

dense in no interval,; and Case III: I' is uncountable and contains 

some subinterval of [a, bJ The first case might be reduced to 

Type I by letting the matrix corresponding to each point of (r - 1') 

6Ey the closure of a point set lone understands a point set 
consisting of the points of I' and the 11mit points of I' . 
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be E, the identity matri:x~ Case II 'Would require something more 

than just interface conditions to determine the character of the 

solutions, and Case III 'Would reqUire a different definition of 

r-solution since all of the components of c r may now be degenerateo 



SUMMARY 

This paper establishes that differential systems with interface 

conditions may be studied by investigating an associated system without 

such conditions, where the matrices involved in each system have the 

same dimension. 'The association gives a one to one correspondence 

between the discontinuous solutions of the interface problem and the 

absolutely conti~~ous solutions of the associated system. As a 

consequence of this correspondence, one has that theoretical results 

for boundary value problems with absolutely continuous solutions imply 

corresponding results for associated interface problems. Among the 

results established by this method are existence and uniqueness of the 

solutions, the Green~s matrix and its properties and adjoint and self-

adjoint relationships. 

A formula (5.7) is developed for finding the general solution of 

homogeneous systems with interface conditions. It does not depend upon 

the specific form of the interface conditions, hence one may treat 

conditions that require some, all or none of the elements of the solution 

matrix Y to be continuous at the interface in exactly the same manner. 

'The effectiveness of this approach is illustrated by solving a steady 

state, n-region, one substance diffusion problem and a characteristic 

value, or eigenvalue problem for a n-region, two substance diffusion 

problem. These examples also serve to illustrate that the results of 

this paper have applications to the composite boundary value problems 

of heat conduction, chemical diffusion, potential theory, vibration theory 

and nuclear reactor theory. 
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Sangren [28l has studied the single nth order equation with 

the point of view of developing expansion theorems and applications to 

the composite boundary val.ue problems mentioned above. It is possible 

using the method of this paper to obtain generalizations of his results 

for the matrix differential systems. 

Differential systems with interface conditions at a finite set 

of points and two point boundary conditions are a special case of the 

k-point boundary value problem investigated by Mansfield and others 

(see Whyburn [:~4J for references) and might have been studied from 

this viewpoint. However, the method used here avoids the artificial 

limitation that k be finite which is imposed by the methods used in 

these studies of the k-point boundary problem. 
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