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ABSTRACT 

A method is presented for extending the scope of critical path analyses so that the 
minimization of over-all project cost becomes the primary objective, rather than the 
minimization of total project duration. Any desired limit can be placed on the over-all 
duration of the project, and any desired dollar value can be placed on over-all project 
time, so that project time can be included as one of the cost considerations making up the 
total cost of the project. The method is based on linear programming, with time as the 
fundamental variable. Each critical path problem is converted into an equivalent linear 
programming problem. This permits the inclusion of time-cost relationships. The solution 
of the I inear programming problem gives the optimum project schedule, and also indicates 
which jobs are critical. 

Costs of individual jobs may be handled in the fonn of time-cost curves, which are 
approximated piecewise by straight lines. . . 

Existing IBM-7090 linear programming codes are adequate for handling networks 
of up to 500 nodes. 

The procedure is illustrated by the solution of nine sample problems, the results of 
which adequately substantiate the above conclusions. 

NOTICE 

This document contains information of a preliminary nature and was prepared 
primarily for internal use at the Oak Ridge National Laboratory. It is subject 
to revision Ot c()rrec~on and therefore does not represent a final report. The 
information i" not to be abstracted, reprinted or otherwise given public dis­
semination without the approval of the ORNL patent branch, Legal and Infar. 
motion Control Department. 
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1.0 INTRODUCTION 

Critical path schedul ing is a method for finding the fastest way of accomplishing 
a project which consists of many individual jobs. The jobs are interconnected accord­
ing to certain sequence requirements, so that certain jobs must be done before others 
can be started; on the other hand, many jobs can proceed concurrently. Thus the jobs 
form an interlocking network; the points at which the jobs join are coiled "nodes. 1I 

The object of the analysis is to find the shortest way to accomplish all the jobs, thus 
minimizing the time required to complete the project. 

Existing critical path methods are adequate for determining over-all project 
duration and determining which of the component jobs are criticol. Less attention, 
however, has been given to methods by which the minimization of over-all project 
cost can be made the primary objective of the calculation. The purpose of this study 
wos to develop such a method. 

2.0 LINEAR PROGRAMMING 

Many physical systems can be expressed in the form of n I inear equations in­
volving more them n variables. The linear programming problem is to find the one 
solution, out of the infinite number of possible solutions, which minimizes (or max- . 
im izes) some predetermined I inear function of the variables. The function being 
minimized might define, for example, the total cost of an operation; an example of 
a function which might be maximized is the total profit from the operation. 

2.1 Restra ints 

Restraints or restrictions are relationships representing the physical limitations 
upon the variables. 

Normally the restraints are in the form of linear inequalities. These can be 
converted to equalities by adding slack variables as necessary. For example 

becomes 

where 52 is some nonnegative number. It is a characteristic of all linear program­
ming problems that no variable may take on a negative value. rhus, the equation 
limits the sum of Xl and X2 to not more than 10, and also limits each of them 
individually to not more than 10. 
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2.2 Conversion of a Critical Path Problem to a Linear Programming Problem 

Critical path schedul ing appl ies to networks of jobs which obey certain seCfJenc­
ing and duration requirements. Its objective is to find the minimum time necessary to 
accomplish all the jobs. This problem can be solved by a simple arlthmetic procedure 
which has been presented in the literature and is now widely known . 

In a scheduling problem, the individual jobs join at points called "nodes. 1I The 
times at which these points are reached can be considered as variables. The project 
starts at node 1, which is assigned the time zero. Then we let 

t2 = time at which point 2 is reached 

t3 = time at which point 3 is reached 

tn = time at which the project is complete (that is, point n is reached). 

Thus, for a project involving n nodes, we have n - 1 variables. The restraints 
on these time variables may now be written in the form of linear ineqJalities. These 
arise from the sequencing and duration restrictions. 

Letting tl = 0, the sequence restrictions may be expressed as 

The fact that each job has a certain minimum duration may olso be expressed in 
the form of linear inequalities. For example, if job 1,2 has a minimum duration of 
four days, we may write 

" 

And if job 2,3 has a minimum duration of five days, we may write 

• 

• 
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A similar inequal ity may be written for each job. 

Now we observe that these duration restrictions can be used to replace the 
sequencing restrictions; that is, the latter are no longer necessary, as they are im­
pi icit in the duration restrictions. For example, comparing 

we see that, if the latter is true, the former a Iso must be true. Thus the duration 
restrictions form the entire set of restrictions on the project. It follows that the 
number of restrictions is equal to the number of jobs in the project. 

In linear programming, it is a great advantage to decrease the number of res­
trictions as much as possiblei the amount of computing time and the memory capacity 
required increase rapidly as the number of restrictions is increased. Thus the elimina­
tion of the sequencing restrictions is well worthwhile. 

2.3 Maximum puration 

If we wish to place a limit of 50 days maximum duration on the total project, 
we write 

2.4 Job Costs 

A job which takes a certain amount of time to complete at normal speed can 
usually be done in less time at a greater cost. For example, overtime wages might 
be paid. In order to approach this problem simply, suppose that the job cost is re­
lated linearly to the job duration, in such a way that decreasing duration means in­
creasing cost (Fig. 1). An actual job cost curve, of course, might be considerably 
more complicated (Fig. 2). Non-linear job cost curves such as this may be handled 
by piecewise linear approximationj that is, several straight I ines are drawn which 
roughly approximate the curved line. The approximation can be made as close as 
desired by increasing the number of time segments. This is discussed in detail later 
in th is report. 

Returning to the simplified case shown in Fig. 1, if the slope of this line is 
-0.40 dollars per day for job 1,2, then the cost of this job may be expressed 

where the constant A1,2 represents the intercept on the vertical axis. 

The over-a II cost of the project is the sum of the individual job costs, each 
job having its individual time-cost slope. Thus the over-all project cost is a linear 
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function of the variables tl, t2' ••• tn' The problem now is to find values of tl' t2' 
••• tn which minimize the total project cost. The constants Al 2' A2,31 etc., are 
irrelevant and do not enter into the problem, since they cannot 'affect the minimiza­
tion process involving the variables tl' t2, ••• tn' 

Job Cost, $ 

" " " " " " 
I 
I 
I 
I 
I Minimum Duration 
/ 

Job Duration, days 

Fig. 1. Job cost curve. 

Job Cost, $ • 

I/Minimum Duration 

Job Duration, days 

Fig. 2. Actual j~ cost curve. 
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3~0 SAMPLE PROBLEM M-100 

Samp Ie problem M-1 00 was designed to demonstrote the basic procedure. There 
are nine nodes and sixteen jobs in the network (Fig. 3.). 

The duration and sequencing restrictions tor this project were written as follows: 

tl = o (by definition) 

t2 - t1 ~ 4 ts - t4 ~ 7 

t3 - t1 ~ 9 ts - t4 ~ 11 

t3 - t2 > s t6 - ts ~ 6 

t4 - t2 ~ 4 t7 - ts ~ 12 

ts - t2 ~ 2 ts - ts ~ 7 

t6 - i2 ~ S t7 - t6 ~ 3 

t4 - t3 ~ 1 ts - t7 ~ 6 

ts - t3 ~ 4 t9 - ts ~.S 

In addition, an upper I imit of SO days was placed on the over-all duration of the 
project: 

The restrictions were converted to equalities by adding nonnegative slack 
variables as previously indicated. The new set of restrictions is 

-t2 + ul = -4 

. -t3 + u2 = -9 

+t2 - t3 + u3 = -s 

+t2 - t4 + u4 = -4 

+t2 - ts + Us = -2 

+t2 - t6 + u6 = -s 

+t3 - t4 + u7 = -1 
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Minimum Cost Minimum Cost 
Job Duration, days Slope, $ Job Duration, days Slope, $ 

1,2 4 -0.40 4,5 7 -0.60 

1,3 9 -0.20 4,8 11 -0.10 

2,3 5 -0.30 5,6 6 -0.30 

2,4 4 0 5,7 12 -0.30 • 

2,5 2 -0.40 5,8 7 0 

2,6 8 -0.20 6,7 3 -0.40 

3,4 -0.10 7,8 6 -0.20 

3,8 4 0 8,9 5 -0.10 

Fig. 3. Sample Problem M-l00. 

.. 

-, 
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+t3 - t a + ua = -4 

+t4 - t5 + u9 = -7 

+t4 - ta + u10 = -11 

+t5 - t 6 + u11 = -6 

+t5 - t7 + u12 ~ -12 

+t 5 - t a + u 1 3 = -7 

+t6 - t7 + u14 = -3 

+t7 - ta + u15 ~ -6 

+ta - t + u =-5 9 16 

The job costs were expressed as follows: 

C1,2 = A1,2 - 0.40(t2 - t}) 

C1,3 = A1,3 - 0.20(t3 - t) 

C2,3 = ~,3 - 0.30(t3 - t2) 

CS,9 = As,9 - 0.1O(t9 - ta) 

Writing out and adding up all these gives the total cost 

c = K + 0.50t2 - 0.40t3 + 0.60t4 - 0.40t5 - 0.10t6 - 0.50t7 - 0.20ta - 0.10t9 

where K represents the sum of the A's. 

One additional cost factor was added: a penalty of $10 per day on the over­
all duration of the project. This was done in order 10 force the solution toward min­
imum project duration, 10 demonstrate that this would give the same resul t as an 
ordinary critical path analysis. Adding +10t9 to the cost equation above gives 

C =K+ 0.50t2 - 0.40t3 + 0.60t4 - 0.40t5 - 0.10t6 - 0.50t7 - 0.20ta + 9.90t9 
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This total cost function C is the function that is to be minimized during the linear 
programming calculation; as mentioned before, the constant K has no bearing on the 
values of the tis, and was omitted. 

The operation of putting the problem into linear programming form has now been 
completed. The variables have been assigned, the restrictions have been written, and 
the cost function has been defined in terms of the variables. 

3.2 Solving the Linear Programming Problem 

Linear programmin~ problems such as this can be handled by the SCROL code on 
the IBM-7090 computer. The input data are the identification symbols for the 
variables, the restriction equations, and the cost function. The program proceeds 
automatically to minimize the cost function. The solution gives the values of the tis 
that accomplish this, together with the minimal value of the cost function. The values 
of the tis constitute the optimum job schedule. The question of which jobs are criti­
cal can be readily answered by comparing the tis and the minimum job durations; all 
jobs that must be done in their minimum duration are critical. All noncritical jobs 
that have negative cost slopes will be stretched out to their maximum duration, since 
this reduces over-all cost. 

The input data for problem M-100 were set up on IBM cards as required by the 
SCROl code. Ninety cards were needed. The input cards are listed complet~ly in 
Appendix 13.2. The solution output for this problem is given in Appendix 13.3, with 
certain unnecessary portions of the output omitted. 

The solution (Fig. 4) shows the critical path and the .time at which each node 
is reached. The over-all project duration was 40 days, and the totol cost was 
$369.56. A solution by hand, using the ordinary critical path method, showed a 
minimum project time of 40 days; this solution agreed in every respect with the com­
puter solution, showing that the minimum cost schedule in this case corresponds to the 
minimum over-all time. This is a consequence of the large penalty ($10 per day) 
placed on over-all project time. 

4.0 PROBLEM M-101 

All the other sample problems are variations based on the nine-node network 
used in M-100. M-lOl was run on the computer as an addendum to, and together 
with, problem M-100, using the feature of the ~CROL code that permits the in­
clusion of additionol right-hand sides. The term Uright-hand side," in linear pro­
gramming, refers to the constant term in the I inear equation, and is so ca lied because 
of its location when the equation is written in the normal form: . 

• 

• 
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Numbers on nodes indicate time in days. Numbers on lines indicate minimum 
durations of jobs Numbers in parentheses indicate actual durations. Critical jobs 
are shown by heavy lines. These jobs must be done in their minimum duration, in 
order to minimize over-all cost. 

Times at nodes: 

t1 0 

t2 = 4 

t3 = 9 

t4 = 10 

ts = 17 

t6 = 26 

t = 29 
7 

t = 35 
8 

t = 40 9 

Fig. 4. Solution of Problem M-100. 
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The linear programming rootrix consists of a number of equations, each having its b, 
and the vector which consists of all these b's is the complete right-hand side of the 
matrix. 

The SCROL code permits different right-hand side vectors to be inserted at will 
after the first optirool solution has been reached. In a schedul ing problem, these 
right-hand sides represent the minimum job durotions. To test this feature of the code, 
therefore, all that was necessary was to change the minimum duration of one or more 
of the jobs. Job 2,6 was chosen for this purpose; its minimum duration was changed 
from 8 to 28 doys, all other items being unchanged. 

The result of this modification was to develop a new critical path, with an over­
all time of 46 days. This again agreed with the minimum time found by the critical 
path algorithm. The solution network is shown in Fig. 5. 

The SCROL code permits any number of additional right-hand sides to be in­
serted after the main problem. This was uti! ized in problem M-400, where eight 
different right-hand sides were added. The advantage of this feature is that the addi­
tional solutions are reached much more ropidly than if the problems are run individually. 

5.0 PROBLEM M-102 

I.n this problerr" the cost penalty on over-all project time was reduced from $10 
per day to $0.50 per day. With this change, the progrom was able to effect a net 
saving by stretching out the project to its maximum duration of 50 days, because the 
amount saved by stretching out the individual jobs outweighed the penalty on project 
time. The solution diagrom is shown in Fig. 6. All individual jobs with negative 
cost slopes were stretched out to their maximum duration. The durations of jobs whose 
cost slopes were zero were not affected one way or the other; these jobs can have any 
durotion up to the maximum permitted by the 50-day over-all limitation. 

This problem therefore demonstrotes that the minimum cost schedule for a project 
may be quite different from the minimum time schedule. Here, for the first time, the 
procedure gives a result different from that of an ordinary critical path analysis. 
Further, there is no longer any "critical path," in the sense of a continuous chain of 
critical jobs from the first node to the last; a noncritical gap occurs in the chain. 
This is a consequence of working toward minimum cost rather than minimum time. 
Within this gap a reduction in time would actually increase cost, as may be easily 
verified. 

6.0 PROBLEM M-103 

As before, an additional right-hand side was inserted following M-102, chang­
ing the minimum duration of job 2,6 to 28 days. In this case, however, the solution 
was identical with that of M-102, since the latter showed job 2,6 stretched out to 
32 daYSi thus imposing a minimum of 28 days had no effect. 

• 
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32 

Numbers on lines indicate minimum durations of jobs. Numbers in parentheses 
indicate actual durations. Critical jobs are shown by heavy lines. These jobs 
must be done in their minimum duration, in order to minimize over-all cost. 

Times at nades: 

t = 0 1 

t2 = 4 

t3 = 9 

t4 = 10 

t5 = 23 

t6 = 32 

t7 = 35 

ta = 41 

t9 = 46 

Fig. 5. Solution of Problem M-101. 
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Numbers on lines indicate minimum durations of jabs. Numbers in parentheses 
indicate actual durations. Critical jobs are shown by heavy lines. These jobs 
must be done in their minimum duration, in order to minimize over-all cost. 

Times at nodes: 

tl = 0 

t2 = 4 

t3 = 9 

t4= 10 

t5 = 27 

t6 = 36 

t7 = 39 

ta = 45 

t9 = 50 

Fig- 6. Solution of Problem M-102 (also appl ies to M-l 03 and M-201). 
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7.0 PROBLEM M-200 

The dual formulation of the linear programming matrix was used with this problem. 
The dual formula.tion converts the original set of restrictions into a new set in which 
the coefficients are obtained by reading down the columns of the original restrictions. 
Since the linear programming matrix is a tabulation of these coefficients, the new 
matrix is the old matrix rotated 90°; that is, the rows become columns, and the columns, 
rows. The original right-hand side becomes the new cost row, and the original cost row 
becomes the new right-hand side. Also, the sense of all the original inequalities is 
reversed. Surprisingly, the solution of the dual form gives the same minimum cost as 
the solution of the primal form. The solution also indicates the same optimal job sched­
ule •. The proof of this is found in standard references on linear programming3• 

The advantage of the dual form is that it frequently permits a considerable re­
duction in the number of restrictions in the matrix. Thus a problem like M-100, whJch 
had 17 inequalities and 8 variables, can be converted to one having 8 inequalities 
and 17 variables. The reduction in the number of inequalities permits a considerable 
saving in computer time. The increase in the number of variables has relotively little 
effect. 

Of equal importance from a practical point of view is that the size of the maxi­
mum problem that can be handled by the SCROL code is I imited to 511 eqJations. 
The limit on the number of variables is 6000. A project consisting of 500 nodes and 
2000 jobs would have about 2000 equations in the primal form, thus exceeding the 
capacity of the computer. In the dual form, however, it would have only 500 equa­
tions, which is within the capacity limitation. This is the reason for the state~ent 
made earlier in this report that projects having up to «;Jbout 500 nodes can be handled 
by the code. 

The solution of M-200 was identical with that of M-l00, thus demonstrating 
the v~lidity of the dual procedure. 

8.0 PROBLEM M-201 

This was run as a second right-hand side of M-200. In the dual form, the 
right-hand side corresponds ta the original cost row, so the change made in going 
from M-200 to M-201 was a change in a cost coefficient rather than a change in 
job duration. The cost coefficient changed was the one giving the penalty on over­
all project time. By changing this from $10 to $0.50, the problem was made identi­
cal with M-102, thus providing a means of checking the solution. The solution of 
M-201 was, in fact, identical with that of M-102, thus validating the result. 

Thus converting a problem to the dual form permits the investigation of various 
cost coefficients by means of added right-hand sides. On the other hand, if the 
primary interest is in varying job durations, the primal form will be more convenient. 
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9.0 PROBLEM M-300 

The next step was the introduction of nonlinear job cost curves. In M-300 a 
three-piece cost curve was constructed for job 7,8. In all other respects, the problem 
was identical with M-201. The three-piece cost curve for job 7,8 is shown in Fig. 7. 

Job Cost, $ 

Job Duration, days 

Fig. 7. Cost curve for Job 7,8. 

In practice, the job cost curve might be a smoothly curving line as in Fig. 2; 
the piecewise-I inear representation shown here is supposed to be an approximation 
to such an actual curve. By increasing the number of straight-line segments, the 
approx imotio~ can be made as c lose as desi red. 

Each straight-line segment has the effect of introducing one additional node into 
the network diagram. The additional nodes for job 7,8 were numbered 10 and 11, 
thus making it possible to represent job 7,8 as shown in Fig. 8. 

Job Cost, $ 

Cost Slope = -0.2 

Job Duration, days 

Fig. 8. Piecewise representation of Job 7,8. 

• 

• 
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Job 7,8 has thus been broken down into three jobs: job 7,10, job 10,11, and job 
11,8. These are handled I ike ordinary jobs of the I")etwork, using the same basic 
procedure a~ in M-100. The minimum durations, however, must be chosen with care. 
The minimum for job 7,10 is 6 days; but jobs 10,11 and 11,8 have minimums of zero, 
because the whole job 7,8 could be done in 6 days. 

In addition to minimum duration restrictions, there must be maximum duration 
restrictions placed on each segment except the last. Job 7,10 has a maximum of 8 
days because if it went to 9 days it would enter segment 10,11. In the same way, 
job 10,11 has a maximum length of 3 days (11 minus 8). Job 11,8 has no maximum. 

The inequalities expressing these restrictions are 

t10-t7~6 

t11-t10~? 

t8 - t11 ~ 0 

t 10 - t7 ~ 8 

t11-t10~3 

These restrictions were added to those of problem M-201 to obtain the complete 
set of restrictions for M-300. One restriction was el iminated, the one expressing the 
minimum duration of job 7,8, wh ich has been replaced by those above. 

The cost coefficients of the variables were calculated in the usual manner, 
using the cost slopes shown for the new jobs. This problem was run in the dual form. 
The solution is shown in Fig. 9. 

The differences in the solutions of M-201 (same as M-102) and M-300 are 
due to the different cost slopes introduced in job 7,8. A duration of 8 days was 
found for this job; this avoids the rapid increase of cost in the 6- to 8-day duration 
region. In the solution of M-201, the duration of job 7,8 was 6 days; but the 
slope of the cost curve in this case was only -0.20. 

Thus the program is able to discriminate between slopes and choose the optimum 
duration for each job. If the cost curve for a job is nonl inear, it may be approxi­
mated by straight lines to any desired degree of refinement. 

10.0 PROBLEM M-301 

M-301 was an additional right-hand side on M-300; it had a cost penalty on 
project time of 1.50 instead of 0.50. This increase in cost penalty was sufficient to 
cause a reduction in over-all time from 50 to 42 days. The solution is shown in Fig. 10. 
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Numbers on lines indicate minimum durations of jobs. Numbers in parentheses 
indicate actual durations. Critical jobs are shown by heavy lines. These jobs 
must be done in their minimum duration, in order to minimize over-all cost. 

Times at nodes: 

t = 0 1 

t2 = 4 

t3 = 9 

t - 10 4 -

t = 25 5 

t - 34 6 -

t7 = 37 

t - 45 8 -

t = 50 
9 

Fig. 9. Solution of Problem M-30Q. 

• 
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26 

Numbers on jobs indicate minimum durations of jabs. Numbers in parentheses 
indicate actual durations. Critical jobs are shown by heavy I ines. These jobs 
must be done in their minimum duration, in order to minimize over-all cost. 

Times at nodes: 

t = 0 1 

t = 4 2 

t = 9 3 

t4 = 10 

t - 17 5 -

t = 26 
6 

t = 29 7 

t = 37 8 

t = 42 
9 

Fig- 10. Solution of Problem M-301. 
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Comparing this solution with that of M-300, it is seen that the durations of jobs 
2,6; 3,8; 4,5; and 4,8 have each been reduced by 8 days. The cost slopes of these 
jobs are respectively -0.20, 0, -0.60, and -0.10. The additional cost incurred for 
these jobs therefore amounts to 0.90 per day. The project time penalty of 1.50 per 
day evidently makes the reduction in time worth while. 

11.0 PROBLEM M-400 

Problem M-400 illustrates the procedure used in developing a project cost curve, 
i.e., a plot of project cost versus project duration. For convenience, project cost may 
be considered as the sum of the individual job costs plus the project time penalty. The 
toto I job costs and the project time penalty may be plotted separately vs. project duration: 

Project Duration 

0-

t­.... 
o 

.!.. 

~ 
~--------==~----------------

Project Duration 

The project cost curve, then, is the sum of the totol job cost and project time penalty 
curves: 

.... ... 
(3 

.e o 
t-

Pro j ec t Dura tion 

Because of the shape of the two component curves, the project cost curve will 
generally have a minimum cost point, indicating the optimum project duration. 
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In problem M-400, the solution was carried only to the point of developing a 
total job cost curve, since this wos the phase of essential interest. The addition of 
the coSt penalty curve can be handl ed separatel y wi thout linear programm ing; this 
presents no problems beyond assessing what the cost penalty should be in the actual 
project situation • 

. The total job cost curve was developed by the technique of multiple right-hand 
sides. Each right-hand side included some specified maximum project duration. No 
project time penalty was included, so the solution always called for the maximum 
project duration permitted. The cost function in each case represented the total job 
cost, since there was no time penolty. Thus a series of points was obtained, each 
project duration being accompanied by a total job cost which was the minimum possible 
for that duration. A plot of these points gave the total job cost curve (Fig. 11). It 
was necessary to add a constant term to make the job costs positive, since the cost 
function consisted of only the job-cost slopes, and therefore shQwed a negative total 
cost. The solution data used in plotting the curve were: 

Right-Hand Project Duration, Total Job Cost, Plus Constant Cost 
Side days dollars of $200.0 

1 35 -65.0 $135.0 
2 36 -6a2 131.8 
3 38 -74.6 125.4 
4 .40 -79.0 121.0 
5 45 -88.8 111.2 
6 50 -9a3 101.7 
7 55 -107.8 92.2 
8 60 -117.3 82.7 
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140 
\. 

No penalty included •• 
\ for project time 
• 

I- '. '. 
120 

Project Cost, $ 
I- '. '. 100 

'. l-
I I 'I 

80 

30 40 50 60 80 
Project Duration, days 

Fig. 11. Problem M-400 project cost curve. 

'. 
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13.0 APPENDIX 
. , 

13.1 Project Network Diagrams, Job Durations and Cost Slopes, and Equations 

Problems M-IOO and M-200 

Minimum Cost rMinimum Cost 
Job Duration, days Slope, $ Job' Duration, days Slope, $ 

1,2 4 -0.40 4,5 7 -0.60 

1,3 9 -0.20 4,8 11 -0.10 

2,3 5 -0.30 5,6 6 -0.30 

2,4 4 0 5,7 12 -0,30 

2,5 2 -0.40 5,8 7 0 

2,6 8 -0.20 6,7 3 -0.40 

3,4 -0.10 7,8 6 -0.20 

3,8 4 0 8,9 5 -0.10 
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Problems M-IOO and M-200 Equations 

-t2 + ul =-4 

~ta + u2 = -9 

+t2 - ta + ua = -S 

+t2 - t 4 + u 4 -= -4 

+t2 - ts + Us = -2 

+t2 - t6 + u6 = -a 

+ta - t4 + u7 = - 1 

. +ta - ta + ua = -4 

+t4 - ts + u9 = -7 

+t4 - ta + u 10 = -11 

+ts - t6 + u11 = -6 

+ts - t7 + u12 = -12 

+ts - ta + u1a = -7 

+t6 - t7 + u14 = -a 

+t7 - ta + u1S = -6 

+ts - t9 + u16 = -s 

+t9 + u17 = +so 

Problems M-IOO and M-200 Cost Equation 

C = O.SO t2 - 0.40 ta + 0.60 t4 - 0.40 ts - 0.10 t6 - O.SO t7 - 0.20 ta + 9.90 t9 
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Problem M-101 

Minimum Cost Minimum Cost 
Job Duration, days Slope, $ Job Duration, days Slope, $ 

1,2 4 -0.40 4,5 7 -0.60 

1,3 9 -0.20 4,8 11 -0.10 

2,3 5 -0.30 5,6 6 -0.30 

2,4 4, 0 5,7 12 -0.30 

2,5 2 -0.40 5,8 7 0 

2,6 28 -0.20 6,7 3 -0.40 

3,4 -0.10 7,8 6 -0.20 

3,8 4 0 8,9 5 -0.10 
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Problem M-101 Equations 
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-t2 + u1 = -4 

-t3 + u2 = -9 

+t2 - t3 + u3 = -5 

+t2 - t4 + U 4 = -4 

+t2 - t5 + u5 = -2 

+t2 ,- t6 + u6 -2a 

+t3 - t4 + u7 = -1 

+t3 - ta + ua = -4 

+t4 - t5 + u9 = -7 

+t4 - ta + u lO = -11 

+t5 - t6 + u l1 =-6 

+t5 - t7 + u12 = -12 

+t5 - ta + u 13 = -7 

+t6 - t7 + u14 = -3 

+t7 - ta + u15 = -6 

+ta - t9 + u16 = -5 

+t9 + u17 = +50 

Problem M-101 Cost Equation 

C = 0.50 t2 - 0.40 t3 + 0.60 t4 - 0.40 t5 - 0.10 t6 - 0.50 t7 - 0.20 ta + 9.90 t9 
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Problems M-102 and M-201 

Minimum Cost Minimum Cost 
Job Duration, days Slope, $ Job Duration, days Slope, $ 

1,2 4 -0.40 4,5 7 -0.60 

1,3 9 -0.20 4,8 11 -0.10 

2,3 5 -0.30 5,6 6 -0.30 

2,4 4 0 5,7 12 -0.30 

2,5 2 -0.40 5,8 7 0 

2,6 8 -0.20 6,7 3 -0.40 

3,4 -0.10 7,8 6 -0.20 

3,8 4 0 8,9 5 -0.10 



, 

-29-

Problems M-102 and M-201 Equations 

-t
2 

+ u
1 

= -4 

-t3 + u2 = -9 

+t2 - t3 + u3 -5 

+t '- t + u =-4 
2 4 4 

+t - t + U =-2 2 5 5 . 

+t - t + u =-a 2 6 6 

+t3- t4+ u7=-1 

+t3 - ta + ua = -4 

+t4 - t5 + u9 = -7 

+t4 - ta + u10 = -11 

+t 5 - t 6 + u 11 = -6 

+t5 - t7 + u 12 = -12 

+t 5 - t a + u 13 = -7 

+t6 - t7 + u14 = -3 

+t7 - ta + u15 = -6 

+ta - t9 + u 16 ::: -5 

+t9 + u 17 +50 

Problems M-l02 and M-201 Cost Equation 

C ::: 0.50 t2 - 0040 t3 + 0.60 t4 - 0.40 t5 - 0.10 t6 - 0.50 t7 - 0.20 ta + 0.40 t9 
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Problem M-I03 

Minimum Cost Minimum Cost 
Job Duration, days Slope, $ Job Durati on, days Slope, $ 

1,2 4 -0040 4,5 7 -0.60 

1,3 9 -0.20 4,8 11 . -0.10 

2,3· 5 -0.30 5,6 6 -0.30 

2,4 4 0 5,7 12 -0.30 

2,5 2 -0040 5,8 7 0 

2,6 28 -0.20 6,7 3 -0040 

3,4 -0.10 7,8 6 -0.20 

3,8 4 0 8,9 5 -0.10 



Problem M-l 03 Equotion~ 
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-t2 + u1 = -4 

-t3 + u2 = -9 

+t2 - t3 + u3 =-5 

+t2 - t4 + u 4 = -4 

+t 2 - t 5 + U 5 = - 2 

+t2 - t6 + u 6 = -2a 

+t3 - t4 + u7 = -1 

+t3 - t + u =-4 a a 
+t4 - t5 + u9 = -7 

+t4 - ta + u10 = -11 

+t - t + U = -6" 
5 6 11 

+t 5 - t7 + u 12 = -12 

+t5 - ta + u13 = -7 

+t6 - t7 + u14 = -3 

+t7 - ta + u15 = -6 

+ta - t9 + u16 = -5 

+t9 + u17 = +50 

Problem M-I03 Cost Equation 

C = 0.50 t2 - 0.4~ t3 + 0.60 t4 - 0.40 t5 - 0.10 t6 - 0.50 t7 - 0.20 ta + 0.40 t9 
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Problems M-300 and M-JOl 

Minimum Cost Minimum Cost 
Job Duration, days Slope, $ Job Duration, days Slope, $ 

1,2 4 -0040 4,5 7 -0.60 

1,3 9 -0.20 4,8 11 -0.10 

2,3 5 -0.30 5,6 6 -0.30 

2,4 4 0 5,7 12 -0.30 

2,5 2 -0040 5,8 7 0 

2,6 8 -0.20 6,7 3 -0.40 

3,4 -0.10 7,8 6 see note 

3,8 4 0 8,9 5 -0.10 

Note: Job 7,8 has a three-piece cost curvei see Fig. 8, page 16. 
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Problems M-300 and M-301 Restrictions 

>4 

> 9 

t3 - t2 .?: S 

t4 - t2 .?: 4 

ts - t2 .?: 2 

t6 - t2 .?: a 

t4 - t3 .?: 1 

ta - t3 .?: 4 

ts - t4 .?: 7 

ta -t4 .?:11 

t6 - ts .?: 6 

Problem M-300 Cost Equation 

t7 - ts .?: 12 

ta - ts .?: 7 

t7 - t6 .?: 3 

t 10 - t7 .?: 6 

t9 - ta .?: S 

-t
9 

.> -SO 

-t 1 0 + t 7 .?: -a 

t11 -tlO .?:0 

-t 11 + t 1 0 .?: -3 

ta - t11 .?: 0 

C = O.SO t2 - 0.40 t3 + 0.60 t4 - 0.40 ts - 0.10 t6 

+ 1.30 t7 - 0.20 ta + 0.40 t9 - 1.00 t10 - o.ao t11 

M-301 cost equation is identical except that coefficient of t9 is +1.40. 
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Problem M-400 

Number on I ine indicates minimum duration of job. Second number indicates 
max imum duration, if any. Numbers in parentheses indicate cost slopes. 

Q) 4£5 .@ 0£2 .@ 0,2 ,..@ 0 
~ (-2) (-1) (-O.S) (-0.2) 

0 5,? ,.@ 0£2 ,.@ 0 "0 (1.5) ( -O.S) (-0.4) 

® S£ 12 ,.® 0 ,.® ( -2.6) (-1.3) 

, 

0 6,7 ,.@ 0,1 ,.@ °t l ,..® 0,1 ,..@ 0 --® (-1.2) (-0.9) ( -0.7) (-0.5) ( -0.2) 



Problem M-400 Restrictions 

< -9 

-t3 + t2 < -s 

-t4 + t3 < -1 

-t4 + t2 <-4 

-ts + t2 < -2 

-t6 + t2 < -8 

-t8 + t3 <-4 

-t8 + t4 < -1·1 

-t8 + ts < -7 

-t6 + ts <-6 

-t7 + t6 < -3 

-t9 + t8 < -s 

-tlO <-4 

-3S-

<s 

-tl1 + t lO ~ a 

+tl1 - t10~ 2 

-t12 + tl1 ~ 0 

+t12-t11~2 

-t2 + t12:s. 0 

-t +·t <-s 
13 4 -

+t13 - t4 ~ 7 

-t14 + t 13 ~ 0 

+t 1 4 - t 1 3 :s. 2 

-ts + t14 < 0 

-t15 + t7 <-6 

+t lS - t7 ~ 7 

-t16 + t 1S ~ a 

+t16 - t 1S ~ 1 

-t17 + t16 :s. a 

+t17 - t16~1 

-t18 + t17 ~ 0 

+t18 - t17 ~ 1 

-t8 + t
18 :s.° 

-t19 + ts <-8 

+t19 - ts ~ 12 

-t
7 

+ t 19 < 0 

< 35. (see 
note) 

Note: The first right-hand side I imited the over-all duration to 3S as indicated; 
S'iJCCessive right-hand sides changed this to 36, 38, 40, 4S, SO, ss, and 60 days. 

Problem M-400 Cost Equation 

C = +0.7 t2 + 0.3 t3 + 0.8 t4 + 2.1 ts - 0.1 t6 

- O.S t7+ 0.1 t8 - 0.4 t9 - 1.0 t10 - O.S tll 

- 0.3 t12 - 0.7 t13 - 0.4 t14 - 0.3 t1S - 0.2 t16 

- 0.2 t17 - 0.3 t18 - 1.3 t19 
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J 3.2 Input Cards 

Problem M-l00 

-10 CRITICAL PATH SCHEDULING PROBLEM M-IOO R.SAlMON JUNE 6 .962 
-CHARGE(3215) 
*TAPEII.5514.SAVE)'2.POOl)t3.POOl)C4,POOl)CS.POOl,SAVE)C6,OUTPUT) 
-EXECUTE 
-rAPEIJO.POOl,SAVEl 
*ASSIGN(I,AS)t2.AO)(3,A4114,83){S.85)(10.B6J 
*TVPECCOMP,lT,4,16K) 
RODATA 
9 9 
* LP M-IOO JUNE 6,1962 
17 0 I 
I UPOO I' 2 
e UP008 9 
J~ UPOJ5 16 
MATRIX 

U0020 .5 
U0021 -I 
AA0023 I 
U0024 1 
AA002S I 
AA0026 ) 
AA0030 -.4 
AA0032 -I 
AA0033 -I 
AA0031 I 
AA0038 t 
AAOOI&O .6 
U0044 -I 
AA0041 -, 
AA0049 I 
AAOO~IO I 
U0050 -.4 
'l0055 -J 
AA0059 -I 
'l00511 J 
AA005J2 J 
AA00513 I 
AA0060 -. J 
AA0066 -. 
AA00611 -I 
AA00614 1 
U0070 -.5 
AA001l2 -I 
AA00114 -I 
AA001) 5 ) 
AAooao -.2 
AA0088 -I 
AA00810 -I 

UP002 3 UP003 4 
UP009 10 UPOJO II 
UP016 17 UPOJ1 

UP004 5 
UPO II t 2 

UPOOS 6 UPQ06 1 UP001 
UPOl2 r3 UPOl3 14 UPOl4 



(Problem M-l00, continued) 

AA00813 -I 
AAOOB.5 -J 
AA008161 
AA0090 9.9 
AA00916 -. 
AA(09J7 I 
UPOO II I 
UPC022 I 
UP0033 I 
UP0044 I 
UP0055 J 
UP0066 I 
UP0017 I 
UP0088 I 
UP(099 I 
UPOJOJO I 
UPOJIII J 
UPOl212 I 
UPOJ3J3 I 
UPOJ414 I 
UPOl515 I 
UPOl616 J 
UP017J7 J 

FIRST B 
I -4 
2 -9 
3 -5 
4 -4 
5 -2 
6 -8 
7 -] 
8 -4 
9 -7 
J 0 -II 
II -6 
12 -12 
13 -1 
14 -3 
IS -6 
16 -5 
17 SO 

NEXT B t 2 
J -4 
2 -9 
3 -5 
.. -4 
5 -2 
6 -28 
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(Problem M-100, continued) 

EOF 

1 -J 
8 -a. 
9 -1 
10 -11 
I) -6 
12 -12 
13 -7 
III -3 
15 -6 
16 -5 
11 50 

SETUP 
NORMAL 
NORMAL •• 2 
GETOFF 
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Problem M-102 

*10 CRITICAL PATH SCHEDULING PROBLEM M-I02 R.SALMON JUNE 12 1962 

*CHARGE(32151 

*TAPEII ,5574,SAVE)(2,POOL) (3,POOl)(4,PQOL)(S,POOL,SAVEJI6,OUTPUTJ 

*EXECUTE 

*TAPEIIO,POOl,SAVE) 

*ASSIGN( I ,AS) 12,AO) (3,A~) (4,83) (S,BS) r 10,86) 

RDDATA 

9 9 

* LP M-I02 JUNE 12 1962 

17 0 

UP002 3 UP003 4 UP004 S UPDOS 6 UP006 7 UP007 

a 

UP(JOI 2 

UPOOS 9 UP009 10 UPOIO I I UPOII 12 UPOl2 13 UPOl314 UPOl4 

15 UPOIS 16 lJPOl6 17 UPOl7 

MATRIX 
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(Problem M-102, continued) 

AAD020 .5 

AA0021 -I 

1\1\0023 

AI\0024 

AA0025 

AA0026 

AI\0030 -.4 

AA0032 -I 

1\1\0033 -I 
• 

AAOO37 

AA0038 

AA0040 .6 

AA0044 -I 

AI\0047 -I 

AI\0049 I 
1\1\00410 I 

AI\0050 -.4 

AI\0055 -I 

I\A0059 -I 

AI\0051 I 

AA00512 

AA00513 

AA006(] -.1 

AAOO66 -I 

M00611 -I 
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(Problem M-l021 continued) 

AAOO614 

AAOO70 -.5 

AAOO712 -I 

MOO714 -I 

MOO7IS 

Mooao -.2 

AAOOa8 -I 

AAOO810 -I 

AAOO813 -I • 
AAOO81S -I 

AAOO816 

AAOO90' .4 

AAOO916 -I 

AAOO917 

UPOOII 

UPOO22 

UPOO33 

UPOO44 

UPOO55 

UPOO66 

UPOO17 

UPOO88 

UPOO99 

UPOIOIO 

UPOIIII 
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(Problem M-I02, continued) 

UPOl212 

UPOl313 

UPOl414 

UPOl51S 

UPOl616 

UP01717 

FIRST B 

-4 

2 -9 

3 -5 

4 -4 

5 -2 

6 -8 

1 -I 

8 -4 

9 -7 

10 - I 1 

1 I -6 

12 -12 

13 -7 

14 -3 

15 -6 

16 -s 
17 50 

NEXT B t 2 
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(Problem M-l02, continued) 

-4 

2 -9 

3 -5 

4 -4 

5 -2 

6 -28 

7 -I 

8 -4 

9 -7 

10 -II 

II -6 

12 -12 

13 -7 

14 -3 

15 -6 

16 -5 

1 1 50 

EOF 

SETUP 

NORMAL 

NORMAL,,2 

GE1QFF 
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Problem M-200 

*10 CRITICAL PATH PROBLEM "-200 R.SALMON JUNE 12 1962 
.CHARGE(32IS) 
.PAPER( I, I' 
ItTAPEII,5514,SAVE)12,POOL) 13,POOl)(4,POOL)(5.POOL,SAVElI6,OUTPUT) 
ItE~ECUTE 
ItTAPE{IO,POOL,SAVE) 
It A SS I GN ( I ,A 5) (2, AD) ( 3, A4 ) ( 4, B 3 I ( 5, BS ) ( 10, B6) 
ItTYPECCOMP,LT,4,16KI 
RODATA 
9 9 
• LP M-200 
8 o 1 

UPOOI 2 
8 UPOOB 
MATRIX 

BBOOIO -4 
BBOOII 
BB0020 
BBD022 
8B0030 
BB0031 
BB0032 
BB0040 
8BOJ41 
880043 
BBDDSD 
B80051 
B80054 
8B0060 
880061 
880065 
BBDDTO 
880072 
880073 
B80080 
B80082 
8B0087 
880090 
BB0093 
B80094 
'8BOIDO 
880103 
880101 
880110 
8,B0114 

I 
-9 

I 
-5 
-I 

I 
-4 
-I 

I 
-2' 
-I 

1 
-8 
-I 

1 
-I 
-I 

I 
-4 
-I 

I 
-7 
-I 

I 
-II 
-I 

I 
-6 
-I 

BBO 115 

JUNE 12 1962 

UP002 3 UP003 4 UP004 5 UP005 6 UP006 7 UP007 



(Prob lem M-200, continued) 

880.20 -12 
B80124 -, 
B80126 I 
B80130 -7 
880134 -I 
880131 , 
880140 -3 
880145 -, 
B80146 I 
880150 -6 
880156 -I 
880151 I 
880.60 -5 
880167 -, 
880168 , 
B60.70 50 
BBOl18 -I 
UPO) I I I 
UPOO22 I 
UP0033 I 
UPOC44 1 
UPOQ55 I 
UP0066 I 
UPOO17 I 
UPOO88 I 

FIRST 8 
I .s 
2 -.4 
3 .6 
4 -.4 
S -. I 
6 -.5 
1 -.2 
8 9.9 

NEXT 8,2 
I .5 
2 -.4 
3 .6 
4 -.4 
S -.. 
6 -.5 
1 -.2 
8 .4 

EOF 
SETUP 
NORMAl 
NORMAL,,2 
GETOFF 



• 
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Prob I em M-JOO 

-10 CRITICAL PATH SCHEDULING PROBLEM M-300 R.SALMON JUNE 12 1962 
-CHARGE(32IS) 
-TAPE(lt5574,S~VEJ(2.POOl)(3,POOl)(4,POOLI(5,POOL.SAVEJ(b.OUTPUT) 

-eXECUTE 
-TAPEIIO,POOL,SAVE) 
• ASS I GN ( I ,AS) ( 2 , AD) ( 3, A4 ) ( 4,83) ( 5, B5 ) ( 10,86) 
-TYPE(COMPtlT.~,16K) 
RO[)UA 
9 9 
- LP M-300 JUNE 12 1962 
I DOl 
I UPOO I 

. 2 UP002 
3 UP003 
~ UPD04 
5 UP005 
6 UPD06 
7 UP007 
B UP008 
9 UP009 
10 UPOIO 
MATRIX 

BBOOIO -Ij. 

BBOJII 1 
BB0020 -9 
B80022 1 
880030 -5 
880031 -I 
680032 1 
880040 -4 
880041 -I 
B80043 I 
B80050 -2 
880051 -I 
8B0054 1 
BB0060 -8 
8B0061 -I 
BB0065 1 
BB0070 -I 
B80012 -I 
680073 1 
660080 -4 
B80082 -I 
BB0087 I 
BB0090 -7 
BB0093 -I 
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(Problem M-300, continued) 

8B0094 I 
BBOIOO -II 
B80103 -I 
B80107 I 
BBO 1 10 -6 
6BD II ~ -I 
BBOIIS I 
8BOl20 -12 
8B012~ -I 
860126 1 
880130 -7 
8BOl34 -I 
BBO 137 I 
BBOl40 -3 
BBOIIIS -I 
BBOl46 I 
8BOISO -6 
8BOl56 -I 
880159 1 
880160 -5 
8BOl67 -, 
8BOl68 1 
BBOl70 50 
BHDl78 -I 
8Bol80 8 
8BOl86 1 
BBOl89 -I 
B80199 -I 
BBOl910 I 
880200 3 
860209 I 
8802010 -, 
BB0217 I 
8802110 -I 
UPODII I 
UPOO22 I 
UP0033 I 
UPOOll4 I 
UPOO5S I 
UPOO66 I 
UPOD77 I 
UPOD88 1 
UPOO99 I 
UPOIOIO. I 

FIRST 8 
I .5 
2 -.4 
3 .6 
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(Problem M-300, continued) 

.. -.4 
S -. t 
6 1.3 
7 -.2 
8 .4 
9 -I 
10 -.8 

NEXT B,2 
1 .s 
2 -.4 
3 .6 
4 -.4 
5 -.1 
6 1.3 
1 -.2 
8 1.4 

• 9 -I 
10 -.8 

EOF 
SETUP 
NORMAL 
·NORMAl, ,2 
GETOFF 

.. 
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Prob I em M-400 

-ID PROBLEM M-400 R.SALMON JUNE 25,1962 
-CHARGE(3215) 
-TAPEII,5574,SAVE)I2,POOL)I3,POOL)I4,POOL)(5,POOL,SAVE)lb,OUTPUT) 
-TAPEIIO,POOL,SAVE) 
-ASSLGN( I,A5)(2,AO)(3,A4)(4,B3)IS,B5)IJO,B6) 
• EXECUTE 
-TVPEICOMP,LT,4,16K) 
RDDATA 
9 
37 
I 
2 
3 
4 
S 
6 
7 
8 
9 
10 
II 
12 
13 
J 4 
I Ii 
16 
17 
18 
) 9 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 

9 
o 

UPOO) 
UP002 
UP003 
UPD04 
UP005 
UP006 
UP007 
UP008 
UP009 
UPOIO 
UPOI) 
UPOl2 
UPOl3 
UPOl4 
UPOIS 
UPOl6 
UPOl7 
UPOl8 
UPOl9 
UP020 
UP02) 
UP022 
UP023 
UP024 
UP025 
UP026 
UPD27 
UP028 
UP029 
UP030 
UP031 
UP032 
UPDB 
UP034 
UP035 
uP036 
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(Problem M-400, continued) 

31 UP037 
MATRIX 

AAOO20 .7 
AAOD22 1 
AAOO2~ J 
AAOO25 I 
AAOO26 I 
AAOO219 -I 
AAOO3D .3 
AAOO31 -I 
.AAOO32 -I 
AAOO33 , 
AAOO37 I 
AAOO40 .8 
AAOD43 -I 
AAOO44 -, .. AAD046 I 
AAOO420 ) 

~~~~ AAOD421 -I t,-

AAOO50 2. I 
AAOO5!> -I 

l~ AAOO59 J 
AAOO5JO I 
AAOO524 -J 
AAOOS34 1 
AAOO535 -) 
AAcio60 -.1 
AAOO66 -I 
AAOO610 -I 
AAOO611 I 
AAOO70 -.5 
AAOD711 -I 
AAOO72S ) 

AA00726 -I 
~ 

AA00736 -) 
AAOD8D .1 
AADD87 -I 
AAOO88 -I 
AAOO89 -I 
AAOO812 I 
AAD08H -I 
AAD090 -.4 
AAOO912 -I 
AA00931 . I 
AAOIOO -I 
AAOIOl3 -I 
AAOIO)4 I 
AAOIOIS 1 
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(Problem M-400, continued) 

AAOIOl6 -I 
AAOllO -:.S 
AAOJ 115 -, 
AAOll16 I 
AAO) 117 I 
AAOI I 18 -I 
A'A0120 -.3 
AA01217 -I 
AAOJ218 I 
AAOl219 I 
AAO) 30 -.7 
AAOJ32D -I 
AAOl321 J 
AAD 1322 I 
AAD132.3 -) 
AAOJ40 -.4 
AAOJ422 -I 
AA01423. I • 
AAOJ424 I 
AAOISO -.3 
AAOIS2S -I 
AAD1526 I 
AAOl527 1 
AAOl528 -I 
AAOl6D -.2 
AAOl627 -I 
AAOl628 1 
AAOl629 I 
AAOl630 -J 
AAOl70 -.2 
AAD) 729 -I 
AAOJ73D I 
AAO 1731 I 
AAOI732 -I 
AA0180 - .• 3 
AADI831 -I 
AAOJ832 ) 

AAOl833 1 
AAOl90 -1.3 
AAOl934 -I 
AADI935 I 
AAOl936 I 
UPOO II I 
UPDD22 I 
UPOO.H ) 

UPD044 1 
UPOO55 1 
UPOD66 I 
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(Problem M-400, continued) 

UPOO77 
UPOO88 
UPOO99 
UPOIOIO 
UP01/11 
UPOJ212 
UPOl313 
UPOl414 
UPOl515 
UPOl616 
UPOl111 I 
UPOIBIB I 
UPOl919 1 
UP02020 I 
UP02121 -I 
UP02222 I 
UP02323 I 

• UP02424 I 
UP02525 I 
UP02626 I 
UP02127 I 
UP02828 I 
UP02929 1 
UP03030 I 
UP03131 J 
UP03232 J 
UP03333 I 
UP03434 I 
UP03535 J 
UP03636 1 
UP03137 I 

FIRST B 
I -9 .. : 
2 -5 
3 :-1 
4 -4 

{; 

~ -2 
~ . 6 -8 

7 -4 
• 8 -II 

9 -7 
10 -6 
II -3 
12 -5 
15 -4 
14 5 
16 2 
18 2 
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(Problem M-400, continued) 

20 -5 
21 7 
23 2 
25 -6 
26 7 
28 I 
3D I 
32 I 
34 -8 
35 12 
37 3S 

NEXT B t 2 
I -9 
2 -5 
3 -I .. -4 
5 -2 
6 -8 • 
7 -4 
a -II 
9 -1 
10 -6 
I I -3 
12 -5 
13 -4 
14 5 
16 2 
18 2 
20 -5 
21 7 
·23 2 
25 -6 
26 1 
28 I 
30 I 
32 I 
34 -8 
35 12 
31 36 

NEXT B.3 
1 -9 
2 -5 
3 -I 
4 -4 
5 -2 
6 -8 
7 -4 
B -II 



• 

• 

(Problem M-400, continued) 

9 -1 
10 -6 
II -3 
12 -5 
13 -4 
14 S 
16 2 
18 2 
20 -5 
21 ! 
23' 2 
25 -6 
26 1 
28 1 
30 1 
32 I 
34 -8 
35 12 
31 38 

NEXT 8,4 
I -9 
2 -5 
3 -I 
.. -4 
S -2 
6 -8 
7 -It 
8 - J J 
9 -1 
10 -6 
J I -3 
12 -5 
13 -4 
14 5 
16 2 
18 2 
20 -5 
21 1 
23 2 
25 -6 
26 7 
28 J 
30 I 
32 I 
34 -8 
35 12 
31 40 

-53-
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(Problem M-400, continued) 

NEXT BtS 
I -9 
2 -5 
.3 -I 
4 -4 
5 -2 
6 -8 
7 -4 
8 -II 
9 -1 
JO -6 
II -3 
12 -5 
13 -4 
14 5 
16 2 
J 8 2 
20 -5 • 
21 7 
23 2 
2S -6 
26 7 
28 J 
30 I 
32 I 
34 -8 
35 12 
31 45 

NEXT 8,6 
I -9 
2 -5 
3 -I 
4 -4 
5 -2 
b -8 
7 -4 
B -I J 
9 -7 
10 -6 
II -3 .. 
12 -s 
13 -4 
14 5 
16 2 
18 2 
20 -5 
21 7 
23 2 
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(Problem M-400, continued) 

25 -6 
26 7 
28 1 
30 I 
32 I 
34 -8 
35 12 
37 50 

NEXT B,7 
I -9 
2 -5 
3 -I 
4 -4 
5 -2 
6 -8 
7 -4 
B - J 1 • 9 -7 
10 -6 
11 -3 
12 -s 
13 -4 
14 5 
16 2 
18 2 
20 -5 
21 7 

. 23 2 
25 -6 
26 7 
2B J 
30 I 
32 1 
34 -8 
35 12 
31 55 

NEXT B,8 
I -9 
2 -5 • 3 -I 
4 -4 
5 -2 
6 -8 
7 -4 
B -II 
9 -7 
10 -6 
I J -3 



(Problem M-400, continued) 

EOF 

12 -5 
13 -4 
14 5 
16 2 
18 2 
20 -5 
21 7 
23 2 
2S -6 
26 7 
28 I 
30 I 
32 I 
34 -8 
35 12 
37 60 

SETUP 
NORMAL 
NORMAL.,2 
NORMAL,., 3 
NORMAl,,4 
NORMAl,.S 
NORMAL,,6 
NORMAL,,7 
NORMAL, ,8 . 
GEfOFF 

-56-
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.. 
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. 13.3 Solution Output Tapes 

Problem M-100 Solution 

TOTAL NO. TP.2 PHS ROW CURRENT SOlN RHS 
ITERS ETAS RECS TVP NO. VALUE HAS NO. 
015 015 000 II 000 -369.49999 YES 001 
PRIMAL-DUAL SOLUTIONS 

J BETA B PI 
369.50000038- 1.00000000 

UP003 • I 4.00000000- .50000000 
4A004 10.00000000 2 9.00000000- 8.90000002 
A4002 4.00000000 3 5.00000000-
UP008 22.00000000 4 4.00000000- • 
UP005 1 1.00000000 5 2.00000000-
UPOIO ,4.00000000 6 8.00noOOOO- · UPOO" 2.00000000 1 1 • 00000000- 9.30000001 
AA008 35.00000000 8 4.00000000- • • UP006 14.00000000 9 7.00000000- 8.70000001 
AA006 26.00000000 10 I , .00000000-
UPOl3 11.00000000 1 I 6.00000000- • 
UPO II 3.00000000 12 12.00000000- 9.10000000 
44007 29.00000000 13 1.00000000-
4A005 17.00000000 J 4 3.00000000- .09999999 
A4003. 9.00000.000 15 6.00000000- 9.70000000 
AA009 40.00000000 J 6 5.00000000- 9.89999.999 
UPOl1 10.00000000 11 50.00000000 • 

" 

• 
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Problem M-10l Solution 

TOTAL NO. TP.2 PHS ROW CURRENT SOlN RHS 
ITERS ETAS RECS TYP NO. VALUE FEAS NO. 
017 011 000 II 000 -1421.69999 YES 002 
PRIMAL-DUAL SOLUTIONS 

J BETA I B PI 
421.70000049- . ).00000000 

UP003 1 4.00000000- 9.20000001 
AA004 10.00000000 2 9.00000000- .20000000 
AA002 4.00000000 3 5.00000000- • 
UP008 28.00000000 4 4.00000000- • 
UPOO5 17.00000000 5 2.00000000- · UPOIO 20.00000000 6 28.00000000- 8.70000001 
UPOOI4 2.00000000 7 1.00000000- .59999999 
AA008 41.00000000 8 4.00000000- • 
UP009 6.00000000 9 7.00000000- • 
AA006 32.00000000 10 11.00000000-
UPOl3 11.00000000 I J 6.00000000-" • 
UPOII 3.00000000 12 12.00000000- .39999999 
AAOOl 35.00000000 13 1.00000000- • • 
AA005 23.00000000 ) 4 3.00000000- 8.80000001 
AA003 9~00000000 15 6.00000000- 9.70000000 
AA009 46.00000000 16 5.00000000- 9.89999999 
UPOI7 4.00000000 17 50.00000000 • 

• 

• 
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Problem M-102 Solution 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
I TERS ETAS RECS, TYP NO. VALUE FEAS NO. 
016 016 000 II 000 I 8." 99999 YES 001 
PRIMAL-DUAL SOLUUONS 

J BETA I B PI 
18.149999943 . J • 00000000 

UP003 . I 4.00000000- .50000000· 
AAOOI4 lo.ooaoonoo 2 9.00000000- .20000000 
AA002 4.00000000 3 5.00000000-
UP008 32.00000000 4 4.00000000-
UP005 21.00000000 5 2.00000000-
UPOJO 24.00000000 6 8.00000noo-
UPOOI4 2.00000000 7 I .00000000- .59999999 
AA008 45.00000noo 8 4.00000000-
UP006 24.00000000 9 7.00000000-
UOOl> 36.00000000 10 1 I .00000000- • 
UPOl3 I 1.00000000 II 6.00000000-
UPOII 3.00000000 12 12.00000000- .39999999 

• AA007 . 39.00000000 13 7.00000000-
AAooS 27.00000000 14 3.00000000- .09999999 
AAOO] 9.00000000 15 6.00000000- .99999998 
AAo09 50.00000000 16 5.00000000- 1.19999997 
UP009 10.00000000 17 50.00000000 .79999998 

" 
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Problem M-l03 Solution, 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
I TERS ETAS RECS TYP NO. VALUE HAS NO. 
016 016 000 II 000 IB.a.99999 YES 002 
PRIMAL-DUAL SOLUfI ONS 

J BETA B PI 
18.49999943 • '.00000000 

UP003 . I a.. 00000000- .50000000 
AAOOa. 1'0.00000000 2 9.00000000- .20000000 
AA002 4.00000000 3 5.00000000-
UP008 32.00000000 4 4.00000000-
UP005 21.00000000 5 2.00000000-
UPUIO 24.00000000 6 8.00000000- · UP004 2.00000000 7 I .00000000- .59999999 
4A008 45.00000000 8 4.00000000- • 
UPo06 24.00000000 9 7.00000000- • 
AA006 36.00000000 10 11.00000000-
UPOl3 I I .00000000 I J 6.00000[]OO- • 
UPOII 3.00000000 12 12.00000000- .39999999 
4A007 39.00000000 13 7.00000000- • 
4A005 27.00000000 14 3.00000000- .09999999 • 
4A003 9.00000000 15 6.00000000- .99999998 
4A009 50.00000000 16 5.00000000- 1.19999997 
UP009 10.00000000 J 7 50.00000000 .79999998 

• 



• 
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Problem M-200 Solution (same as M-1OO but done in dual form) 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN 
ITERS ETAS REC S TYPNO. VALUE FEAS 

D II 011 000 II 000 369.49999 YES 
PRIMAL-DUAL SOlUTI ONS 

J BETA I B 
369.49999999 

B8001 .50000000 1 .50000000 
BB007 9.29999999 2 .39999999-
8B002 'S.89'9'99999 3 .60000noo 
8BOl2 9.09999999 4 .39'199999-
B~014 .10000000 5. • t ooooono-
BBOl5 9.69999999 6 .50000000-
88016 9.89999799 7 .20000000-
88009 8.69999999 8 9.89999999 

Check: The solution is identical with that of M-l00. This is all the 
'C1i'eCI< re CfJ ired. 

RHS 
NO •. 
00 I 

PI 
J.OOOOOOOO 
4.00000000 
9.00000000 

10.00000000 
17.00000000 
26.00000011U 
29.00000000 
35.00000000 
40.00000000 
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Problem M-201 Solution (cost change, dual form) 

TOTAL NO. TP.2 PHS ROW 
ITERS ETAS RECS TYP NO. 
016 016 Dna II 000 
PRIMAL-DUAL SOLUTIONS 

CURRENT 
VALUE 

-18.~9Q999 

J BETA 

BBOO I 
BBol7 
BBOl2 
BB007 
88014 
BBOl5 
BBOl6 
BB002 

18.50000000-
.50000000 
.8DOOODOO 
.39999999 
.60000000 
• 10000000 

1.00000000 
1.20000000 
.20000000 

I 
2 
3 
4 
5 
6 
7 
6 

SOLN 
FEAS 

YES 

B 

.50000000 

.39999999-

.60000000 

.39999999-

.10000000-

.50000000-

.20000000-

.39999999 

RHS 
NO. 
002 

Time stretched out to 50 days. Second RHS of M-200. Cost penalty 
lowered from $10 to $0.50, cousing a stretchout to a maximum of SO days. 
Th is corresponds to M-l02 bu tin the duo I form. 

Check: The solution is identicol with M-102. 

PI 
1.00000000 
4:00000000 
9.00000000 

to.OOOOOoOO 
27.00000000 
36.00000000 
39.00000000 
45.00000000 
50.00000000 

• 

• 



• 

• 
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Problem M-300 Solution 

TOTAL NO. TP.Z PHS ROW 
ITERS ETAS RECS TYP NO. 

014 014 000 II 000 
PRIMAL-DUAL SOLUTIONS 

CURRENT 
VUUE 

-30.B99999 

J BETA 

88001 
B8007 
8B002 
BBOl7 
BBOl4 
BBOl8 
B8016 
BBOl9 
BBOl2 
BB021 

30.90000000-
.50000000 
.60000000 
.20000000 
.80000000 
.10000000 
.79999999 

1.20000000 
.20000000 
.39999999 

I. 00000000 

Job cost curve added on Job 7,8. 

I 

I 
2 
3 
4 
5 
6 
7 
8 
9 

10 

SOlN 
FEAS 

YES 

B 

.50000000 

.39999999-

.60000000 

.39999999-

.10000000-
1.29999999 
.20000000-
.39999999 

I .OOOOOOO[)­
.79<;99999-

RHS 
NO. 
001 

PI 
1.00000000 
4.00000000 
9.00000000 

10.00000000 
25.00000000 
34.00000000 
37.00000000 
45.00000000 
50.00000000 
45.00000000 
45.00000000 
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Problem M-JOI Solution (project time penalty 1.50; otherwise same as M-300) 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
I TERS ETAS RECS TYP NO. VALUE FEAS NO. 
016 016 000 II 000 17.499999 YE S 002 
PRIMAl-OU4l SOLUTIONS 

J BETA I B 
17.49999999 • 

BBOOI .50000000 I • 50000000 
8B007 .79999999 2 .39999999-
B6002 .39999999 3 .60000000 
BB009 • 199.99999 4 .39999999-
8BOl4 .10000000 5 .10000000-
BBOl8 .60000000 6 1.2999999'9, 
88016 1.39999999 7 .20000000-
B8019 .39999999 8 1.39999999 
880t2 .59999999 9 t .00000000-
BB021 1.19999999 10 .79999999-

Job 5,7 has become critical, forcing node 5 back to 17 (29 -12 = 17) •. 
Total project time reduced to 42 {2 days greater than absolute minimum; this 
reflects the cost curve on job 7,8 which has a slope of -2.0 for two days. 

PI 
. I • 00000000 
4.00000000 
9.00000000 

10.00000000 
17.00000000 
26.00000000 
29.00000000 
31.00000000 
42.00000000 
37.00000000 
37.00000000 

• 

• 

• 
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Problem M-400 Solution 

TOTAL NO. TP.2 PHS ROW CURRENT SOlN RHS 
ITERS ETAS RECS TYP NQ. VALUE tEAS NO. 
031 031 000 I I. 000 64.99999( YES 001 
PRIMAL-QUAL SOLUTIONS 

J BETA B· PI 
6~.99999864 • 1.00000000 

UPOO) I 9.00000000- • 
UP001 17.00000000 2 5.00000000- 2.)0000000 
UPOJO • 3 1.00000000- 1.80000001 
UP009 8.00000000 4 4.00000000-
UP004 2.00000000 5 2.00000000-
AA005 15.00000000 6 8.00000000-
AA008 3o.0UOOOOOo 7 4.00000000-
AAo02 4.00000000 8, 11.00000000-
AAo03 9.00000000 9 7.00000000-
UPD34 1.00000000 10 6.00000000-
AA001 24.000000UO J J 3.00000000- .09999999 
AA009 35.00000000 12 5.00000000- 2.79999996 

• AlOO4 10.00000000 13 4.00000000- 1.00000000 
UPOl4 ].00000000 1.4 5.00000000 • 
AAOIO 4.000000UO 15 · 2.00000000 
UPOl6 2.00000000 16 2.00000000 · AAO J I 4.000000QO J 7 2.50000000 
UPOl8 2.00000000 J 8 2.00000000 · AAOl2 4.00000000 19 · 2.79999999 
UP035 3.00000000 20 5.00000000- 1.00000001 
UP021 2.00000000 21 7.00000000 
AAOl3 15.00000000 22 • 1.70000000 
UP023 2.00000000 23 2.00000000 
AAOl4 15.00000000 24 2.09999999 
upo08 9.00000000 25 6.00000000- 1.89999999 
uP026 1.00000000 26 7.00000000 · AAOIS 30.00000000 27 2.19999998 
UP028 1.00000000 28 1.00000000 
AAOJ6 30.00000000 29 2.39999991 
UP030· I.COOOOOOO 30 1.00000000 • 
AAOl7 30.00000000 31 · 2.59999996 
UP032 1.00000000 32 1.00000000 · UOl8 30.00000000 33 · 2.89999996 
AA006 21.00000000 34 8.00000000-
UPOO6 9.00000000 35 12.00000000 • AAOl9 24.00000000 36 1.29999999 · UP005 9.00000000 37 35.00000000 3.19999995 

NORMAL,,2 
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(Problem M-400 Solution, continued) 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
lTERS ETAS RECS TVP NO. VALUE FEAS NO. 
031 031 000 II 000 68.199991 YES 002 
PRIMAL-DUAL SOLUTIONS 

J BETA B PI 
68.19999860 · 1.00000000 

UPOO! . I 9.00000000- • 
UP007 18.00000000 2 5.00000000- 2. 10000000 
UPOIO 1.00000000 3 1.00000000- 1.80000001 
UP009 9.00000000 4 4.00000000-
UP004 2.00000000 5 2.000mjooo- • 
AA005 l!l.ooaooooo 6 8.00000000- • 
AA008 31.00000000 7 4.00000000-
AAOD2 4.00000000 8 I I • [10000000- • 
AAOO3 9.00000000 9 7.00000000-
UP03~ 2.00000000 10 6.00000000- · AA007 25.00000000 I 1 3.00000000- .09999999 ., 
AA009 36.00000000 12 5.00000000- 2.19999996 
AA004 10.00000000 13 4.00000000- 1.00000000 
UPOl4 1.00000000 14 5.00000000 · AAOIO 4.00000000 15 • 2.00000000 
UPOl6 2.00000000 16 2.00000000 • 
AAOII 4.000000DO 17 2.50000000 
UPOl8 2.00000000 18 2.00000000 
AAOl2 4.0DOODOOO 19 · 2.79999999 
UP035 2.00000000 20 5.00000000- 1.00000001 
UP02) 2.00000000 21 1.00000000 · AAOl3 15.00000000 22 • 1.70000000 
UPD23 2.00000000 23 2.00000000 · AAOl4 15.00000000' 24 • 2.09999999 
UP008 10.00000000 25 6.00000000- 1.89999999 
UP026 'I .00000000 26 1.00000000 
AAOl5 31.00000000 21 · 2.199:J9998 
UP028 1.00000000 28· 1.00000000 · AAOl6 31.00000000 29 2.39999991 
UP030 1.00000000 30 . 1.00000000 · AAOll 31.00000000 ~I 2.59999996 
UP032 1.00000000 32 1.00000000 • 
AAOl8 31.00000000 33 2.89999996 • 
AA006 22.00000000 34 8.00000000- • 
UP006 10.00000000 35 12.00000000 · AAOl9 25.00000000 36 · 1.29999999 
UPOOS 9.00000000 37 36.00000000 3.19999995 

NORMAL.,3 



• 
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(Problem M-400 Solution, continued) 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
ITERS ETAS RECS TYP NO. VALUE FEAS NO. 

031 031 000 II 000 74.599~98 YES 003 
PRIMAL-DUAL SOLUTIONS 

J BETA B PI 
74.59999851 1.00000000 

UPOOI . I 9.00000000- · UP007 20.00000000 2 5.000000Uo- 2.10000000 
UPOIO 3.00000000 3 I .00000000- i.80000001 
UP009 11.00000000 4 4.0DOooOOO-
UPOO4 2.00000000 5 2.00000000-
AA005 15.00000000 6 8.00000000-
AA008 33.00000000 7 4.00000000-
AAOO2 4.00000000 8 I I .00000000-
AAOO3 9.00000000 9 7.00000000- • 
UP034 4.00000000 10 6.00000000- · AA007 27.00000000 I I 3.00000000- .09999999 
AA009 38.00000000 12 5.00000000- 2.79999996 
AA004 10.00000000 Jj 4.00000000- 1.00000000 
UPol4 1.00000000 14 5.00000000 · AAOIO 4.00000000 15 · 2.00000000 
UPOl6 2.o00UOOOO 16 2.00000000 · AAO II 4.00000000 17 2.50000000 
UPOl8 2.00000000 18 2.00000000 
AAOl2 4.00000000 19 2.79999999 
UP035 20 5.00000000- 1.00000001 
UP021 2.00000000 21 7.00000000 · AAOl3 15.00000000 22 1.10000000 
UP023 2.00000000 20S 2.00000000 
AAOl4 15.00000000 24 • 2.09999999 
UP008 12.00000000 "25 6.0UOOOOOO- 1.89999999 
UP026 1.00000000 26 7.00000000 
AAOIS 33.00000000 27 · 2.19999998 
UP028 1.00000000 28 1.00000000 · AAOl6 33.00000000 29 2.39999997 
UP030 1.00000000 30 1.00000000 
AAOl7 33.00000000 31 · 2.59999996 
UP032 1.00000000 32 1.00000000 
AAOl8 33.00000000 33 2.89999996 

• AAOOb 24.00000000 34 8.00000000-
UP006 12.00000000 35 12.00000000 · AAOl9 27.00000000 36 · 1.29999999 
UPOO~ 9.00000000 37 38.00000000 3.19999995 

NORMAL,,4 
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(Problem M-400 Solution, continued) 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
ITERS ETAS RECS TYP NO. V4LUE FEAS NO. 
034 034 000 II 000 18.99999( YES 004 
PRIMAL-DUAL SOLUTIONS 

J BETA B PI 
78.99999842 · 1.00000000 

UPOOI 1.00000000 I 9.00000000-
UP007 21.00000000 2 5.00000000- 1.09999999 
UPOIO 3.00000000 .:S 1.00000000- .19999999 
UP009 11.00000000 4 4.00000000-
UP004 2.00000000 5 2.00000000-
AAOO) 17.00000000 6 8.00000000- • 
AA008 35.00000000 7 4.00000000-
AA002 5.00000000 8 1 I .00000000-
AA003 10.00000000 9 1.00000000": 
UP034 4.00000000 10 6.00000000- · AA007 29.00000000 1 I 3.00000000- .09999999 

~ AA009 40.00000000 12 .5.00000000- 1.19999995 
AA004 11.00000000 I j 4.00000000- · UPOl3 1.00000000 14 5.00000000 .00000001 
AAolO 5.00000000 15 · .99999998 
UPOl6 2.0000fJoOO 16 2.00000000 · AAOII 5.00000000 J1 · 1.49999998 
UPOl8 2.00000000 18 2.00000000 • 
AAOl2 5.00000000 19 · 1.79999998 
UP020 1.00000000 20 5.00000000-
UP02J 1.00000000 21 7.00000000 
AAOl3 17.00000000 22 · .69999998 
UP023 2.00000000 23 2.00000000 · UOl4 17.00000000 24 · 1.09999997 
UP008 13.IJOOOOOOO 25 6.00000000- .89999991 
UP026 1.00000000 26 7.00000000 • 
AAOIS 35.00000000 27 · 1.19999997 
UP028 1'.00000000 28 1.00000000 • 
AAOl6 35.00000000 29 J • 3999~9/96 
UP030 1.00000000 30 1.00000000 ./ 
UOl7 35.00000000 31 · 1.59999994 
UP032 1.00000000 32 1.00000000 · UOIS 35.00000000 33 · 1.8199?994 

~ AA006 26.00000000 34 8.00000000- · UPOO6 13.00000000 35 12.00000000 1.00000001 
AAOl9 29.00000000 36 • .29999998 
UP005 10.00000000 37 40.00000000 2.J999?994 

NORMAl"S 
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(Problem M-400 Solution, continued) 

TOTAL NO .. TP .. 2 PHS ROW CURRENT SOLN RHS 
ITERS ETAS RECS TYP NO .. VAlUE FEAS NO. 
035 035 000 11 000 88.799996 YES 005 
PRIMAL-DUAL SOLUTIONS 

J BETA B PI 
88.79999820 1.00000000 

UPoOI 1.00000000 I 9.00000000-
UP007 26.00000000 2 5.00000000- .BOOOOOOI 
UPOIO 7.00000000 .1 1.00000000- .50000001 
UP009 15.00000000 1+ 4.00000000-
UP004 2.00000000 5 2.000000UO- • 
AAOOS 18.00000000· 6 8.00000000-
AA008 40.00000000 7 4.00000000-
AA002 5.00000000 8 11.00000000-
AAOO3 10.00000000 9 7.00000000-
UP034 4.o0UOOOOO 10 6.00000000-
AA007 34.00000000 II $.00000000- .09999999 
U009 1+5.00000000 12 5.00000000- 1.49999997 
AA004 11.00000000 13 4.00000000- • 
UPOl3 1.00000000 14 5.00000000 .29999999 
AAOIO 5.000UOOOO 15 .70000000 
UPOJ6 2.00000000 J6 2.00000000 
UOll 5.00000000 17 1.20000000 
UPOIS 2.00000000 18 2.00000000 • 
AAOl2 5.00000000 19 1.50000000 
UP020 2.00000000 20 5.00000000-
UP036 4.00000000 21 7.00000000 .29999998 
AAOl3 .IB.OOOOOOOO 22 ... 0000000 
UP023 2.00000000 23 2.00000000 
AAOl4 18.00000000 24 .79999999 
UP008 18.00000000 2~ 6.00000000- .,)9999999 
UP026 1.00000000 26 7.00000000 • 
AAOl5 40.00000000 27 .89999999 
UP028 1.00000000 28 1.00000000 • 
AAOl6 40.00000000 29 1.09999997 
UP030 1.00000000 30 l.OOoOooOO 
AAOl7 40.00000000 31 1.29999996 
UP032 I.OUOOOOOO 32 I. 00000000 
AADI8 40.00000000 33 1.59999996 .. UOD6 31.00000000 34 8.00000000-
UPOO6 J 8.00000000 35 12.000000UO 1.29999999 
AAOl9 30.00000000 36 
UPOOS 11.00000000 37 45.00000000 1.89999996 

NORMAl,,6 

• 
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(Problem M-400 Solution, continued) 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
lTERS ETAS RECS TYP NO. VALUE FEAS NO. 
03S 035 000 II 000 98.299997 YES 006 
PRJ MAL-DUAL SOLUTIONS 

J BETA I B PI 
98.29999801 · J .00000000 

UPOOI 1.00000llOO I 9.00000000- • 
UP007 31.00000000 2 5.00000000- .80000001 
UPOIO 12.000000[10 ~ 1.00000000- .50000001 
UP009 20.00000000 4 4.00000000-
UP004 2.00000000 5 2.00000000- • 
AAOOS 18.00000000 {, 8.00000000-
AA008 45.00000000 { 4.00000000-
AA002 5.00000000 8 11.00000000- • 
U003 10.00000000 9 1.00000000- .. 
UP034 4.00000000 10 6.00000000- · U007 39.00000000 I J 3.00000000- .09999999 
AA009 50.00000000 J 2 5.00000000- 1.~9999997 
AA004 11.00000000 13 4.00000000-
UPOl3 1.00000000 J I~ S.OOOOOOOO .29999999 
AAOIO 5.00000000 15 · .70000000 
UPOJ6 2.01J0OOOfJO 16 2.00000000 .. 
AAO I I 5.00000000 17 • 1.20000000 

, UPO 18 2.00000000 18 2.00000000 · AAD 12 'i.oOOOODOO 19 1.50000000 
UP020 2.00000000 20 5.00000000- · UP036 9.00000000 21 1.00000000 .29999998 
AAOl3 18.00000000 22 • .~OOOOOOD 
UP02.:S 2.00000000 23 2.00000000 · AAO 14 18.00000000 24 · .79999999 
UP008 23.00000000 2S 6.00000000- .59999999 
UP026 1.00000000 26 1.00000000 
AAOl5 45.00000000 21 • .R9999999 
UP028 I • aaoODooa 2A I • DOODoooD · AAOl6 45.00000000 2'/ 1.09999997 
uP030 I .00000000 30 1.00000000 
AAOl7 45.00000000 31 · 1.29999996 
UP032 1.00000000 32 1.00000000 • 
AAOl8 45.00000000 33 · 1.59999996 
AAOD6 36.00000000 34 8.0000DOaD- · UPoD6 23.00000000 35 12.00000000 1.29999999 
AAOJ9 30.00000000 .:Sb · · UPOOS I I .00000000 37 50.00000000 1.89999996 

NORMAL,,7 

" 
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(Problem M-400 Solution, continued) 

TOTAL NO. TP.2 PHS ROW CURRENT SOlN RHS 
tTERS ETAS RFCS TYP NO. VALUE FEAS NO. 
035 035 000 I [ DOD 107.79999 YES 007 
PRIMAL-DUAL SOLUTIONS 

J BETA B PI 
107.79999782 1.00000000 

UPOOI 1.00000000 J 9.00000000- • 
UP007 36.00000000 2 5.00000000- .80000001 
UPOIO 17.00000UOO 3 1.00000000- .50000001 
UP009 25.00000000 4 4.00000000"';' 
UP004 2.00000000 5 2.00000000-
AA005 18.00000000 6 8.00000000-

to AAoOS -50.00000000 7 4.00UOOOOO- • 
U002 5;.00000000 8 11.00000000-
AAo03 10.00000000 9 7.00000000-
UP034 4.o00000UO 10 6.00000000-

fI) AA007 44.00000000 II 3.00000000- .09999999 
AA009 55.00001J000 12 5.00000000- 1.49999997 
UOO4 11.00000000 13 4.00000000- e 

UPOl3 1.00000000 14 5.00000000 .29999999 
AAOIO 5.00000000 15 .70000000 
UPOl6 2.00000000 16 2.00000000 • 
AAOII 5.0OO0000U 17 1.20000000 
UPOl8 2.00000000 18 2.00000000 · AAOJ2 5.00000000 19 · 1.50000000 
UP020 2.00000000 20 5.00000000-
UP036 14.00000000 21 7.00000000 .29999996 
AAOl3 18.00000000 22 · .1~OOOoooO 

UP023 2.00000000 23 2.00000000 · AAOII+ 18.00000000 24 .79999999 
UP008 28.00000000 25 6.00000000- .59999999 
UP026 1.00000000 26 7.00000000 
AAOIS 50.00000000 27 · .89999999 
UP028 1.00000000 28 1.00000000 · UOl6 50.00000000 29 1.09999997 
UP030 I .00000000 30 1.00000000 
AAol1 50.00000000 31 .. 1.29999996 
UP032 1.00000000 32 1.00000000 · AAOl8 50.ooDOoOOO 3j • 1.59999996 
AA006 41 .. 00000000 34 8.00000000-
UP006 28.00000000 35 12.0UOOOOOo 1.29999919 
AAOl9 30.00000000 36 · UP005 11.00UoOoOo 37 55.00000000 1.89999996 

NORMAl.,8 

.. 
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(Problem M-400 Solution, continued) 

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS 
ITERS ETAS RECS TYP NO. VALUE FEAS NO. 
035 035 000 II 000 117.29999 YES 008 
PRIMAL-DUAL SOLUTIONS 

J BETA B PI 
117.29999762 · 1.00000000 

UPoo! 1.00000000 I 9.00000000- · UP001 41.00000000 2 5.00000000- .8000000J 
UPOIO 22.00000000 3 1 .00000000- .50000001 
UP009 30.00000000 4 4.00000000-
UP004 2.00000000 5 2.00000000-
AAo05 IB.OOOOOOUO 6 8.00000000-
AA008 55.00000000 1 4.00000UOO- • 
AA002 5.00000000 8 I I .00000000- • 
AA003 10.00000000 9 7.00000UOO- ," 

• 
UP034 4.00000000 10 6.00000000- · 4A007 49.00000000 1 I 3.00000000- .09999999 
AAo09 60.00000000 12 5.o00000UO- 1.49999997 ~ 

AAo04 11.00000000 13 4.00000000- · UPOl3 1.00000000 14 5.00000000 .29999999 
AAOlo 5.00000000 I~ • .70000000 
UPOJ6 2,.00000000 16 2.00000000 · UO II 5.00000000 17 1.20000000 
UPOIB 2.00000000 18 2.00000000 · AAOl2 5.00000000 19 I.SOOOOOOO 
UP020 2.00000000 2iJ 5.00000000- · UP036 19.00000000 21 7.00000000 .29991998 
UOl3 18.00000000 22 .4QOOOOOO 
UP023 2.00000000 23 2.00000000 
UO 14 18.00000000 24 · .79999999 
UP008 B.OUDOOOOo 25 6.00000000- .59999999 
UP026 1.00000000 26 7.00000000 · AAOl5 55.00000000 27 • .89999999 
UP028 1.00000000 28 1.00000000 · 44016 55.00000000 29 · 1.09999991 
UP030 1.00000000 30 , .00000000 • 
AAOl7 55.00000000 31 · 1.29999996 ~ 

UP032 1.00000000 32 1.00000000 __ · AAOl8 55.00000000 33 · 1.59999996 
AA006 46.00000000 34 8.00000000- · ~ 

UP006 33.00000000 35 12.00000000 1.29999999 
AAOl9 30.00000000 36 · • 
UP005 11.00000000 37 60.00000000 J .899999?6 

- GE TOFF 

GHOFF CALLED FOR AT ITER 035, 000 RECORDS ON TAPE 2 

ALL REQUIRED CONTENTS OF MACHINE ON TAPE 5. PULL JOB. 
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