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ABSTRACT

A method is presented for extending the scope of critical path analyses so that the
minimization of over-all project cost becomes the primary objective, rather than the
minimization of total project duration. Any desired limit can be placed on the over-all
duration of the project, and any desired dollar value can be placed on over-all project
time, so that project time can be included as one of the cost considerations making up the
total cost of the project. The method is based on linear programming, with time as the
fundamental variable. Each critical path problem is converted into an equivalent linear
programming problem. This permits the inclusion of time=-cost relationships. The solution
of the linear programming problem gives the optimum project schedule, and also indicates
which jobs are critical.

Costs of individudl jobs may be handled in the form of time-cost curves, which are
approximated piecewise by straight lines. -

Existing IBM=7090 linear programming codes are adequate for handling networks
of up to 500 nodes.

The procedure is illustrated by the solution of nine sample problems, the results of
which adequately substantiate the above conclusions,

NOTICE Lo

This document contains information of a preliminary nature and was prepared
primarily for internal use at the Oak Ridge National Laboratory. It is subject
to revision of correcfon and therefore does not represent a final report, The
information is not to be abstracted, reprinted or otherwise given public dis-
semination without the approval of the ORNL patent branch, Legal and Infor-
mation Control Department.




LEGAL NOTICE

This report was prepared as an account of Government sponsored work. Neither the United States,

nor the Commission, nor ony person acting on behalf of the Commission:

A. Makes any warranty or representation, expressed or implied, with respect to the accuracy,
completeness, or usefulness of the information contoined in this report, or that the use of
any information, apparatus, method, or process disclosed in this report may not infringe
privately owned rights; or

B. Assumes any liabilities with respect to the use of, or for damages resulting from the use of
any information, apparatus, method, or process disclosed in this report.

As used in the above, “‘person acting on behalf of the Commission'’ includes any employee or

contractor of the Commission, or employee of such contractor, to the extent that such employee

or contractor of the Commission, or employee of such contractor prepares, disseminates, or
provides access to, any information pursuant to his employment or contract with the Commission,

or his employment with such contractor.
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1.0 INTRODUCTION

Critical path scheduling is a method for finding the fastest way of accomplishing
a project which consists of many individual jobs. The jobs are interconnected accord-
ing to certain sequence requirements, so that certain jobs must be done before others
can be started; on the other hand, many jobs can proceed concurrently. Thus the jobs
form an interlocking network; the points at which the jobs join are called "nodes. "
The object of the analysis is to find the shortest way to accomplish all the jobs, thus
minimizing the time required to complete the project.

Existing critical path methods are adequate for determining over-all project
duration and determining which of the component jobs are critical. Less attention,
however, has been given to methods by which the minimization of over-all project
cost can be made the primary objective of the calculation. The purpose of this study
was to develop such a method.

2.0 LINEAR PROGRAMMING

Many physical systems can be expressed in the form of n linear equations in-~
volving more than n variables. The linear programming problem is to find the one
solution, out of the infinite numbeér of possible solutions, which minimizes (or max-
imizes) some predetermined linear function of the variables. The function being
minimized might define, for example, the total cost of an operation; an example of
a function which might be maximized is the total profit from the operation.

2.1 Restraints

Restraints or restrictions are relationships representing the physical limitations
upon the variables.

Normally the restraints are in the form of linear inequalities. These can be
converted to equalities by adding slack variables as necessary. For example

X] + Xo < 10
becomes
X'l + X2 + 52 =10

where S7 is some nonnegative number. It is a characteristic of all linear program-
ming problems that no variable may take on a negative value. Thus, the equation
limits the sum of X} and Xy to not more than 10, and also limits each of them
individually to not more than 10.
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2,2 Conversion of a Critical Path Problem to a Linear Programming Problem

Critical path scheduling applies to networks of jobs which obey certain sequenc-
ing and duration requirements. lts objective is to find the minimum time necessary to
accomplish all the jobs. This problem can be solved by a simple arithmetic procedure
which has been presented in the literature and is now widely known'.

In a scheduling problem, the individual jobs join at points called "nodes." The
times at which these points are reached can be considered as variables. The project
starts at node 1, which is assigned the time zero. Then we let

tp = time at which point 2 is reached

time at which point 3 is reached

t3

t, = time at which the project is complete (that is, point n is reached).

Thus, for a project involving n nodes, we have n - 1 variables. The restraints
on these time variables may now be written in the form of linear inequalities. These
arise from the sequencing and duration restrictions. '

Letting t} = 0, the sequence restrictions may be expressed as

t2 2 h
t3 > 1
t4 2 3
tn Z th-1

The fact that each job has a certain minimum duration may also be expressed in
the form of linear inequalities. For example, if job 1,2 has a minimum duration of
four days, we may write '

b-h24

And if job 2,3 has a minimum duration of five days, we may write

f3-|'2_>_5
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A similar inequality may be written for each job.
Now we observe that these duration restrictions can be used to replace the
sequencing restrictions; that is, the latter are no longer necessary, as they are im-

plicit in the duration restrictions. For example, comparing

tg >t and ty - ] > 4

we see that, if the latter is true, the former also must be true. Thus the duration

restrictions form the entire set of restrictions on the project. It follows that the
number of restrictions is equal to the number of jobs in the project.

In linear programming, it is a great advantage to decrease the number of res-
trictions as much as possible; the amount of computing time and the memory capacity
required increase rapidly as the number of restrictions is increased. Thus the elimina-
tion of the sequencing restrictions is well worthwhile.

2.3 Maximum Duration

If we wish to place a limit of 50 days maximum duration on the total project,
we write

t < 50

n —

2.4 Job Costs

A job which takes a certain amount of time to complete at normal speed can
usually be done in less time at a greater cost. For example, overtime wages might
be paid. In order to approach this problem simply, suppose that the job cost is re-
lated linearly to the job duration, in such a way that decreasing duration means in-
creasing cost (Fig. 1). An actual job cost curve, of course, might be considerably
more complicated (Fig. 2). Non-linear job cost curves such as this may be handled
by piecewise linear approximation; that is, several straight lines are drawn which
roughly approximate the curved line. The approximation can be made as close as
desired by increasing the number of time segments. This is discussed in detail later
in this report. '

Returning to the simplified case shown in Fig. 1, if the slope of this line is
-0.40 dollars per day for job 1,2, then the cost of this job may be expressed

C],Z = A]’2 - 040(1’2 - f'l)
where the consfant A, , represents the intercept on the vertical axis.
14

The over-all cost of the project is the sum of the individual job costs, each
job having its individual time-cost slope. Thus the over-all project cost is a linear
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function of the variables t}, tor e te The problem now is to find values of tye tor
.o t, which minimize the total project cost. The constants A1,20 A2,3s efc., are
irrelevant and do not enter into the problem, since they cannot affect the minimiza-~
tion process involving the varidbles t;, tor ooe e

I

Job Cost, $ |
|
|
, Minimum Duration
Job Duration, days

Fig. 1. Job cost curve.
Job Cost, $

/ Minimum Duration

Job Duration, days

Fig. 2. Actual job cost curve.
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3.0 SAMPLE PROBLEM M-100

~ Sample problem M-100 was designed to demonstrate the basic procedure. There
are nine nodes and sixteen jobs in the network (Fig. 3.).

The duration and sequencing restrictions for this project were written as follows:

t; = 0 (by definition)

ty = ) >4 t5 =14 27
tg - >9 | tg -ty > 11
t3-1>5 tg -t > 6
ty - 1) >4 | ty = t5 > 12
ts - 1 22 fg=1527
ty - tp > 8 t, -ty >3
by - tg > 1 tg = t, > 6
tg - t3 > 4 tg = tg > 5

In addition, an upper limit of 50 days was placed on the over=all durahon of the
project: ‘

to < 50

The restrictions were converted to equalities by adding nonnegohve slack
variables as previously indicated. The new set of restrictions is

-f2+u]=-4
'-f3+U2=-9
+f2-f3+U3=—5

+'|'2"|’4+U4:—4

+oy = t, +



Minimum Cost Minimum Cost
Job Duration, days  Slope, $ * Job Duration, days  Slope, $
1,2 4 -0.40 45 7 -0.60
1,3 9 -0.20 4,8 i -0.10
2,3 5 -0.30 5,6 6 -0.30
2,4 4 0 5,7 12 -0.30
2,5 2 -0.40 - 58 - 7 0
2,6 8 0.20 6,7 3 -0.40
3,4 ] -0.10 78 6 -0.20

3,8 4 0 8,9 5 -0.10

Fig. 3. Sample Problem M-100.



Ty - tg +ug = -7
+1’5-f6+U”=-6

+t, - t. +
+tg - t. +
3.1 Job Costs

The job costs were expressed as follows:

C].’2 = A],2 - 0.40(1'2 - t])
C]'3 = A]’3 - 0.20(t3 - t])
C2,3 = A2’3 - O.30(t3 - f2)
C8,9 = A8,9 - 0.]0(t9 - t8)

Writing out and adding up all these gives the total cost
C =K+ 0.50t, - 0.40t3 + 0.60t4 - 0.40t5 - 0.10t, - 0.50t; - 0.20tg - 0.10tg
where K represents the sum of the A's.

One additional cost factor was added: a penalty of $10 per day on the over-
all duration of the project. This was done in order to force the solution toward min-
imum project duration, fo demonstrate that this would give the same result as an
ordinary critical path analysis. Adding +10tg to the cost equation above gives

C =K+ 0.50t) - 0.40t3 + 0.60t, - 0.40t5 - 0.10t, - 0.50t, - 0.20tg + 9.90t

7
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This total cost function C is the function that is to be minimized during the linear
programming calculation; as mentioned before, the constant K has no bearing on the
values of the t's, and was omitted.

The operation of putting the problem into linear programming form has now been
completed. The variables have been assigned, the restrictions have been written, and

the cost function has been defined in terms of the variables.

3.2 Solving the Linear Programming Problem

Linear programmi ng problems such as this can be handled by the SCROL code on
the IBM-7090 computer®. The input data are the identification symbols for the
variables, the restriction equations, and the cost function. The program proceeds
automatically to minimize the cost function. The solution gives the values of the t's
that accomplish this, together with the minimal value of the cost function. The values
of the t's constitute the optimum job schedule. The question of which jobs are criti-
cal can be readily answered by comparing the t's and the minimum job durations; all
jobs that must be done in their minimum duration are critical. All noncritical jobs
that have negative cost slopes will be stretched out to their maximum duration, since
this reduces over-all cost.

The input data for problem M-100 were set up on IBM cards as required by the
SCROL code. Ninety cards were needed. The input cards are listed completely in
Appendix 13.2. The solution output for this problem is given in Appendux 13.3, with
certain unnecessary portions of the output omitted.

The solution (Fig. 4) shows the critical path and the time at which each node
is reached. The over-all project duration was 40 days, and the total cost was
$369.50. A solution by hand, using the ordinary critical path method, showed a
minimum project time of 40 days; this solution agreed in every respect with the com-
puter solution, showing that the minimum cost schedule in this case corresponds to the
minimum over-all time. This is a consequence of the large penalty ($10 per day)
placed on over-all project time.

4.0 PROBLEM M-101

All the other sample problems are variations based on the nine-node network
used in M-100. M-101 was run on the computer as an addendum to, and together
with, problem M-100, using the feature of the SCROL code that permits the in-
clusion of additional right-hand sides. The term "right-hand side," in linear pro-
gramming, refers to the constant term in the linear equation, and is so called because
of its location when the equation is written in the normal form:

ayxy + apxp + ...+ apX, = b]
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Numbers on nodes indicate time in days. Numbers on lines indicate minimum

durations of jobs

Numbers in parentheses indicate actual durations. Critical jobs

are shown by heavy lines. These jobs must be done in their minimum duration, in
order to minimize over-all cost.

Times at nodes:
t =0 tg = 26
ty = 4 =29
1‘3 =9 f8 = 35
ty = 10 to = 40
tg = 17

Fig. 4. Solution of Problem M-100.
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The linear programming matrix consists of a number of equations, each having its b,
and the vector which consists of all these b's is the complete right-hand side of the
matrix.

The SCROL code permits different right-hand side vectors to be inserted at will
after the first optimal solution has been reached. In a scheduling problem, these
right-hand sides represent the minimum job durations. To test this feature of the code,
therefore, all that was necessary was to change the minimum duration of one or more
of the jobs. Job 2,6 was chosen for this purpose; its minimum duration was changed
from 8 to 28 days, all other items being unchanged.

The result of this modification was to develop a new critical path, with an over-
all time of 46 days. This again agreed with the minimum time found by the critical
path algorithm. The solution network is shown in Fig. 5.

The SCROL code permits any number of additional right-hand sides to be in-
serted after the main problem. This was utilized in problem M-400, where eight
different right-hand sides were added. The advantage of this feature is that the addi-
tional solutions are reached much more rapidly than if the problems are run individually.

5.0 PROBLEM M-102

In this problem, the cost penalty on over-all project time was reduced from $10
per day to $0.50 per day. With this change, the program was able to effect a net
saving by stretching out the project to its maximum duration of 50 days, because the
amount saved by stretching out the individual jobs outweighed the penalty on project
time. The solution diagram is shown in Fig. 6. All individual jobs with negative
cost slopes were stretched out to their maximum duration. The durations of jobs whose
cost slopes were zero were not affected one way or the other; these jobs can have any
duration up to the maximum pemitted by the 50-day over-all limifation. .

This problem therefore demonstrates that the minimum cost schedule for a project
may be quite different from the minimum time schedule. Here, for the first time, the
procedure gives a result different from that of an ordinary critical path analysis.
Further, there is no longer any "critical path," in the sense of a continuous chain of
critical jobs from the first node to the last; a noncritical gap occurs in the chain.

This is a consequence of working toward minimum cost rather than minimum time.
Within this gap a reduction in time would actually increase cost, as may be easily
verified.

6.0 PROBLEM M-103 .

As before, an additional right-hand side was inserted following M-102, chang-
ing the minimum duration of job 2,6 to 28 days. In this case, however, the solution
was identical with that of M-102, since the latter showed job 2,6 stretched out to
32 days; thus imposing a minimum of 28 days had no effect.
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Numbers on lines indicate minimum durations of jobs. Numbers in parentheses
indicate actual durations. Critical jobs are shown by heavy lines. These jobs
must be done in their minimum duration, in order to minimize over-all cost.

Times at nodes:

t =0 ty = 32

' t) = 4 t; = 35
t3 =9 tg = 41
ty =10 tg = 46
ts5 = 23

Fig. 5. Solution of Problem M-101.
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Numbers on lines indicate minimum durations of jobs. Numbers in parentheses
indicate actual durations. Critical jobs are shown by heavy lines. These jobs
must be done in their minimum duration, in order to minimize over-all cost.

Times at nodes:

t =0 ty = 36
ty = 4 t; = 39
ty =9 tg = 45
t4 =10 ty = 50
ts = 27

Fig. 6. Solution of Problem M-102 (also applies to M-103 and M-201).
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7.0 PROBLEM M-200

The dual formulation of the linear programming matrix was used with this problem.
The dual formulation converts the original set of restrictions into a new set in which
the coefficients are obtained by reading down the columns of the original restrictions.
Since the linear programming matrix is a tabulation of these coefficients, the new
matrix is the old matrix rotated 90°; that is, the rows become columns, and the columns,
rows. The original right-hand side becomes the new cost row, and the original cost row
becomes the new right-hand side. Also, the sense of all the original inequalities is
reversed. Surprisingly, the solution of the dual form gives the same minimum cost as
the solution of the primal form. The solution also indicates the same optimal job sched-
ule. * The proof of this is found in standard references on linear programming®.

The advantage of the dual form is that it frequently permits a considerable re-
duction in the number of restrictions in the matrix. Thus a problem like M-100, which
had 17 inequalities and 8 variables, can be converted to one having 8 inequalities
and 17 variables. The reduction in the number of inequalities permits a considerable
saving in computer time. The increase in the number of variables has relatively little
effect.

Of equal importance from a practical point of view is that the size of the maxi-
mum problem that can be handled by the SCROL code is limited to 511 eqations.
The limit on the number of variables is 6000. A project consisting of 500 nodes and
2000 jobs would have about 2000 equations in the primal form, thus exceeding the
capacity of the computer. In the dual form, however, it would have only 500 equa-
tions, which is within the capacity limitation. This is the reason for the statement
made earlier in this report that projects having up to about 500 nodes can be handled
by the code.

The solution of M-200 was identical with that of M-100, thus demonstrating
the validity of the dual procedure.

8.0 PROBLEM M-201

This was run as a second right-hand side of M-200. In the dual form, the
right-hand side corresponds to the original cost row, so the change made in going
from M-200 to M-201 was a change in a cost coefficient rather than a change in
job duration. The cost coefficient changed was the one giving the penalty on over-
all project time. By changing this from $10 to $0.50, the problem was made identi-
cal with M-102, thus providing a means of checking the solution. The solution of
M=-201 was, in fact, identical with that of M-102, thus validating the result.

Thus converting a problem to the dual form pemits the investigation of various
cost coefficients by means of added right-hand sides. On the other hand, if the
primary interest is in varying job durations, the primal form will be more convenient.
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9.0 PROBLEM M-300

The next step was the introduction of nonlinear job cost curves. In M-300 a
three-piece cost curve was constructed for job 7,8, In all other respects, the problem
was identical with M-201. The three-piece cost curve for job 7,8 is shown in Fig. 7.

Job Cost, $

Slope = -0.2

Job Duration, days
Fig. 7. Cost curve for Job 7,8.

In practice, the job cost curve might be a smoothly curving line as in Fig. 2;
the piecewise-linear representation shown here is supposed to be an approximation
to such an actual curve. By increasing the number of straight-line segments, the
approximation can be made as close as desired.

Each straight-line segment has the effect of introducing one additional node into
the network diagram. The additional nodes for job 7,8 were numbered 10 and 11,
thus making it possible to represent job 7,8 as shown in Fig. 8.

Cost Slope = -2

Job Cost, $

Cost Slope = -0.2

~ Job Duration, days

Fig. 8. Piecewise representation of Job 7,8.
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Job 7,8 has thus been broken down into three jobs: job 7,10, job 10,11, and job
11,8. These are handled like ordinary jobs of the network, using the same basic
procedure as in M-100. The minimum durations, however, must be chosen with care.
The minimum for job 7,10 is 6 days; but jobs 10,11 and 11,8 have minimums of zero,
because the whole job 7,8 could be done in 6 days.

In addition to minimum duration restrictions, there must be maximum duration
restrictions placed on each segment except the last. Job 7,10 has a maximum of 8
days because if it went to 9 days it would enter segment 10,11. In the same way,
job 10,11 has a maximum length of 3 days (11 minus 8). Job 11,8 has no maximum.

The inequalities expressing these restrictions are

Mo~ f72°¢
M1~ fo2?
tg =t >0
to =ty <8
ty, - ta<3

11 10 =

These restrictions were added to those of problem M-201 to obtain the complete
set of restrictions for M=-300. One restriction was eliminated, the one expressing the
minimum duration of job 7,8, which has been replaced by those above.

The cost coefficients of the variables were calculated in the usual manner,
using the cost slopes shown for the new jobs. This problem was run in the dual form.
The solution is shown in Fig. 9.

The differences in the solutions of M-201 (same as M-102) and M-300 are
due to the different cost slopes introduced in job 7,8. A duration of 8 days was
found for this job; this avoids the rapid increase of cost in the é- to 8-day duration
region. In the solution of M-201, the duration of job 7,8 was 6 days; but the
slope of the cost curve in this case was only -0.20.

Thus the program is able to discriminate between slopes and choose the optimum
duration for each job. If the cost curve for a job is nonlinear, it may be approxi-
mated by straight lines to any desired degree of refinement.

’

10.0 PROBLEM M-301

M=-301 was an additional right-hand side on M-300; it had a cost penalty on
project time of 1.50 instead of 0.50. This increase in cost penalty was sufficient to
cause a reduction in over-all time from 50 to 42 days. The solution is shown in Fig. 10.
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Numbers on lines indicate minimum durations of jobs. Numbers in parentheses
indicate actual durations. Critical jobs are shown by heavy lines. These jobs
must be done in their minimum duration, in order to minimize over-all cost.

Times at nodes:

t]=0 ty = 34
t) = 4 t; =37
t3 =9 . tg =45
ty =10 ty =50
te =25

Fig. 9. Solution of Problem M-300.
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Numbers on jobs indicate minimum durations of jobs. Numbers in parentheses
indicate actual durations. Critical jobs are shown by heavy lines. These jobs
must be done in their minimum duration, in order to minimize over-all cost.

Times at nodes:

t, =0 t, = 26
1-2:4 t7=29
ty =9 tg = 37
ty =10 f9=42
ts =17

Fig. 10. Solution of Problem M-301.
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Comparing this solution with that of M-300, it is seen that the durations of jobs
2,6; 3,8; 4,5; ond 4,8 have each been reduced by 8 days. The cost slopes of these
jobs are respectively -0.20, 0, -0.60, and -0.10. The additional cost incurred for
these jobs therefore amounts to 0.90 per day. The project time penalty of 1.50 per
day evidently makes the reduction in time worth while.

11.0 PROBLEM M-400

Problem M-400 illustrates the procedure used in developing a project cost curve,
i.e., aplot of project cost versus project duration. For convenience, project cost may
be considered as the sum of the individual job costs plus the project time penalty. The
total job costs and the project time penalty may be plotted separately vs. project duration:

Total Job Cost
Project Time Penalty

Project Duration Project Duration

The project cost curve, then, is the sum of the total job cost and project time penalty
curves: :

Total Project Cost

Project Duration

Because of the shape of the two component curves, the project cost curve will
generally have a minimum cost point, indicating the optimum project duration.
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In problem M-400, the solution was carried only to the point of developing a
total job cost curve, since this was the phase of essential interest. The addition of
the cost penalty curve can be handled separately without linear programming; this
presents no problems beyond assessing what the cost penalty should be in the actual
project situation. ‘

The total job cost curve was developed by the technique of multiple right-hand
sides. Each right-hand side included some specified maximum project duration. No
‘project time penalty was included, so the solution always called for the maximum
project duration permitted. The cost function in each case represented the total job
cost, since there was no time penalty. Thus a series of points was obtained, each
‘project duration being accompanied by a total job cost which was the minimum possible
for that duration. A plot of these points gave the total job cost curve (Fig. 11). It
was necessary to add a constant term to make the job costs positive, since the cost
function consisted of only the job-cost slopes, and therefore showed a negative total
cost. The solution data used in plotting the curve were:

Right-Hand Project Duration, Total Job Cost, Plus Constant Cost

Side days dollars of $200.0
1 35 - -65.0 $135.0
2 36 _ -68.2 - 131.8
3 - 38 -74.6 : 125.4
4 40 -79.0 121.0
5 . 45 -88.8. 111.2
6 50 -98.3 . ' 101.7
7 55 -107.8 T 92.2
8

60 -117.3 82.7
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\
.... No penalty included
for project time
| Ve
\.
- \o
\.\
)
| | A
30 40 50 60 80

Project Duration, days

1. Problem M-400 project cost curve.
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13.0 APPENDIX

Project Network Diagrams, Job Durations and Cost Slopes, and Equations

Problems M~100 and M-200

_ ~ Minimum Cost
Job Duration, days  Slope, $
1,2 4 -0.40
1,3 9 -0.20
2,3 5 -0.30
24 4 0
2,5 2 -0.40
2,6 8 -0.20
3,4 1 -0.10
3,8 4 0

‘Minimum Cost
Job Duration, days  Slope, $
4,5 7 -0.60
4,8 11 -0.10
56 6 -0.30
5,7 12 -0,30
5,8 7 0
6,7 3 -0.40
7,8 6 -0.20
8,9 5 -0.10
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Problems M-100 and M-200 Equations

“'1’2+ U] = -4
-rf3 + up = -9

Hy - 13+ ug = =5

tHy -ty tu, = -4
+f2 - f5 + U5 = -2
+f2 - f6+U6=-8
+l'3 - f4+u7=-]
~+f3-f8+08=-4
+f4—f5+u9=-7
+f4 - f8+u.|0 = -1
+f5 - t6 + U.I.I = =6
+|'5 - f7 + U.|2 '= ~-12
+f5 - 1’8 + U.|3 = -7
+f6 - t7+U]4 =-3
+f7-t8+u]5 = =6
+f8 - t9+u]6=-5
+f9 +u17 = +50

Problems M-100 and M-200 Cost Equation

C =050t - 0.40 t3+0.60 t4 - 0.40 t5 - 0.10 5 - 0.50 t; - 0.20 tg + 9.90 tg
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Problem M-101

Minimurﬁ Cost A Minimum Cost
Job Duration, days  Slope, $ Job Duration, days  Slope, $
1,2 4 | -0.40 4,5 7 -0.60
1,3 o -0.20 4,8 1 -0.10
2,3 5 -0.30 5,6 6 -0.30
24 4, 0 5,7 12 -0.30
2,5 2 -0.40 5,8 7 0
2,6 28 -0.20 6,7 3 -0.40
3,4 1 ~-0.10 7,8 6 -0.20

3,8 4 0 8,9 5 -0.10

-
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Problem M-101 Equations

+f2—f3+u3=-5

Hy -t tu, = -4
Hy -t ug = -2
H, - t6+u6=-28
Hy -ty +u, = -]
Hy - tg g = -4
Hy =t +ug = <7
tHy - g tug = -11
g -ty tup =0
Hy =t U, = =12
My - gty T
He -ty =3
Hy =t t U =<6
g gt U = O
Hy +u]7=+50

Problem M-101 Cost Equation

C =0.50 ty = 0.40 ty + 0.60 ty - 0.40 ts - 0.10 te - 0.59 t, - 0.20 tg + 9.90 ty



Problems M-102 and M-201

Minimum Cost

Job Duration, days  Slope, $
1,2 4 -0.40
1,3 9 -0.20
2,3 5 -0.30
2,4 4 0

2,5 2 -0.40
2,6 8 -0.20
3,4 1 -0.10
3,8 4 0
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Minimum

_ Cost

Job Duration, days  Slope, $
4,5 7 -0.60
4,8 1 -0.10
5,6 6 -0.30
5,7 12 -0.30
5,8 7 0

6,7 3 -0.40
7,8 6 -0.20
8,9 5 -0.10




-29-

Problems M-102 and M-201 Equations

—t2+u]=-4
-t3+u2=-9_
Hy = by + Uy = <5
+t2‘-f4+u45-4
Hy - b b ug = -2,
Hy -t T ug = -8

+‘I’3-f4+u7—-]

Hy - tg +ug = -4

Hy - b +ug = =7

Hy =t o= -1
Ho -t tu = -6
+f5 - f7 + Uip = =12
He - tg Uy = 7
Ho- b U, = -3
o= fg U, = -6
Hg - tg tuy = 5
+y + Uy, = 450

Problems M-102 and M-201 Cost Equation

+0,60t, - 0.40t. - 0.10t, - 0.50 t5, - 0.20 t, + 0.40 t

C =0.50t,-0.40t 4 5 6 7 8 9

2 3



Problem M-103

Minimum Cost
Job Duration, days Slope, $
1,2 4 -0.40
1,3 9 -0.20
2,3 5 -0.30
2,4 4 0
2,5 2 -0.40
2,6 28 ~0.20
3,4 1 -0.10
3,8 4 0
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Minimum Cost
Job Duration, days  Slope, $
4,5 7 -0.60
4,8 11 -=0.10
5,6 6 -0.30
5,7 12 -0.30
5,8 7 0
6,7 3 -0.40
7,8 6 -0.20
8,9 5 -0.10
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Problem M-103 Equations

'-f2 + vy = -4

ty tup =9
Hy =ty ug = -5
ty -ty +u, = -4
Hy =t +ug = -2
Hy -t tu, = -28
Hy -ty +u, = -
+t3-t8+u8=-4
+t4-f5+u9=-7
Hy - g+ = -1
He =t U = -6
He = b+ Uy, = 12
Hy - gt Uz =
A Vi
Hy - fg iy =6
Hg = tg + upg = 5
Hy + Uy, = 450

Problem M-103 Cost Equation

C =0.50 t, - 0.49 ty + 0.60 ty - 0.40t; - 0.10 t, - 0.50 t, - 0.20 tg* 0.40 ty



Problems M-300 and M-301

Minimum Cost
Job Duration, days Slope, $
1,2 4 -0.40
1,3 9 -0.20
2,3 5 -=0.30
2,4 4 0
2,5 2 -0.40
2,6 8 -0.20
3,4 ] -0.10
3,8 4 0.
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Minimum Cost
Job Duration, days  Slope, $
4,5 7 -0.60
4,8 11 -0.10
5,6 6 -0.30
5,7 12 -0.30
58 7 0
6,7 3 -0.40
7,8 6 see note
8,9 5 -0.10

Note: Job 7,8 has a three-piece cost curve; see Fig. 8, page 16.
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Problems M-300 and M-301 Restrictions

b >4 b=t > 12
tg >9 tg = ts > 7
ty =ty > 5 ty =t >3
ty -ty >4 to =ty 26
t5-t222 t9-t825
ty - t, > 8 ~t > =50
ty =ty > 1 ot ty > -8
g3 4 T ho2?
f5-f427 t”+tmz—3
f8‘-t42” f8-f”20
ty = ts > 6

Problem M-300 Cost Equation

C =0.50 ty - 0.40 t3+0.60 ty - 0.40 ts - 0.10f6

+1.30 t, - 0.20 tg * 0.40 to - 1.00 ho -~ 0.80 t”

M-301 cost equation is identical except that coefficient of to is +1.40.



Problem M-400

Number on line indicates minimum duration of job. Second number indicates
maximum duration, if any. Numbers in parentheses indicate cost slopes.

OO0 5@ EX a0
OO

O Z O 50

@ (12) C}(-09) ’O -07) >(17) (-05) >(18) -oz)’.




-35-

Problem M-400 Restrictions

-f3 ﬁ -9 'H’.Io 55 +i‘]5 - 1'7 S 7
Tt < 1 ¥ o S0 e * 15 S0
R T hol? e ~hs S
R 2ty 20 7 *he <0
tsrt <2 tha oty 22 7 " he ST
-f6+f2 5-8 -1‘2"‘ 1’125 0 t]8+t]750
gty < RERE S g~y S
-f8+f4 S—]] +f]3 i’457 -f8+i’]850
gt < hathg 20 Mg tts <78
tetts <6 thehas? thy ~ 15 <12
-t <-3 -tg tt, <0 -ttt <0
-tg + f8 <=5 hs + t7 < =6 o <3 (see
note)
“Ho <4

Note: The first right~-hand side limited the over-all duration to 35 as indicated;
successive right-hand sides changed this to 36, 38, 40, 45, 50, 55, and 60 days.

Problem M-400 Cost Equation

2 3 4 5011,

- 0.5 b+ 0.1 tg - 0.4 ty - 1.0 f]0-0.5 f”

-0.3f] -0.7f]3-0.4 r]4-0.3 t]5-0.2 tw

C =+0.7t,+03¢t,+08¢t, +2.1¢

2

-0.2t,,-03¢t,,-13t

17 18 19
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13.2 Input Cards

Problem M-100

+1D CRITICAL PATH SCHEDULING PROBLEM M—-100 R.SALMON JUNE 6 1962
"eCHARGE(3215) :
#TAPEL1,55TU44SAVE)(2,P00L)13,POOLY(L,POOL) (S5,POOL,SAVE) (6,0UTPUT)
*EXECUTE

#«TAPE(10,PCOL,SAVE)

eASSIGN{1,AS)12,A0)(3,AL)(4,B3)(5,85){10,86)

sTYPELCOMP,LT,4,16K)

RDDATA

9 9

« LP M-100 JUNE 6,1962
17 0 1

i uPOD} 2 uP002 3 UP003 & UPQOOH 5 UP005 6 uPOO6 7 upPOoav
8 upQ08 9 uP009 10 UPOIO 11 UuPOtY 12 UPOI2 ¥3 UPCI3 14 uPOIN
15 UPOIS 16 UPO1S 17 urPl7?

MATRIX
AADO20 o5
AAOQO021 -~
AAQO23 )
AADD2M l
AAQD25 I
AAQO26 !
AACO30 -.u
AADO32 -1
AAQD33 -1
AADD37 1
AADO38 !
AAQO40 .
AADOLY -1
AADOLT -1
AAQOLQ 1
AADO%IO )
AABOSO -.4
AA0O0S55 -1
AADOS9 ~-)
AAGOSEE I
AAQOS312 )
AACDS13
AAUUGU -]
AADOG6S6 -]
AADBD6IY =)
AADBG6IN 1
AAOQ070 -.5
AADO712 -]
AAQOT7I4 -1
AADO0715 )
AADOBD -.2
AADOBS -1

AACO81IC -1



(Problem M-100, continued)

AADO8B13 -}
AAQDBIS -1}
AADOB16 1
AACO9D 9.
AACO916
AACO917
ueaoN
upPCO22
uP0033
UPDOLY
uP0O5S
uP0Ob66
ueaovry
up0o0DBS
urPCO99
ur0i010
urPdl1tll
uPOI12i12
upPd1313
UPOI NI Y
uPd1515
urPQi 616
urPoLITI?
FIRST B



{Problem M-100, continued)

7 -1}
8 -4
9 =7
10 -1
11 -6
12 =12
13 -7
1y -3
15 -6
16 -5
17 SO

EQF

SETUP

NORMAL

NORMAL ¢+ 2

GETOFF
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Problem M-102

#ID CRITICAL PATH SCHEDULING PROBLEM M-102 R.SALMON JUNE 12 1962

#CHARGE(3215)

#TAPE{1,5574,SAVE)(2,PO0L) (3,PO0L) (4,POOL)(5,P00L,SAVE)(6,0UTPUT)

#«EXECUTE

#«TAPE(10,POOL,SAVE)

#ASSIGN(1,A5)(2,A0)(3,AH)(4,B3)(5,B5)(10,8B6)

#TYPE(CCMP,LT,L,16K)
RDDATA |

9 9

+ LP M-102 JUNE 12 1962
17 0 o
| upaol 2 uproO2 3 uPOO03 &
8 upQoas 9 upPco9 10 uPOID 11
15 UPDOIS 16 UPDI6 1T UPOIT

MATRIX

urP0aOs S

uegt i

o
<

urOOS 6

ueb12

13

up0O6 7

urPd13

4

up0O7

urDiy



(Problem M-102, continued)

AAGD20 «5
AADO21 -1
AADD23 !
AAQO24 I
AADOD25 !
AAO0G26 |
AAOD30 -.u
AA0032 -1
AAD033 -
AAQO37Y |
AAOO38 |
AAOOuQ .6
AADOLY -1
AAQDOMT -

AAQOu49 t
AAQO4tO0 !

AADDS0 -.b
AAOOS55 =1
AADOS59 -1
AABOS1T |
AAOOS12 |
AADOS13 |
AAQDG6O -1
AAO066 -1

AAQO6L) =1

-39-
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(Problem M-102, continued)

AADDGIY |
AADO70 -.5
AAODT712 -1
AAQOT 1Y -1
AADDTIS |
AADDBD -.2
AADOB8 -
AAQO8ID -1
AAOO8I3 -1
AAQD8BIS -1
AAQOB(6 |
AADD9D° .4
AADD916 -1
AADD917 |
urPOOII 1
uPgO22 |
uP0033 |
uPOOUY |
uPOOS55 |

urPdD066 |
up0O7?7 !

up0O08es 1
upP0099 |
uPoI0I0 I

V1220 N I I I



(Problem M-102, confiAnued)

urgi2i1z 1
urg1313 |
uPdiLiu |
urPgISIS |
UPdl1616 I
uegiI7i7? |
FIRST B
I -4
2 -9
3 =5
4 -y
5 =2
6 -8
7 -
8 -4
9 -7
g -1y
11 =6
12 =12
13 -7
Iy -3
15 -6
16 -5
17 50

NEXT B,2



(Problem M-102, continued)

Io-u
2 -9
3 -5
T
5 -2
6 -28
7o
8 -u
9 -7
10 -1
(-6
12 -12
13 -7
Iy -3
15 -6
16 -5
17 50

EOF

SETUP

NORMAL

NORMAL,,2

GETOFF
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Problem M-200

«1ID CRITICAL PATH PROBLEM M-200 R.SALMON JUNE 12 1962
#CHARGE(3215) ' -
#PAPER(1,41)
#TAPE(1,5574,SAVE)(2,POOL) (3,POOL) (4,POOL){5,POOL,SAVE)(6,0UTPUT)
sEXECUTE

«TAPE(10,POOL,SAVE)
#ASSIGN(1,A5)(2,A0)(3,A4)(4,33)(5,85)(1C.,B6)
*=TYPE{COMP,LT,u4, l6K)

RODATA

9 9 ‘

& LP M-200 JUNE 12 1962

8 0 l

i up001 2 upP0DO2 3 urDO3 &4 uP0O0Yu 5 uPdos 6 ued06 7 uPDO7
8 up008
MATRIX

880010 -4

8800114 }

8B0D20 -9

B80O022 I

8B0O030 -5

880031 ~—1

880032 1

8BO0O4O -u

880341 -1

8B0OO43 |

BB0O0O50 -2

88005t -1

BBUOSY {

BBD060 -8

BB0OO6Y -t

880065 [

BBOD7O -1

880072 -1I

880073 I

BBO08O -4

BB0O082 -1

880087 I

BB0OO9D -7

BBON93 -1

8B0OD9YY l

BBOI10O0 -1

BBOIG3 -1

880107 {

BBOI1OD -6

B8O 14 -

BBOIIS I



(Problem M-200, continued) .

BBOI20 -12
BBOI124 -}
BBOI126 !
BB0130 -7
BBOI34 -|
BBOI137 |
ssot40 -3
BBoIuS -1
BBO146 |
BBOISO -6
880156 -1
8BOIS7 1
8B0Ol60 -5
BBDI6T -1
8B0168 )
BBOI 70 50
BBOI78 -1
uPdlil !
up0022 {
upPDD33 !
uPOOLL |
uP0055 l
uP0D66 |
uP0077 |
ueQposs t
FIRST 8 :
| .5
2 -.M
3 «b
4 -.b
5 -ol
6 -05
7 “02
8 9.9
NEXT B,2
| 5
2 -.l&
3 .6
k -.u
5 -ol
6 -05
7 -02
8 ol
EOF
SETuP
NORMAL
NORMAL,,42

GETOFF
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Problem M-300

«ID CRITICAL PATH SCHEDULING PROBLEM M-300 R.SALMON JUNE 12 1962
«CHARGE(3215)
*TAPE(1,45574,SAVE)(2,PO0L) (3,PO0L){4,PO0L)(5,P00L,SAVE)(6,0UTPUT)
=EXECUTE
«TAPE(13,PO0L,SAVE)
*ASSIGN{1,AS5)(2,A0)(3,AL)(4,B3)(5,B5)(10,86)
#TYPE(COMP,LT,hu,]6K)
RDDATA
9 9
LP M-30D JUNE 12 1962

a 1

upaa1

uprQ@o2

uP003

uPOOH

urPDOS

uPC06

uPoov?

ue00O8

uPd09
10 urGIO
MATRI X

BB00DIO0 -4

BBOJI | |

BBOO20 -9

g80022 !

880030 -5

880031 -!

8B0032 !

es0Du0 -4

8BOOMYT -1

BBOOL3 |

BB0OOSO -2

880051 -1

880054 |

880060 -8

880061 ~-I

BBODGS I

80070 -1

8B0072 -1

BBOO73 (

8B0O0O8BO -4

BBOD82 -1I

880087 !

880090 -7

BBOOY3 -I

o

OCDNOVEFE NN—=—



(Problem M=300, continued)

BBO0O94 1
8BoI00 ~-11
BBOI103 -|
880107 I
8BoIIc -6
8811y -1
BBOI1S |
BBO120 -12
BROI24 -1
8B0126 |
8B0O130 -7
BBOt 34 -1
880137 |
BBOI4O -3

BBOI4S |
BBOI146 {
BBOI50 -6
BBOIS56 -
8BOISY9 |
BB0i60 -5
BBOI&6T -1
BB80168 |
BBOI 70 50
BBOIT8 -1
880180 8
880186 l
BBO189 -1
BBO1I99 -1
8aB0OI9IO 1
880200 3
880209 I
8802010 -1
BBO217 {
8802110 -1
urPoOI | |
upP0D22 i
uPO033 |
uPOOLUY |
uPd055 t
UP0066 1
up0D77 |
upPpDB8 }
uPdD99 |
updIOI0. |
FIRSY 8

! 5

2 -.u

3 b
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(Problem M-300, continued)

CEO~NOUVFE
.
w

a
!

.
[o <]

NEXT B2

= QW NOUVEWN -
'
*

EOF

SETUP
NORMAL
NORMAL,,2
GETOFF
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Problem M-400

«[D PROBLEM M-400 R.SALMON JUNE 25,1962

#CHARGE(3215)

*TAPE{1,557T4,SAVE) (2, POOL)(3.PO0L)(M POOL ) (5,PO0OL,SAVE) (6, OUTPUT)
#«TAPE(10,POOL,SAVE)

*ASSLGN(1,A5)(2,A0)(3,A4){4H,B3)(5,B5)(10,86)

“EXECUTE
#TYPE(COMP,LT 4,1 6K)
RDDATA

9 9
37 0 )
I uPDD)
2 ypPOD2
3 uPOO3
4 UPDOM
5  UPODS
6 uPOD6
7 up0O7
8 uPOOS
9  uPDD9
10 UPDIO
11 uPOIl
12 UPDI2
13 UPDI3
ju UPDIL
15 UPDIS
16 uPDIG
17 uPOIT
18 UPDIB
19 UPDIY
20 UuPD20
21 uP021
22 UPD22
23 uPD23
24 UPO2M4
25 UPD25
26 UPD26
27 uPD27
28 UPD28
29 UPD29
30 UPD30
31 uPD3|
32 UPD32
33 UPD33
34 UPD3M
35 yP035

36 UPD3S
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(Problem M-400, continued)

37 uPD37

MATRIX
AADD20 .7
AADD22 I
AADD2U ]
AADD25 1
AAOG26 1.
AADD219 -1
AADD30 .3
AADO31 -
AADD32 -
AADO33 ]
AADD37 1
’ AADOLD .8
AAODON3 -]
AAODUY -}
LA AADOY4B I
AADDU20
AADDU21 -1
AADOSD 2.1
L AADOS5S5 -1
o AADBDS9? )
B AADOSIO )
AADO524 ~)
L AADOS34 |
L AADD535 -1
b " AADD6D -.1
AADDG66 -}
AADDG610 -1
AADOG6I1 1
AAD070 -.5
AAODTI! =)
AADOT25
AAODT726 -1
N AADOT736 -1
o AADDSD .1
AADD8T ~1
AADD88 -1
. AADD89 )
AADDBI2 1}
AADD833 -1
AADD90 -.u4
AADO912 -}
AADD937
CAADIOO -1
AA0IO13 -]
AADIOIY |

AADJOIS |}




(Problem M-400, continued)

AADIDI6 -1
AADIIOD -5
AAOII15 -1
ARDITIG I
AADIIIT )
AAOI118 -1
AAD120 -.3
AADI217 -1
AAD1218 |
AADI219 |
AADI30 -.7
AAD1320 -1
AAD1321 )
AAD1322 )
AAD1323 -1
AADIUD -.4
AAD1 422 -}
AADI423 |
AADIN2N )
AADISD -.3
AAD1525 -)
AAD1526 |
AADIS27 )
AAD1528 -1
AAD160 -.2
AAD1627 -1
AAD1 628 1
AAD1629 |
AAD1630 -1
AADI70 -.2
AADIT729 -1
AAQIT730
AADIT3) )
AADIT732 -1
AADIBO -.3
AADI831 -1
AADIB32 1
AADI833 )
AADI9D -1.3
AADI934 |
AAD1935 )
AAD1936 |
uPDONI 1
uP0022 |
uP0033 1
uPODu4Y ]
uPDDSS 1
uP0066 |
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{Problem M-400, continued)

uPOBT? |
= uPDD8S |
; uPDO99 |
upPDIOIO |

uPOI It |

uPD1I212 |

UPO1313

uPOILIL |

uPDISIS I

uPD1616 |

UPDITIT I

uPOI8IB |

urPdI919 |

- yP02020 |

upPd2121 -1

uPD2222 |

upP02323 |

. uPB2u24 |
uP0D2525 |

UPD2626 )

upPD2727 |

uPD2828 |

uP02929 |

uPD3030 |

uP03131 )

UPD3232 |

UPD3333 )

UPO3434 |

uP03535 |

UP03636 1

~ UPO3737 1
FIRST B

!
2

‘ 3 -

. b -4

- 5 =2 ,
6 -8
7 -u

. 8 -1
v -7
10 -6
1 -3
12 =5
13 -u
s 5
16 2
18 2

ez bl ol e i



-52-

(Problem M-400, continued)

20 -5
21 7
23 2
25 -6
26 7
28 1
30 1
32 1
34 -8
35 12
37 35
NEXT B2
1 -9
2 -5
3 -1
v -y
5 =2
6 -8
7 -4
8 -11I
? -7
10 -6
11 -3
12 -5
13 -4
s 5
16 2
18 2
20 -5
21 7
23 2
25 -6
26 7
28 |
30
32 1
34 -8
35 12
317 36
NEXT B,3
1 -9



(Problem M-400, continued)

9 -7
10 -6
1 -3
I2 -5
13 -4



(Problem M-400, continued)

NEXT B+5S
’ 1 -9
2 -5
3 -y
b~y
5 =2
6 -8
7 ~4
8 -11
9 -7
10 ~6
11 -3
12 -5
13 ~4
i S
16 2
18 2
20 -5
21 7
23 2
25 -4
26 7
28 )
30 1
32 1
34 -8
35 )12
. 37 45
NEXT B,6
1 -9
2 -5
3 -}
4y -4
5 -2
6 -8
7 =4
8 -11
? -7
10 -6
11 -3
12 -5
13 -y
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(Problem M-400, continued)

25 =6

NEXT B,7

OC®NOPNEWN—
U
N

(=]
1
o

—— O WNCUEWN =
]
®

- Q0
I
o



(Problem M~400, continued)

12 -5
13 -4
i 5
16 2
18 2
20 -5
21 7
23 2
25 -6
26 7
28 |
30 1
32 )
3y -8
35 12
37 60
EOF
SETUP
NORMAL
NORMAL,,2
NORMAL,y,43
NORMAL, 4
NORMAL,,5
NORMAL,,6
NORMAL,,7
NORMAL,,8

GETOFF



TOTAL NO. TP:2 PHS ROW
ITERS ETAS RECS TYP NO.
a1s5 015 000 11 00O
PRIMAL~DUAL SOLUTIONS

J BETA
369.50000038-
ue003 .
AADOL 10.00000000
AADD2 4.00000000
upP008 22.00000000
uPODS 11.00000000
ueralI0 iu,00000000
uP OO0y 2.00000000
AAODOB 35.00000000
uprOD6 14.00000000
AADO6 ' 26.00000000
urPOI3 i 1.00000000
urol |l 3.00000000
AAOO7 29.00000000
AADDS 17.00000000
AAQO03. 9.00000000
AADQ9 40.00000000
uPbI7 10.00000000

. 13.3 Solution Output Tapes
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Problem M-100 Solution

CURRENT
VALUE
-369.49999

1

WN=O0 0N WNWEWN —

~No uv&E

SOLN

FEAS

YES

B8

4.00000000-
9.00000000-
5.00000000-
4,00000000-
2.00000000~
8.00000600-
1 00000000~
4.00000000-
7.00000000-
!1.00000000-
6.00000000-
12.00000000-
7.00000000-
3.00000000-

6.00000000~

5.00000000-
50.00000000

RHS

NO. -

001

Pl
1..00000000
. 50000000
8. 90000002

9. 30000001

8. 70000001

9. 10000000

« 09999999
9. 70000000
9.89999999



Problem M-101 Solution

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS

ITERS ETAS RECS TYP NO. VALUE FEAS NO.

o1y 017 000 11 000 -421.69999 YES 002

PRIMAL-DUAL SOLUTIONS

J BETA , I . B P

421.70000049- . ] ..00000000

urPa03 N } 4 .00000D000~ 9.20000001

AAQOu 10.00000000 2 9.00000000- . 20000000

AADO2 4,00000000 3 5.00000000~ N :

up0O8 28.004000D00 4 4.00000000-- e

upP00OS5 17.00000000 5 2.00000000-~ o

UrOiOo 20.00000000 6 28.00000000- '~ 8.7000000!

uPOCH 2.00000000 7 1 . 000000060~ « 59999999

AADDS8 41.00000060 8 4 .00000000- N

urPD09 6.00000000 9 7.00000000- .

AAQD6 32.00000000 10 11.00000000- .

UPDI13 I1.00000000 11 6.00000000- . :

upPOt Y 3.00000000 12 12.00000000- « 39999999

AADO7 35.00000000 13 7.00000000- .

AADDS 23.00000000 1y 3.00000000- 8.80000001

AAQQD3 9.00000000 15 6.00000000~ 9.70000000

AADD9 46.00000000 16 5.00000000- 9.89999999

upPOI7 4.00000000 17 50. 00000000 .
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Problem M-102 Solution

TOTAL NO. TP.2 PHS ROW - CURRENT SOLN RHS

ITERS ETAS RECS. TYP NO. VALUE FEAS NO.

016 0t6 000 1! 00O 18.499999 YES 001

PRIMAL-DUAL SOLUTIONS

J BETA I B P1

18.L9999943 . 1 .00000000

uP0O3 - ' | 4.00000000- . 50000000

AAQOu 10. 00000000 2 9.00000000- . 20000000

AAQD2 4.00000000 3 5.00000000~ .

up008 32.00000000 i 4. 00000000~ .

uPDOS 21.00000000 5 2.00000000- .

uPDIO 24, 00000000 6 8.00000n00- -

uPOOY 2.00000000 7 1.00000000- .

AADO8 45.00000000 8 4 .00000000- .

urP0O6 24.00000000 9 7.00000000- .

AAQO6 36.00000000 10 11.00000000- .

urPO13 11.C0000000 11 6.00000000- .

ueao11 3.00000000 12 12.00000000- «39999999

AAOOT . 39. 000006000 13 7.00000000- .

AADDS 27.00000000 14 3.00000000- «09999999

AADD3 9.00000000 15 6.00000000- « 99999998

AADO9 50.00000000 16 5.00000000- 1.19999997

upP009 10.00C0C000 17 50.00000000 « 79999998



Problem M-103 Solution .

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS

ITERS ETAS RECS TYP NO. VALUE FEAS NO.

gle 016 000 11 0OOOD 18.499999 YES 002

PRIMAL-DUAL SOLUTIONS

J BETA I B PI
18.49999943 . ' . 00000000

ue00o3 . ] 4 .00000000~ . 50000000
AAQOu 0. 00000000 2 9.00000000~ » 20000000
AAO002 4.00000000 3 5.00000000- .

upOO8 32.00000000 4 4.00000000- .

uP0oOS 21.00000000 5 -2.00000000- .
urPOI0 24,.00000000 6 8.00000000- .

UPDOu 2.00000000 7 1 .00000000- «59999999
AAOO8 45,00000000 8 4, 00000000- .

upr006 24.00000000 9 7.00000000- .

AAO0O6 36.00000000 10 1{.00000000~ .

uPDI3 11.00000000 11 6.00000000- . ’
ueO1 1l 3.00000000 12 {2.00000000- « 3999999
AAQO7 39.00000000 13 7.00000000~- .

AAQDOS 27.00000000 14 3.00000000- + 09999999
AADD3 9.00000000 15 6.00000000- « 99999998
AADO9 50. 00000000 16 5.00000006- 1.19999997
uPd09 10.00000000 17 50.00000000 « 19999998
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Problem M-200 Solution (same as M-100 but done in dual form)

" TOTAL

NO. TP.2 PHS ROW
ITERS ETAS RECS TYP NO.
Ol 011 000 11 QOO
PRIMAL-DUAL SOLUTIONS
o BETA
369.49999999
B8OOI . 50000000
BBOO7  9.29999999
BBOO2 8.89999999
88012 9.09999999
BBOIY . 10000000 |
BBOIS 9.69999999
88016 9.89999999
88009 8.69999999

CURRENT SOLN
VALUE FEAS
369.49999 YES
1
1
2
3
L
5
6
T
8

B

. 50000000
« 39999999~
. 60000000
«39999999-
. 10000000~
.50000000-
.20000000-
9.89999999

Check: The solution is identical with that of M-100. This is all the

check required.

RHS

NO.,

001

PI
1. 00000000
4 .00000000
9.00000000
10.00000000
{7.00000000
26.00000000
29.00000000
35.00000000
40.00000000
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Problem M-201 Solution (cost change, dual form)

TOTAL NO. TP.2 PHS ROW CURRENT SOLN

ITERS ETAS RECS TYP NO. VALUE FEAS
al1é 016 000 11 000 -18.499999 YES
PRIMAL-DUAL SOLUTIONS

J BETA I
18.50000000-

BBOO I . 50000000 !

BBOI7 . 804000000 2

BBOI2 « 39999999 3

BBOOY . 600000340 4

BBOIL . 10000000 5

BBOIS 1 . 000000060 6

BBO16 1.200000a00 7

BBOO2 - . 20000000 8

B

. 50000000
+« 39999999~
. 60000000
+39999999-
. 10000000~
.50000000-
.20000000-
« 39999999

RHS
NO.
002

Time strefched out to 50 days. Second RHS of M-200. Cost penalty

lowered from $10 to $0.50, causing a stretchout to a maximum of 50 days.

This corresponds to M-102 but in the dual form,

Check: The solution is identical with M-102.

PI
t.00000000
4. 00000000
9.00000a0060

10.00000000
27.00000000
36.00000000
39.00000000
45.00000aa00
50.000006040



‘o
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Problem M-300 Solution

TOTAL NO. TP.2 PHS ROW CURRENT SOLN
ITERS ETAS RECS TYP NO. VALUE FEAS
ary 0iy 000 11 00O -30.899999 YES
PRIMAL-DUAL SOLUTIONS

J BETA I
30.90000000-
88001 . 50000000 1
BBOOY . 60000000 2
BB002 . 20000000 3
B8OOI 7 . 80000000 4
BBOIL . 10000000 5
Bs018 . 79999999 6
BB016 1.20000000 7
BBOI19 . 200000060 8
BBO12 « 39999999 9
8e021 i . Qoo0000a 10

Job cest curve added on Job 7,8.

RHS
NO.
aai

B

. 50000000
39999999~
. 60000000
+39999999-
. 0000000~
«29999999
.20000000-
« 39999999
1. 00000000~
« 79999999~

P1
1.00000000
4.000000060
9.000006000

10.00000000
25.00000000
3y4,00000000
37.0000G000
45.00000000
50.000006000
45.00000000
45.00000000
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Problem M-301 Solution (project time penalty 1.50; otherwise same as M=-300)

TOTAL NO. TP.2 PHS ROW CURRENT SOLN _ RHS
ITERS ETAS RECS TYP NO. VALUE FEAS NO.
016 816 000 11 0OO 17.499999 YES ‘ 002
PRIMAL-DUAL SOLUTIONS '

J BETA 1 B ' PI -
88001 .50000000 1 .50000000 . 4.00000000
88007 . 719999999 2 « 39999999~ 9.00000000
88002 « 39999999 3 . 60000000 10.00000000
BB0OO9 . 19999999 4 «39999999- 17.00000000
BBOIY . 10000000 5 . 10000000~ 26.00000000
BBO18 . 60000000 6 1.29999999. 29,.00000000
88016 l«39999999 7 .20000000- . . 37.00000000
8B019 » 39999999 8 1.39999999 42.00000000
88012 + 59999999 9 t .00000000- 37.00000000
BB80O21 119999999 10

« 719999999~ 37.00000000

A Job 5,7 has become critical, forcing node 5 back to 17 (29 - 12 =.17)..
Total project time reduced to 42 (2 days greater than absolute minimum; this
reflects the cost curve on job 7,8 which has a slope of -2.0 for two days.

7]
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Problem M-400 Sol u‘ﬁon

»?

TOTAL NO. TP.2 PHS ROW CURRENT SOLN RHS
ITERS ETAS RECS TYP NO. VALUE FEAS NO.

031 031 0O0c 11 D00 64.999997 YES aoil

PRIMAL-OUAL SOLUTIONS ,

J BETA I B Pl

64.99999864 . { .00000060

uP0O01 T | 9.00000000- .
uP0O7 17.00000000 2 5.00000000- 2.10000000
ueP010 . 3 { .00000000- 1 .8000000!
uP009 8.00000000 y 4 ,00000000- -
uPDOY 2.00000000 5 2.00000000- .
AAQDS 15.00000000 6 8.00000000- .
AADOS8 30.00000000 7 4 .00000000- .
AADO2 4.00000000 8 1 } .00000000- .
AADO3 9.00000000 9 7.00000000- .
uPD3u 1.00000000 10 6.00000000~ .
AADD7 24 .00000000 11 3.00000000- .09999999
AADO9 35.00000000 12 5.00000000- 2.79999996
AAOOUY 10.00000000 13 4,00000000- 1.00000000
uPOlu 1.00000000 14 5.00080000 .
AADID 4 .00000000 15 . 2.50000000
urPd16 2.00000000 16 2.00000000 .
AAD) 4.00000000 17 . 2.50000000
urP018 2.00000000 18 2.00000000 .
AAOL2 4, 00000000 19 . 2.79999999
urPO35 3.00000000 20 5.00000000- } .0000000)
urP021 2.00000000 21 7.00000000 - .
AAD13 1 5.00000000 22 . ) . 70000000
urP023 2.00000000 23 2.00000000 .
AAD Y 15.00000000 24 . 2.09999999
uP008 9.00000000 25 6.00000000- 1.89999999
uP026 1 .00000000 26 7.00000000 .
AAO1S 30.00000000 - 27 . 2.19999998
ur028 ) .00000ceo 28 } .00000000 .
AADI6 30.00000000 29 . 2.39999997
uP030- 1 .CO0B0000 30 1 .00000600 .
AADI7 30.00000000 31 - 2.59999996
upD32 1 00000000 32 1.00000000 .
AACIS8 30.00000600 33 . 2.89999996
AAO0D6 21.00D00000 3y 8.00000000- .
uPOO6 9.000000C0 35 12.00000000 .
AADI9 24.00000000 36 . 1.29999999
uPDDS 9.00000000 37 35.00000000 3.19999995

. NORMALy 2
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(Problem M-400 Solution, continued)

TOTAL NO. TP.2 PHS ROW CURRENT SOLN
ITERS ETAS RECS TYP NO. VALUE  FEAS

031 031 000 [1 000 68.199997 YES
PRIMAL-DUAL SOLUTIONS
J BETA 1
68.19999860
uP00OI . 1
up00O7 18.00000000 2
uPOID 1 .00000000 3
uPQ0Q9 9.00000000 4
uPOON 2.00000000 5
AAO0OS 15.00200000 6
AAOOS8 31.00000000 7
AA0O02 4.000C0000 8 1
AAOD3 9.00000000 9
uPO3y 2.00000000 10
AACO7 25.00000000 LR
AACO9 36.00000000 12
AAOOu 10.00000000 13
upPoty 1.00000000 14
AADIO 4,0D000000 15
UPa16 2.00000000 16
AADI I 4,000000400 17
uP018 2.00000000 18
AADI2 4.00000000 19
uP035 2.00000006 20
upD21 2.00000000 21
AAOL3 15.00000000 22
upPD23 2.00000000 23
AADI Y 15.00000000 24
up008 - 10.00000000 25
urP026 1.00000000 26
AATGIS 31.00000000 27
upr028 1.00000000 28 .
AAQl6 31 .00000000 29
upr030 1.00000000 30
AADIT 31.000000G0 3
upPD32 » 1.000000G0 32
AADIB 31.00000000 33
AADDS 22.00000000 3y
uPOGe 10.000000400 35 |
AAOL9 25.00000000 36
uP005 9.00000000 37 3

NORMAL,,3

B

9.00000000-
5.00000000-
1 .00000000-
4 .,00000000-
2.00000000~
8.00000000-
4.00000000-
| .00000000-
7.00000000-~
6.00000000-
3.o0000000-
5.00000000-
4.00000000-
5.00000030

2.00000000
2.00000000

5.00000000~
7.00060000

2.00000000

6.00000000~
7.00000000

| .00000000

" 1.00000000

| .00000000

8.00000000-
2.00000000

6.00000000

RHS

.a02 -

PI
} .00000000

2.10000000
1.80000001

«09999999
2.79999996
1 .00000000
2.00000000
2.50000000

2.79999999
1.00000001

1.70000000

2.09999999
1.89999999

2.19999998
2.39999997
2.59999996

2.89999996

1.29999999
3.19999995

&
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(Problem M-400 Solution, continued)

8

9.00000000-
5.0000000G-
1 .00000000~
4 .00000000-
2.00000000-
8.00000000~
4.00000000-
| 00000006~
7.00000000~-
6.00000000-
3.00000000-
5.000000060-
4.00000000-
5.00000000

2.00000000
2.00000000

5.00000000~
7.00000000

2.00000000

6.00000000-
7.00000000

1.00000000
1 .000000030
| .00000000

8.00000000-
2.00000000

TOTAL NO. TP.2 PHS ROW CURRENT SOLN
ITERS ETAS RECS TYP NO. VALUE FEAS
031 a31 000 1 ooo T4.599798 YES -
PRIMAL-DUAL SOLUTIONS
J BETA I
74.59999851
uP0O! N : !
upPa07 20.00006000 2
UPOID 3.00000000 3
urPDO9 11.00000000 4
uPOUOY 2.00000000 5
AADDOS 15.00000000 6
AADCS 33.00000000 7
AADD2 4.00000000 8 ]
AADO3 ¢ .00000000 9
uPO3u - k.00000000 10
AADO7 27.00000000 11
AADO9 38.00000000 12
AAOOY 10.00000000 13
uPOl Y4 1.00000000 i
AAQIO 4.00000000 1S
uPO16 2.00000000 16
AAO | 4.000000a0 17
uer018 2.00000000 18
AADI2 4.,000000040 19
uP035 . 20
upD21 2.00000000 21
AAO13 15.00000000 22
upD23 2.03000000 25
AAD L 15.00000000 24
uP008 12.00000000 25
uP026 1 .00000000 26
AADIS 33.00000000 27
urP028 1 00000000 28
AAD16 33.00000000 29
uPD30 1.00000800 30
AADI7 33.00000000 3]
uP032 1.00000000 32
AAO18 33.00000000 33
AADO6 24.00000000 34
uPdDo6 12.00000000 35 [
AAD1Q 27.00000000 36
urO0s 9 .0o0oonau 37 3

NORMAL s &

8.00000000

RHS
No.
003

PI
1.00000000

2.10000000
1.80000001

-09999999
2.79999996
1.00000000
2.00000000
2.50000000

2.79999999
1 00000001

} . 70000000
2.09999999

" 1489999999

2.19999998
2.399999917

2.59999996

2.89999996

129999999
3.19999995



(Problem M-400 Solution, continued)

TOTAL NO. TP
ITERS ETAS RE
D3y 034 O
PRIMAL-DUAL

J

uPOO!
upoO?
upPO1ID
urP0O9
uP0OY
AADOS
AAQOS8
AA0O2
AADO3
uPO34
AAOO7
AAOO9
AAOOY
urdI13
AADID
uralé
AAC) )
upPD18
AADI2
ur020
upPO21
AAOI13
ur023
AACIY
urP008
urd26
AAD1S5
uP028
AAO16
ur030
AADYT?
uP032
AATIB
AADDS
urP006
AADI9
uPOOS

NORMAL,,45

«2 PHS ROW
CS TYP NO.
00 11 00O
SOLUTIONS
BETA
78.999998u2
| .00000000
21.000000049
3.00000000
}1.00000000
2.00000000
17.00000000
35.00000000
5.00000000
10.00000000
4 .00000000
29.00000000
40.00000000
11.00000000
1.00000000
5.C0000000
2.00000000
5.00000000
2.000000040
5.000004000
i 00000000
1.00000000
17.000000400
2.0000cC000
}7.00000000
13.00000000
1 .00000000
35.00000000
I'. 00000000
35.00000000
/.00000000
35.00000000
1..00000000
35.0C000C600
26.00000000
13.00000000
29.00000400
10.00000000

CURRENT
VALUE
78.999997

I

N=0O0X~NI>PVDEFEFKUN—-

- -

13

SOLN
FEAS
YES

8

9.00000000-
5.00000000-
| .00000000-
4¥.00000000-
2.00000000-
8.00000000-
4¥.000000C0-
11.00000000-
7.00000000-
6.00000000-
3.00000000-
5.00000000-
4.00000000-
5.00000000

2.00000000
2.00000000

5.00000000-
7.00000000

2.00000000

6.00000000-
7.00000000

I .00000000
) .00000000
I:UUDOODUD

8.00000000~
}2.00000000

40.00000000

RHS
NC.
00y

P1
1 .00000000

1.09999999
« 79999999

. o 6 o o

09999999
1.79999995

.a0000001
«99999998

1.49999998

1.79999998

«69999998

1.09999997

«89999997
I:19999997
15399?3296
1.59999994
l:8?99?99h
I:DGDUUDDI

«29999998
2419999994

«
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(Problem M-400 Solution, continued)

TOTAL NO. TP.2 PHS ROW  CURRENT SOLN
ITERS ETAS RECS TYP NO. VALUE  FEAS
035 035 000 II 000 88.799996 YES
PRIMAL-DUAL SOLUTIONS
J BETA I
88.79999820
uPOO! 1.00000000 ]
uP007 26.00000000 2
urPOIO 7.00000000 3
uPO09 15.000C0000 5
uPOON 2.00000000 5
AADOS 18.00000000 6
AADOS8 40.00000000 7
AA0D2 5.00000000 8 !
AADD3 10.00000000 9
uPD34 - 4.00U80000 10
AADO7 34.00000000 11
AADQ9 45.00000000 12
AADOM 11.00000000 13
uPO13 1 .00000000 14
AAOI0 5.00000000 15
urPd16 2.00000000 16
AAO 5.00000000 17
uP018 2.00000000 18
AAD12 5.00000000 19
uPD20 '2.00000000 20
uP036 4.00000000 21
AAD13 .18.00000000 22
uPD23 2.00000000 23
AAO IS 18.00000000 2u
upP008 18.00000000 25
uP026 1.00000000 26
AAD1S 40.00000000 27
uP028 1.00000000 28
AAD 16 40.00000000 29
uP030 1.00000000 30
AADIT 40.00000000 3)
uP032 ) .0UD00000 32
AAD18 40.00000000 33
AADO6 31.00000000 3y
uP006 18.00000000 35 I
AAD 19 30.00000000 36
uPOOS 11.00000000 37 y

NORMAL 44 6

B

9.00000000-
5.00000000-
| .00B00000-
4.000000a4a0-
2.00000000-
8.00600000-
4,00000000-
1 00000000~
7.00000000~
6.00000000-
3.00000000-
5.00000000~-
4.00600000~
5.00000000

2.00000000
2.000000060

5.00000000-
7.00000000

2.00000000

6.00000000-
7.00000000

00000000
1 .00000000
1.00000000

8.00000000-
2.00000000

5.00000000

RHS
NO.
aoos

Pl
100000000

. 80000001
.50008001

«(19999999
1.49999997

229999999
. 70000000

| .20000000
1.50000000

29999998
.40000000

« 79999999
«59999999

:89999999
I:D?999997
1:29999996
1:59999996
1:29999999

1.89999996
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(Problem M-400 Solution, continued)

TOTAL NO. TP.2 PHS ROW CURRENT SOLN
ITERS ETAS RECS TYP NO. VALUE FEAS
035 035 000 (1 0ao 98.299997 YES
PRIMAL-DUAL SOLUTIONS

J ’ BETA 1
98.29999801
uPOO! }.000000U00 ]
up0Ov? 31.00000000 2
urP0I0 12.00000000 3
uPQ009 20.00000000 4
urPaOu 2.00000000 5
AAQOS 18.00000000 6
AADOS8 45.00000000 4
AADD2 5.00000000 8 I
AADO3 10.00000090 9
urPQ3y 4 .000000daa 1a
AADOQ7 39.00000000 1
AAQD9 50.00000000 12
AAQDOUY } 1.00000000 13
up013 1 .00C00000 I
AADIO 5.00000000 15
uPO16 2.00000000 16
AAO1I 5.00000000 17
. urPO18 2.000060000 18
AAO12 5.00000000 19
vr020 2.00000000 20
UPD36 9.00000000 21
AAQI3 ) 8.00000000 22
upPb23 2 .0D0000000 23
AAD 1Y 18.006000000 24
uP0O8 23.00000000 25
uP026 } 00000000 26
AADILS 45.00000000 27
ur028 1.00000000 2R
AAO16 45.00000000 27
uPO30 1 ..000000400 30
AAOIL7 45.00000000 3
urP032 { .00000000 32
AAD1S8 45.00000000 33
AADO6 36.00000000 34
ur006 23.00000000 35 1
AAOI19 30.00000000 36
uPQOS 11.00000000 37 5

NORMAL 7

8

9.00000000-
5.00000000-
1 .00000000-
4.00000000-
2.00000000-
8.00000000-
4.00000000~
| .00000000-
7.00000000-
6.00000000-
3.00000000-
5.00000000-
4.00000000-
5.00000000

2 .00000G00
2.00000000

5.00000000-
7.000000060

2.00000000

6.00000000-
7.00000000

| .00000000
| .00000000
1.00000000

8.000000080~
2.00000000

0.00000000

PI
1.00000000

.8000000!
.50000001

* & o o @

09999999
149999997

«29999999
. 70000000

| .20000000
1.50000000

29999998
-40000000

« 719999999

«59999999
:89999999
1:09999?97
1:29999996
1:59999996
1:29999999

1.89999996

w



(Problem M-400 Solution, continued)

TOTAL NO. TP
ITERS ETAS RF

«2 PHS ROW
CS TYP NO.

035 035 000 11 000

PRIMAL-DUAL
J

!
uPDO!
ue0av
urPDIO
uP009
uPOOu
AADDS
AADDS8
AA0D2
AADO3
uP0O3y
AAOO7
AADD9
AAQOM
urPDI3
AADID
upPO16
AAO1)
upd18
AAOI2
urP020
uPD36
AADI3
ur023
AAO Y
up008
urP26
AAQ1S
ur028
AADI6
upP030
AADITY
urP032
AAO1 8
AAOD6
uP006
AAOILQ
uP0OS

NORMAL 48

SOLUTIONS
BETA
07.79999782
1.00000000
36.00000000
} 7.00000000
25.0006000060
2.00000000

18.00000000
~50.00000000

5.00000000
10.00000000
4.00000000
44,00000000
55.00000000
11.00000000
1..00000000
5.00000000
2.000008000
5.00030000
2.00000000
5.00000000
2.00000000
14.0C000000
18.00000000
2.000060040
18.00000000
28.00000000
1 .00000000
50.00000000
1 .000000060
50.00000000
1.00000000
50.00000000
1.00000000
50.00000000
41.00000000
28.00000000
30.00000000
11.000000040

CURRENT
VALUE
107.79999

I

OO ~NOUNEWN~—

o E Wl

17

SOLN
FEAS
YES

8

9.00000000~
5.00000000-
1 .00000000-

4.00000000~

2.00000000-
8.00000000-
4,00000000-
11.00000000-
7.000000060-
6.00000000-
3.00000000-
5.00000000-
4.460000000~
5.000006000

2.00000000
2.00000000

5.00000000-
7.00000000

2.00000000

6.00000000-
7.0000G000

1.00000000
} 00000000
| .CO000000

8.00000000-
12.00000000

55.00000000

Pl
1..00000000

80000001
.50000001

.09999999
1.49999997

«29999999
. 70000000

1.20000000
1 .50000060

«29999998
.40000000

« 79999999
59999999

:89999999
l:09999997
1:29999996
1:59999996
1:2999?9?9

1.89999996
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(Problem M-400 Solution, continued)

TOTAL NO. TP.2 PHS ROW CURRENT SOLN

ITERS ETAS RECS TYP NO. VALUE FEAS
03s 035 000 11 000 117.29999 YES
PRIMAL-DUAL SOLUTIONS

J BETA I
117.29999762

uP00I 1 .00000000 1

uP007 41.00000000 2

uPOID 22 .00000000 3

uP009 30.00000000 y

uP0OOY 2.00000000 5

AADOS 18.000800U0 6

AADOS 55.00000000 7

AADD2 5.00000000 8 I

AADQ3 10.00000000 9

uPD3y 4 .00000000 10

AADD7 49 .00000000 11

AADD9 60.00000000 12

AADOY 11.00000000 13

uPO!3 1..00000000 14

AADIO 5.00000000 15

uP016 2..00000000 16

IYYsR D 5.00000000 17

uP018 2.000G000a 18

AAD12 5.00000000 19

uP020 2.00000000 23

urPl36 19.00000000 21

AAOI3 18.00000000 22

uPD23 2.00000000 23

AAD I 16.00000C90 24

uP0O8 33.,00000000 25

uP026 o 1 .00000000 26

- AADIS 55.00000000 27

uP028 1.000000040 28

AACI G 55.00000000 29

uP030 1 .0000003a0 3C

AADLT 55.00000000 3)

uP032 1..00000000 32

AADIB 55.00000000 33

AADDG 46.00000000 3y

uP006 33,00000000 35 )

AADI9 30.00000000 36

uP00S 11.00000000 37 6

- GETOFF ‘

GETOFF CALLED FOR AT ITER 035, 000 RECORDS ON TAPE 2

ALL REQUIRED CONTENTS OF MACHINE ON TAPE

8

9.00000000-
5.00000U000-
1 .00000a00-
4.00000000-
2.00000000-
8.00000000-
4.00000000-
1 .00000004a-
7.00000000-
6.00030000-
3.00000000-
5.000000ua0-
4.00000000-
5.000004a00

2.00000000
2.00000000

5.00000000-
7.00000000

2.00000000

6.00000000-
7.00000000

| 00000000
! 00000000

1.00000000___ ..

8.00000000~-
2.00000000

0.00000000

5. PuULL JOB.

PI
1..00000000

.80000001!
.50000001

09999999
1.49999997

029999999
- 70000000

1.20000000
1 .50000000

«29999998
- 40000000

« 79999999
«59999999

:89999999
1:09999997
1:29999996
1:59999996
1:29999999

1.89999996

i

Y
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