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ANALYSIS OF NEUTRON FLUCTUATION SPECTRA

IN THE OAK RIDGE RESEARCH REACTOR AND
THE HIGH FLUX ISOTOPE REACTOR

J. C. Robinson*

ABSTRACT

An analytical model which accounted for distributed effects on reactivity due to the

coolant and heat transport time was developed to aid in the study of the power spectral

density of fluctuating current from a neutron-sensitive ionization chamber in the Oak

Ridge Research Reactor (ORR) and the High Flux Isotope Reactor (HFIR). Results from

the model led to the conclusion that feedback effects on the power spectral density (for

these reactors) are small over the frequency range of observation. A comparison of the

observed spectra (when properly normalized) at various power levels verified the analytical

predictions; therefore, we concluded that the observed spectra were induced by a reactivity

driving function(s) which was independent of the power level.

From a comparison of the observed spectra from the HFIR during the life of a given

core, we concluded that the principal driving function was fluctuation of the control rods,

which was assumed to be induced by coolant flow fluctuations. Furthermore, we observed

that the control rods exhibited resonances at certain positions.

Spectra from the ORR at various rod positions were compared. We concluded that rod

vibrations and fuel element vibrations were the driving functions. From spectra obtained

at various coolant flow rates, it was clear that these vibrations were induced by fluctuations

in the coolant velocity.
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1. INTRODUCTION

Power spectral-density measurements have been used successfully1'2 to obtain useful informa

tion from reactors operating at low power. Since such measurements do not perturb the system,

they offer a technique for examining reactors operating at power to determine what useful informa

tion could be extracted from fluctuation of the neutron population. This technique was explored by

a study of power spectral densities obtained from the ORR and the HFIR. For this study we made

use of neutron fluctuation spectra obtained experimentally by others from the ORR at several power

levels, flow rates, and control-rod positions,3 and from the HFIR at several power levels and

control-rod positions with different cores.4

To analyze and interpret the measured power spectral densities, we derived a distributed-

parameter model to describe the dynamic behavior of the reactor. Calculated power spectral

densities obtained using the distributed-parameter model were compared with those obtained

using a lumped-parameter model.

Power spectra calculated using the distributed-parameter model were examined for different

system parameters and driving functions to select the most likely combination of parameters

and/or driving functions. The possible driving functions considered were:

1. statistical fluctuation of the fission density,

2. fluctuation of the coolant velocity,

3. fluctuation of the heat transfer coefficient,

4. fluctuation of the coolant temperature due to turbulence,

5. fluctuation of the inlet coolant temperature,

6. mechanical vibration of rods or fuel elements.

Hopefully, the model and study of experimental data described in this report will be helpful

to others in similar studies of their reactor systems.

NOMENCLATURE

3> General power spectral density of the system output

0.f. General power spectral density of the system input

Observed power spe

ionization chamber

Component of the ol
detection process in the ionization chamber

<f>°bs Observed power spectral density of fluctuating current from a neutron-sensitive

$phamber Component of the observed power spectra due to the statistical nature of the neutron-

R. E. Uhrig, coordinator, Noise Analysis in Nuclear Systems, Proc. Symp. Univ. of Florida,
Gainesville, Nov. 4-6, 1963, TID-767'9.

2
C. W. Ricker, S. H. Hanauer, and E. R. Mann, Measurement of Reactor Fluctuation Spectra and

Subcritical Reactivity, ORNL-TM-1066 (April 1965).

S. E. Stephenson, D. P. Roux, and D. N. Fry, Neutron Fluctuation Spectra in the Oak Ridge Research
Reactor, ORNL-TM-1401 (May 1966).

4

Personal communication from D. N. Fry, ORNL.



empower Component of the observed power spectra due to fluctuation of the power (neutron-
flux field)

$"s Modified observed power spectra, experimental power spectral density, for fluctua
tion of the neutron-flux field

(frN c Calculated power spectral density for fluctuation of the neutron-flux field

$p c Calculated power spectral density for fluctuation of the total power

$ Power spectral density for fluctuation of reactivity

p Net reactivity

p Component of the net reactivity due to external (nonfeedback) effects

p. Component of the net reactivity due to feedback effects

G Overall system-output-to-input transfer function

G Zero-power transfer function

t Coolant transport time through the reactor core

h Core length measured in the direction of flow

V Velocity (speed) of the coolant in the core

a Overall temperature coefficient of reactivity

a Coolant temperature coefficient of reactivity

a. Fuel temperature coefficient of reactivity

8T Variations in temperature about the mean

8T. „ Fluctuations in the weighted volume average temperature for the coolant (;' = c) or
j.eff

fuel (; = f)

P Reactor power

8P Variation in P about the operating level P Q

a) Frequency in radians per second

S Noise-equivalent source

s Laplace and Fourier transform parameter

A Neutron generation time

y8. Effective delayed-neutron fraction for group i

i

e Fraction of total neutron population absorbed by the detector

Q Charge transferred per neutron absorbed

/ dc component of ionization chamber current

N(t) P(t)/PQ
H(r) Spatial power density distribution

H*(r) Spatial importance distribution

p (r,<) Local reactivity

$(r,0 Neutron flux

C.(r,<) The ith precursor density distribution



2. POWER SPECTRAL-DENSITY MODEL ANALYSIS

2.1 Introduction

Stephenson, Roux, and Fry3 compared analytical and experimental power spectral densities

for the ORR and concluded that fluctuation of the inlet coolant temperature is a possible ex

planation of the ORR spectra. In their analysis they used a lumped-parameter model whose ap

plicability is questionable at high frequencies. They discussed this problem in their report and

made recommendations to examine models which take into account distributed effects.

In this section, the expected frequency dependence on reactivity due to fluctuating inlet

coolant temperature of constant amplitude at all frequencies is discussed qualitatively. Following

this the analytical power spectral densities obtained from distributed- and lumped-parameter heat

transfer models are compared quantitatively. Finally, the equations describing the model and the

procedure for calculating the power spectral density for a specified (arbitrary) driving function are

presented.

2.2 Expected Reactivity and Power Spectral Density Due to Inlet Temperature Fluctuation

The output power spectral density <&00(a>) is related to the input power spectral density $..(oj)

by the expression3

*00(<u)=|G0«u)|2«I)il.(a>), (1)

where G(/oj) is the system frequency response function. A qualitative discussion of the expected

output power spectral density for a simple input power spectral density follows for the case of a

small light-water cooled and moderated power reactor with a negative temperature coefficient of

reactivity.

It is assumed that fluctuation (assumed to be "white") of the inlet coolant temperature is the

driving function for this system; that is, <t>..(a>) is a constant. The fluctuation of the inlet coolant

temperature does not affect the reactivity directly, but it is the propagation of these fluctuations

up through the reactor core which introduces reactivity fluctuations. The propagation time t is a

function of the velocity V of the coolant and the length h of the core:

r = h/V . (2)

For the special case in which the net gain of energy transferred to the coolant while traveling

through the core is zero, the temperature distribution (relative to the mean temperature distribution)

for the coolant can be synthesized for any specified frequency of fluctuation and time. For ex

ample, the axial temperature distributions (arbitrary units) for frequencies of periods 16r, At, 2t,

and r are shown in Fig. 1. These temperature distributions are shown for the particular time at

which the average temperature (over the core) is a maximum. In Fig. 2, the volume-average maxi

mum temperature fluctuation is plotted as a function of the frequency of the inlet temperature

fluctuation of magnitude +1.0 unit (arbitrary) for an h/V ratio of !/,. (for the ORR). Figure 2 is
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Fig. 2. Variation of the Maximum Volume Average Coolant Temperature with

Frequency for a Ratio of h : V of 1 : 15 and an Inlet Temperature Fluctuation of

±1.0 Unit.

interpreted as follows: with an inlet temperature variation between ±1.0 unit at 9 cps, then the

volume-average temperature will fluctuate (at the same frequency) between ±0.5 unit; with an inlet

temperature variation between ±1.0 unit at 15 cps, the volume-average temperature fluctuation will

be zero.



Reactivity p introduced through fluctuations in temperature can be expressed as

p = a 8T ,

where a is a temperature coefficient of reactivity and 8T is some appropriate weighted temperature

fluctuation. If there are fluctuations in the inlet coolant temperature, 8T will be made up of two

components in a power reactor: one due to the fluctuation of inlet temperature and one due to the

fluctuation of power. In the following diagram of the system

ST INLET hX£> ST
-»-SP

G , Hv and GQ are transfer functions; G1 relates the average temperature fluctuation to the inlet

temperature fluctuation, H the average temperature fluctuation to the power fluctuation, and G

the power to reactivity (zero power); 8P represents the power fluctuation. A single input-output

system such as that illustrated can be described by

SP = G 8T.
inlet

where the composite transfer function G is given by

aGlG0

1+ atf,G„
(3)

The output power spectral density $ (oj) of Eq. 1 is proportional to \G\2 for a system with a

driving function whose magnitude is independent of frequency; that is, <D..(gj) is independent of

frequency. In particular, for a system with a white inlet temperature fluctuation, the modulus of

Eq. 1 is given by Eq. 3; therefore, we can deduce the general behavior of 0 (<u) with frequency

from the discussion presented above. We commence by assuming that the break frequency of H

is low relative to that of G . The frequency dependence of the modulus of Gl will be similar to

that shown in Fig. 2; therefore, the break frequency of G will be small relative to that for G

(in general). For negative feedback it follows that the modulus of G will possibly have a maxi

mum over the frequency range between the break frequency of H and the break frequency of G .

The magnitude and sharpness of the "peak" in G depend on the characteristics of the system.

2.3 Comparison of Analytical Power Spectral
Densities for Distributed- and Lumped-Parameter Models

In the frequency domain, the distributed-parameter model is described by a few coupled

ordinary differential equations, whereas the lumped-parameter model is described by a set of



coupled algebraic equations. The validity of the distributed-parameter model is independent of

the frequency. However, for a lumped-parameter model, an assumption must be made for the

transient time for a given phenomenon, which necessarily leads to an upper limit for the fre

quency range for which the lumped-parameter model is valid. In principle, the upper frequency

limit for the lumped-parameter model can be obtained as follows:

1. The equations describing the distributed-parameter model are expanded in a Taylor's series,
from which the lumped-parameter model can be extracted.

2. From the preceding step, the error associated with the lumped-parameter model can be identified
and determined as a function of frequency.

The difficulty with this procedure is that a great amount of labor is required to analyze a com

plicated system.

To generate a "feel" for the limitations of the distributed-parameter model, a simple example

of a coolant flowing between and receiving energy from parallel plates was examined by use of

both models (Appendix, Sect. 5.1). Comparison of the coolant temperature transfer functions for

a lump of length h shows that both models give acceptable results provided that the inequality

h < V/a W

is satisfied, where V is the average velocity of the coolant and a> is the frequency in radians per

second. At frequencies up to 50 cps and a velocity of 30 fps (ORR conditions), the relationship

h < V/co states that h should be about 0.1 ft. This means that about 20 lumps would be required to

model the ORR to obtain an acceptable calculated coolant temperature transfer function.

For a transfer function other than that discussed in the preceding paragraph, it does not follow

that inequality (4) is applicable; however, due to the uncertainties associated with the validity of

the lumped-parameter model, the distributed-parameter model was chosen for this study. Stephenson,

Roux, and Fry3 used the lumped-parameter model to calculate the square modulus of power to (1)

the inlet-temperature frequency response function and (2) the reactivity frequency response func

tion. Therefore, a comparison of the lumped- vs distributed-parameter model is available and

presented here for completeness. The calculated square modulus of the power to the inlet-temper

ature frequency response as a function of frequency is presented in Fig. 3 for each model, and the

calculated square modulus of the power to the reactivity frequency function is presented in Fig. 4

for each model. From Fig. 3, we conclude that the lumped-parameter model yields unacceptable

results (for this study) for the modulus of the power to the inlet-temperature fluctuation frequency

response function. In contrast, the modulus of the power to the reactivity frequency response

function is independent of the model (see Fig. 4).

2.4 Calculation of Power Spectral Density

The HFIR and the ORR are assumed to be small systems neutronically; that is, any local

perturbation in the flux field will perturb the entire field. Therefore a neutronic model that describes

the volume-average behavior of the neutron field is sufficient, but for reactivity (temperature varia-
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Fig. 3. Calculated Power Spectral Density for the

ORR at 4.8 Mw and a Coolant Flow Rate of 18,000 gpm

with an Inlet Coolant Temperature Driving Function.

tions, etc.) a model is required which will properly weight local perturbations. Therefore we

started with the one-velocity diffusion equation and developed the point-model equation using the

restricted variational principle.5 ,6 As mentioned previously, the distributed-parameter model was

used to describe the coolant and fuel temperatures. Since development of the linearized point-

model equations in the frequency domain (with feedback) from the more basic models is lengthy

(see Sect. 5.2), only the significant results are summarized here.

D. E. Daugherty, The Space-Time Neutron Kinetics by a Variational Method with Application to Power
Reactor Dynamics, KAPL-2217 (December 1962).

J. C. Robinson, Approximate Solution to the Time Dependent Multigroup Neutron Diffusion Equations
Using a Restricted Variational Principle, a dissertation presented to the graduate council of the University
of Tennessee in partial fulfillment of the requirements for the degree of Doctor of Philosophy, December
1966.
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The point-model equation for a power reactor (linearized model in the frequency domain) is

N(s) = p(s) , (5)

where

and

6 A./3.

As + j8 - £
s + A.

P(s) =2]a. srieff+pext

ST
;,eff :

f H* 8T.(r, s)H dx
r * 1

f H*H dr
r J

(6)

(7)

In Eq. 5, s is ja>. In Eq. 6, p takes into account external reactivities such as rod motion. In

Eq. 7, S7\(r, s) is a function of the system parameters, power level, and the temperature boundary

condition at the coolant inlet to the reactor. Equations 5 and 7 (see Appendix, Sect. 5.2) can be

written as

6 Xfi. X
\~ -i- R V 1 — a -

c
af

- B D 0

-E 0 D

N

8T
c.eff

8T
f,eff

Pext

a sr„
c,in

(8)

F 8T
c,in
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where the coefficients A, B, E, and F are complex, D is a scalar, the subscripts c and / refer

to the coolant and fuel respectively, and the subscript "in" refers to the upstream (inlet) end of

the reactor core. Equation 8 was solved for N(s), and the power spectral density was calculated

from

®Npcp(s) =N*(s) N(s) . (9)

In Eq. 9 the calculated power spectral density for the neutron fluctuations $^(s) is related to
the calculated power spectral density for the power fluctuations "D^^s) by

since

P(s) = PQN(s) (11)

for the assumed model.

3. COMPARISON OF ANALYTICAL WITH EXPERIMENTAL

POWER SPECTRAL DENSITIES

3.1 Introduction

Most of the analytical results discussed in this section are for the ORR, because the model

was specifically developed for this reactor; however, a few analytical results are presented for the

HFIR. The model includes two temperature feedback paths, moderator and fuel, which adequately

describe the ORR, but additional temperature feedback paths are required to describe the HFIR.

Before a comparison of the results is given, equations that describe the calculated power spectral

density and the observed power spectral density will be examined.

3.2 Presentation of Experimental Data

The calculated power spectral density (Eq. 9 or 10) is dimensionless, but the observed power

spectral density from an ionization chamber has units and is affected by the detection efficiency,

power level, and detection process itself. The objective of this section will be to determine a

modified observed power spectral density that is equivalent to the calculated power spectral

density <D^(s).
Before an expression for the observed power spectral density O^Hf(s) is introduced, Eq. 5

in the form

A./S.
As +|8 - Z

,=i S + Ai
P(s) = PQ p(s) (12)
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will be examined, where P(s) is given by Eq. 11 and P is the reactor power level. For a reactor

operating at very low power with no coolant flow, etc., the introduction of a noise-equivalent

source7 S(s) will properly account for the statistical variations in the power level caused by the

fission process. The inclusion of S(s) in the model from which Eq. 12 was derived yields

6 A,.£,.
As +p - I

s + A.
P(s) = P0 p(s) + S(s)

The zero-power reactivity transfer function G (s) is given by

Gn(a) = _ ;

As + j8 - £ (A^/s + A,.)

(13)

(14)

therefore Eq. 13 can be written as

P(s) = G0(S)[P0p(s) +S(S)]. (15)

The power spectral density is obtained by multiplying Eq. 15 by its complex conjugate P*(s),

which yields

K>> = lGo(S)!2 *P0 «VS) +$ss(S) +Pot^W +*s£SM • (16)

If the fluctuation of reactivity is independent of the fluctuation of the noise-equivalent source,

Eq. 16 reduces to

$^(S)=|G0(s)|2[P^V(s) +<I,sS(s)] (17)

Cohn7 has shown that the power spectral density of the noise-equivalent source is proportional to

the power level; therefore, for a reactor operating at power, the second term on the right of Eq. 17

will be small, and hence Eq. 17 reduces to

*^G0 = \G0(sVP20*pp(s),

or from Eq. 10,

<^(s)=|G0(S)|2 %/s).

(18)

(19)

The function <t^£(s) in Eq. 10 is equivalent to the function O^^(s) of Eq. 19.
Since the observed power spectral density for an ionization chamber consists of two parts,7

one due to the statistical nature of the detection process and one due to fluctuation of the neutron

7C. E. Cohn, "A Simplified Theory of Pile Noise," Nucl. Sci. Eng. 7, 472-75 (1960).
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field in the vicinity of the detector, the observed power spectral density can be expressed as

$obs(s) = $chamber(s) + $P°wer(s) . (20)

The chamber power spectral density $phpamber(s) is given by7

2eO2P0
<„chamber(s) = __ _ (21)

where Q is the charge transferred per neutron absorbed, e is the detection efficiency, and A is

the neutron generation time. Since the second term of Eq. 20 is proportional to the calculated (or

actual) power spectral density $pp(s), it can be written as

pp

2,7where y, a proportionality constant that accounts for the process of observation, is given by

e2Q2
y = —- . (23)

A2

Equation 20 can now be written as

2eO2P0 £2g2
<Os> =—7— +—- K>> • (24)A A2

2e02P0 e202P2
Kp^ =—r— + *Os) • (25)

The average chamber current / is7

£QP0

therefore Eq. 25 becomes

nVM^'ac+'DC *??<*>• (26)

We define an "experimental" power spectral density $"p(s) as

[$°pbps(s)//DC]-20
Kp^s 1 (27)

DC
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From Eqs. 26 and 27, it is observed that

Kp& =Kp^ • (28)

In Eq. 27, $°bp(s) and lDC are observable, and 20 is obtained from

obs/

20 + / <D"£(S) (29)
$°pbpS(s)

i - DC PP

DC

at frequencies where / $pS(s) is small relative to the constant 20. The experimental power
spectral-density data as determined by use of Eq. 27 will be displayed in the following sections.

3.3 Possible Driving Functions for the Power Spectra

Equation 28 states that the experimental and calculated power spectral densities are equal;

however, it was assumed that the function $pp\s) used in the derivation of Eq. 28 was the actual
or "true" power spectral density for the system. The functions $pp(s) (Eq. 9) and $pp(s)
(Eq. 10) are determined by (1) the model, (2) the system parameters, and (3) the assumed driving

function(s) (see Eq. 8). Since in this study the model was assumed to be correct, the problem

was simplified to an examination of the calculated power spectra $pp(s) for different system

parameters and driving functions. Then Eq. 28 was used to select the most likely combination of

parameters and/or driving function(s). The possible driving functions considered in this study

were

1. statistical fluctuation of the fission density,

2. fluctuation of the coolant velocity,

3. fluctuation of the heat transfer coefficient,

4. fluctuation of the coolant temperature due to turbulence,

5. fluctuation of the inlet coolant temperature,

6. mechanical vibration of rods or fuel elements.

Observed power spectra were obtained for the ORR3 at various power levels and coolant flow

rates. As will be shown, the experimental power spectral densities obtained from these observa

tions are independent of the power level; therefore, statistical fluctuation of the fission density

(see Eq. 17 and the preceding discussion) was eliminated as a possible driving function. A

value of $iVC(s) was determined for a 100% fluctuation in the magnitude of the heat transfer

coefficient; since the value was a few orders of magnitude less than the magnitude of $"(s),
fluctuation of the film coefficient was eliminated as a possible driving function. With the assump

tion that fluctuation of the coolant temperature induced by turbulence was a driving function, it

was calculated that the magnitude of these fluctuations must be about 0.3°F. However, a 0.3°F

fluctuation due to turbulence is unreasonable, since a coolant temperature rise of approximately

11°F corresponds to 30 Mw of heat; therefore, fluctuation of the coolant temperature was not
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considered to be a driving function. Evaluation of the fluctuation of the coolant velocity as a

possible driving function was based on two considerations:

1. the effect of coolant velocity on the film coefficient and mass flow rate,

2. the possibility that a fluctuating coolant velocity could induce mechanical vibrations.

It is shown (in Sect. 5.2 and by Stephenson, Roux, and Fry3) that the effect of coolant velocity

fluctuation on the film coefficient and mass flow rate will lead to a reactivity which is proportional

to the power level. Since Stephenson, Roux, and Fry did not observe this effect during their ex

periments, this possible driving function was eliminated from further consideration. The second

consideration, that a fluctuating coolant velocity could induce mechanical vibrations, has not

been eliminated as a possible driving function.

Of the six driving functions considered, two (fluctuation of the inlet coolant temperature and

vibration of rods or fuel elements) remain as possible driving functions.

The driving functions discussed thus far, when expressed as reactivity, are considered to be

external driving functions. However, the total reactivity of a power reactor also includes feedback

effects. Equation 19,

<Os)=|G0(s)|2«Vs), d9)

is especially helpful in considering the effects of feedback on the power spectrum. In this equa

tion, since \G (s)| is the modulus of the zero-power reactor transfer function, <& Is) is the power

spectrum for the total reactivity. The total reactivity p can be expressed as

P(S> =aiPext(S) +a2Pint(S)' (30)

where the reactivity due to external effects is separated from the reactivity due to feedback

(internal effects). From Eq. 30, <J>-_(s) is constructed:

^(s) = P*(s) P(s) >

$P/0(S) =Sl ^l l(S> +aia2[(I)l a<S> +$2 1<S>] +a2 ^(^ ' (31)

where

*ll(S) = Pfnt(S>Pint<S>'

^(^Pfnt^Pext^)'

*2l(S)=Pext(S)Pint(S)'

$2 2(S)=Pext(S)Pext(S>'

and a and a are coefficients of combination. The second and third terms of Eq. 31 depend on
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the reactor power level; therefore, for a constant external reactivity, the effects of feedback on the

power spectra can be examined explicitly by observing the power spectra at various power levels.

3.4 Power Spectral Density for the ORR

The values of $pp(s) for the ORR3 are plotted in Fig. 5 for various power levels and in Fig. 6
for different coolant flow rates. The values of $^(s) (Eq. 9) for the ORR are plotted in Figs. 7
through 9:

1. Figure 7 is a plot of $pp(s) as a function of a white (amplitude independent of frequency)
reactivity p driving function of unit magnitude at reactor power levels of 4.8 and 30 Mw.

2. Figure 8 is a plot of $^(s) as a function of inlet coolant temperature fluctuations of 1°F,
coolant velocity of 18,000 gpm, and power levels of 4.8 and 30 Mw.

3. Figure 9 is a plot of$pp(s) as a function of inletcoolant temperature fluctuations of 1°F, a
power level of 4.8 Mw, and coolant flow velocities of 4500, 9000, and 18,000 gpm.

10
-5 ORNL- DWG 67 -3759

11 w 1 1 !
D

power ::

i-i 3 kW ^

r.
j^\

[*

Y- o 3.75 MW '

t L
• 28.24 MW ft
A 28.24 MW* ^T

* THE DETECTOR WAS M
- MOVED FOR THIS RUN fjl

-6

r

>

4tt-
,

° A f" - l-l-k-:\ 5
'V o

- ! -

! !
r 1

%
Ji!J

2

-7

| !

! ^

!
1 [jjii

V

~i M
J . .

1 •'A\ i H, •"-*
s o Ji

, A RE P

i 1i<i i

APE,

rt^i
2

-8

it ."J.
mil 1

RESENTATIVE SH
-j-pT-. • -.—-,

fin

m
5

2

-9

5

2

10

~- 1

if

f "

X\ E

l!
. 1l~*i
: • •—V

i'i •

V

~

•V'

.1 . . . ,

iH
I

Hi

3

£ io~

10

10

0.1 0.2 0.5 1 2 5 10 20 50 100

FREQUENCY (cps)

Fig. 5. Experimental Power Spectra for the ORR at

Different Power Levels and a Coolant Flow Rate of

18,500 gpm.



0.1 0.2

16

ORNL-DWG 67-3760

12 5 10

FREQUENCY (cps)

Fig. 6. Experimental Power Spectra for the ORR at

Different Coolant Flow Rates and 3.75 Mw.

When the function $^(s) as given by Eq. 19 was discussed in Sect. 3.3, it was explained
that the reactivity spectral density $ (s) would be affected by the power level because of in

creased feedback with power. Figures 7 and 8 show that the effect of feedback on the function

$^p(s) is very small over the frequency range of observation. This conclusion is verified con
clusively by the lack of effect of $pp(s) in Fig. 5; therefore, O^fs) is essentially the product
of the square of the modulus of the zero-power transfer function |G (s)| 2 and the power spectra of

the external reactivity. The function O^p(s) ofFig. 8 is essentially |GQ(s)|2, because a value
of unity was used for $ (s). From the magnitudes of $"p(s) of Fig. 5 and $^(s) of Fig. 7, the
magnitude of the external reactivity p can be obtained at any desired frequency; for example,

at 0.1 cps,

1/2

(D^(O.l)
ext

Ligoco.i)s2J

io-3% .
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Comparison of the magnitude of spectral densities in Fig. 5 with Fig. 7 shows that if fluctuation

of the inlet coolant temperature is the driving function, then a fluctuation of about 0.5°F is re

quired at a frequency of 0.1 cps.

In Fig. 6 it is evident that the magnitude and frequency of the external driving function are

dependent on the coolant flow rate. The calculated power spectral densities for a white fluctua

tion of inlet temperature at different flow rates are presented in Fig. 9. At a low flow rate of

4500 gpm, a 0.07°F fluctuation of the inlet coolant temperature at 0.1 cps is required to explain

the magnitude of $^p(s).
The required magnitude of the temperature fluctuation coupled with the required frequency

dependence on the coolant flow rate appear to be physically unreasonable. Furthermore, if the

detailed structure of <&NE(s) in Fig. 6 is to be explained by a driving function due to inlet tempera

ture fluctuation, then the spectral density of the inlet temperature fluctuation must exhibit reso

nances.

Because these requirements of magnitude and frequency dependence are unreasonable, we

conclude that the inlet temperature fluctuation is not the primary driving function.

This conclusion leaves only mechanical vibration of the rods or fuel elements as a primary

driving function. Amechanism that could cause such mechanical vibration is fluctuation of the
coolant velocity. Figure 6 shows that the driving function is strongly related to the average flow
rate. Power spectral-density spectra reported8 for the Hitachi Training Reactor (HTR) for power

8S. Yamada and H. Kage, "Reactor Noise Caused by Coolant Flow Fluctuation," pp. 455-62 in Proc.
Symp. Neutron Noise, Waves, and Pulse Propogation, AEC Symposium Series No. 9, University of Florida,
Gainesville, Feb. 14-16, 1966.
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and coolant fluctuations show strong correlation between the power and coolant spectral densities,

which suggests that rod vibrations are induced by coolant fluctuations.

No attempt was made in this study to construct a model for mechanical vibrations due to

fluctuations in the coolant velocity; however, insight can be acquired for the expected power

spectral density for mechanical motion by examining a simple resonant system whose displacement

x(t) is related to a driving function z(t) by

d2x(t) dx(t)
+ 2C<u0—— +w2 x(t)=z(t) ,

dt2 dt
(33)

where £ is usually referred to as the system damping constant. The power spectral density for the

output $ (<y) is related to the power spectral density for the input $ (co) by

$x>) = IG(^)|2 <*>>), (34)
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Fig. 9. Calculated Power Spectral Density for the

ORR at 4.8 Mw for a White Inlet Temperature Fluctua

tion Driving Function.

where |G(<y)|2 is given by9

|G(W)|2=

;|[1-W«u0)2] +[24:WtUo)]!

(35)

From Eq. 35, |G(0)|2 is determined to be a>0 2, which is a possible maximum; however, if the
inequality

[1 - (ai/coff +[2aa>/<o0)}2 <1 (36)

is satisfied for some frequency cu greater than zero, then |G(cu)|2 will have a maximum for some

J. A. Thie, Reactor Noise, Rowman and Littlefield, New York, 1963.
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frequency co —say co . From inequality 36, an co greater than zero exists if

(1 - 2£2) > 0 ; (37)

that is, an co exists if the system damping constant squared £2 is less than 0.5. If inequality

37 is satisfied, at is (from Eq. 35)
' max v ^ '

"max^o^a172 (38a)

for C2 < 0.5 (or C< 0.707), and •

co =0 (38b)
max

for £= 0.707. Positive values are chosen for £, because negative values imply a nonstationary

system, as can be deduced from the roots Tj 2 of Eq. 33; that is,

rifa =-o>0t±j*0[l-?]l/2. (39)

From Eqs. 38 and 39, it is seen that the maximum value of |G(0)|2 (Eq. 35) will shift from a

frequency of co Qfor an undamped system with (=0toa frequency of zero for a damped system

with £> 0.707.

Afurther property of Eq. 35 can be obtained by considering values of (co/coQ)2 larger than
unity; then Eq. 35 can be written as

|G{co)\ 2 = (40)
oj20(co/co0)2[(co/co0)2 + 20

Furthermore, for {co/co )2 » 2£, Eq. 40 becomes

\G(co)\2?—. (41)
4

CO

Therefore, if the displacement x(t) of Eq. 33 represents rod or fuel-element motion, and it is

further postulated that the driving function z(t) is white, then the power spectra for the rod motion

would vary as dictated by Eq. 41 for large values of co relative to coQ.

Further examination of Eq. 35 shows that |G(<u)|2 - co at co = coQ as £— 0. Also, for values of
0 < £< 0.707, |G(oj)|2 is reasonably constant (slowly increasing) for frequencies such that

^max<0-8-
When rod and fuel-element vibrations are considered which are assumed to exist due to fluctua

tions in the coolant velocity, it follows that the net system reactivity caused by these vibrations

may be made up of two correlated components. Therefore, the spectral-density function for the

net reactivity would be given by an expression analogous to Eq. 31. To determine how two cor

related reactivity driving functions might affect the neutron power spectral-density function,
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calculations were performed for an assumed white reactivity p and a white inlet temperature

fluctuation. It was arbitrarily assumed that the reactivity would lead the inlet temperature fluctua

tions by a fixed (specified) angle at all frequencies. This particular scheme was chosen because

it was simple to modify the computer code which had previously been implemented to solve the

equations of the model. The results for these assumed correlated driving functions are shown in

Figs. 10 and 11. The significant points to be noted in Figs. 10 and 11 are as follows:

1. The reactivity is the dominant driving function for frequencies above about 20 cps.

2. At frequencies below 5 to 10 cps, the temperature fluctuation is usually the dominant driving
function.

3. In the "transition" region of 5 to 20 cps, the shape of the power spectral density is strongly
dependent on (1) the relative magnitude of the assumed driving functions and (2) the assumed
correlation of the two driving functions.

ORNL DWG 67-3764

1 2 5

FREQUENCY (cps)

Fig. 10. Calculated Power Spectral Density for an Assumed "Correlated'
Driving Function of Inlet Temperature and Reactivity Fluctuation.
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Fig. 11. Calculated Power Spectral Density for a

Specified Correlation Between Reactivity and Inlet

Temperature.

The ORR data in Fig. 5 were obtained for control rod positions at about 16.5 in. If vibration

of the control rods is a significant driving function, then the power spectra obtained during the

life of the core (at different rod positions) should vary. Fry10 obtained power spectral-density

data for the ORR at various rod positions; a few are presented in Figs. 12 and 13.

A comparison of the power spectral densities of Fig. 5 with those of Fig. 12 reveals that

the peak at 11 cps in Fig. 5 is not present in Fig. 12; however, there is a peak at 5 cps. Tabor

and Hurt11 state that it was necessary to replace "the south upper-shim-rod bearing (hold-down

arm)" to reduce shim-rod vibrations. This rod-bearing replacement occurred during the interval

of time which elapsed between the collection of data reported by Stephenson, Roux, and Fry

Personal communication from D. N. Fry, ORNL, in regard to the experimental power spectral-density
data for the ORR, 1967.

W. H. Tabor and S. S. Hurt III, Oak Ridge Research Reactor Quarterly Report October, November, and
December of 1965, ORNL-TM-1503 (April 1966).
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Fig. 12. Experimental Power Spectral Density for the

ORR at 30 Mw and Different Control-Rod Positions.

and that obtained by Fry.10 Therefore, it is concluded that the peak in the spectrum is due to

rod vibration.

A comparison of Figs. 12 and 13 reveals the same general behavior in both instances for the

power spectral density in response to rod position except that the amplitude in Fig. 13 is less.

Basically, the data in Figs. 12 and 13 are for the same core; however, the reactor was shut down

and the fuel elements were rearranged in the time interval between the collection of data shown

in Figs. 12 and 13. Therefore, from these data it appears that fuel element vibrations contribute

to the observed neutronic noise.

Although, in general, the amplitude of the power spectral density decreases as the control

rods are withdrawn from the core, the magnitude of the peak increases as the rods are withdrawn

(see Figs. 12 and 13). Physically, when the rods are withdrawn, they are pushed from the core

into the inlet flow plenum.
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Fig. 13. Experimental Power Spectral Density for the

ORR at 30 Mw and Different Control-Rod Positions.

3.5 Power Spectral Density for the HFIR

Many spectral measurements were obtained for the HFIR by Fry.12 The calculated spectrum

due to a white inlet-temperature fluctuation of 0.1°F is shown in Fig. 14 for two power levels.

The coolant velocity is higher in the HFIR than in the ORR, which accounts for the higher roll-

off frequency. Since the neutron generation time in the HFIR is expected to increase (approxi

mately double) during the life of the core, a calculation was made to determine what effect this

would have on the spectra. Figure 15 shows the effects of lifetime variation and feedback, but

the feedback effects in Figs. 14 and 15 are probably too large since the effects of the target

and control rod coolants, which have positive temperature coefficients,13 were not taken into

1 2 D. N. Fry, Neutron Density Fluctuation Analysis as a Reactor Diagnostic Tool at the HFIR, ORNL-
TM-1871 (to be published).

B. R. Lawrence, Determination of the Power Reactivity Frequency Response Function of a Power
Reactor with Application to the High Flux Isotope Reactor, ORNL-TM-1471 (July 1966).
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and a Fuel Channel Coolant Velocity of 51 fps.

account. The change in generation time had very little effect on the power spectra at frequencies

below 15 cps.

Significant features of spectra (Fig. 16) obtained during an approach to full power (approxi

mately 100 Mw) are that (1) there is a broad peak at 1 to 2 cps which decreases with power, and

(2) the spectra increases with power at frequencies below 0.2 cps. Figures 16 and 17 show the

observed spectra for the same core during its life, that is, with the control rods withdrawn. The

significant features in Fig. 17 are as follows:

1. A broad peak in the range from 1 to 2 cps for the approach to full power shifts to lower fre
quencies as the rods are withdrawn.

2. The magnitude of the spectrum decreases significantly above 1 cps except for the last 1.5 in.
of rod movement.

3. There is a peak at 20 cps for a rod position of 21.18 in.

4. There is a peak which begins at 5 cps for a rod position of 23.53 in. and is higher at a rod
position of 25.00 in.
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Fig. 16. Experimental Power Spectral Density for the

HFIR at Various Power Levels.
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Fig. 17. Experimental Power Spectral Density for the

HFIR at Various Rod Positions.

Over the frequency range of 0.1 to 10 cps in Figs. 14 and 15, the calculated power spectral

density is reasonably flat for an assumed white inlet-temperature fluctuation or rod vibration.

Furthermore, a change in lifetime has no effect on the calculated power spectra in this fre

quency range. Therefore the shape of the observed spectra (see Figs. 16 and 17) is essentially

due to the spectral density of the external reactivity driving function such as mechanical (rod)

vibrations or temperature fluctuations.

Figure 16 shows that the power spectra decreased, in general, with power in the frequency

range from 0.4 to 7 cps. This can be partially explained by feedback effects (see Fig. 13), but

it is also evident that the spectra increased with power below 0.4 cps, which is contrary to what

one would expect if feedback were significant. However, if the temperature fluctuates, then the

magnitude of the fluctuation might increase with power. An assumption that the fluctuation de

creases with frequency (this is physically reasonable) would explain the effect at the low fre

quencies. The magnitude of temperature variation required for the power fluctuations observed

at 0.14 cps in Fig. 16 would be about 0.03 to 0.05°F.

Since the peak at 20 cps in Fig. 17 has been observed at about this same rod position for

cores previously studied, we conclude that this peak is due to rod oscillation. However, finer

resolution is required to state conclusively that the peak is at 20 cps. The peak at 5 cps had

not been observed before; therefore, it was inferred that the rods are vibrating excessively at

this frequency. Shortly after the run in which these data were taken with a rod position of 25.0

in., a defective rod bearing was detected. After the bearing was replaced the peak did not

appear in data obtained for subsequent runs. Thus, we conclude that excessive rod vibration

was the cause of the 5-cps peak.
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4. CONCLUSIONS

The difference between the lumped- and the distributed-parameter model increased as the

frequency increased. For an upper frequency limit of 30 cps, acceptable results were calculated

from the lumped-parameter model (a single lump) for the ORR and the HFIR for a uniform insertion

of reactivity driving function; however, acceptable results were not obtained from the lumped-

parameter model for an inlet coolant temperature fluctuation. Since digital machines are generally

employed, we recommend that a distributed-parameter model be used.

The <f>NE(s) is independent of power level or detector efficiency (Eq. 27) when internal feed

back effects on reactivity are insignificant (Eq. 31). Further, since feedback effects were small

for the ORR and the HFIR over the frequency range 0.1 to 30 cps, we conclude that the power

spectral-density measurement at power is a measure of the external reactivity spectral density.

For the ORR the fluctuating coolant temperature did not contribute significantly to the ob

served spectral density, and the driving function is the vibration of control rods and perhaps the

vibration of fuel elements.

For the HFIR the dominant driving function is rod vibration for rod positions less than about

23.0 in. For rod positions numerically larger than 23.0 in., it is possible that temperature fluctua

tion or some other mechanism (such as vibration of the central target) contributed to the total ex

ternal reactivity.

Since the power spectra for the ORR or the HFIR did not exhibit significant power dependence,

it would be useless to attempt any parameter extraction (such as temperature coefficient of re

activity) from the observed spectra; therefore, no attempt was made to do so.

5. APPENDIX

5.1 Comments on Maximum Nodal Size for a Lumped-Parameter Model

The objective of this section will be to develop a criterion for selecting a minimum number of

nodes which must be included in a lumped-parameter model for the calculation of a physically

acceptable frequency response function. In particular, attention will be focused on a stationary-

fueled reactor in which the energy is transported from the reactor to an external sink by a coolant

that can be adequately described with one-dimensional flow. Then, a solution for a single node

for the exit temperature will be obtained using the lumped- and distributed-parameter models.

These solutions will be compared at various frequencies and appropriate conclusions presented.

Suppose that energy is transported to the coolant by conduction as shown in Fig. 18. Take

the equation describing the temperature of the coolant in the axial direction (z direction) to be

dTc dTc
+ V = B(T - T ) , (42)

dt dz K '

where Tc is the coolant temperature, T is the wall temperature, and B is a constant.
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Fig. 18. Arrangement of Fuel and Coolant.

The objective is to calculate a frequency response function for a variation in Tc atz = /i by

the lumped- and distributed-parameter technique. For simplicity, Tw will be assumed constant.

The temperature at z = 0 will be assumed to be varying with time in some prescribed fashion.

Replace Tc and Tw in Eq. 42 with

T(z, t) = T(z, 0) + T '(z, t)

and

Tw(Z> () = Tw^ °) .

which leads to

dT'c dT'c
+ V = -BT' ,

dt dz

since (at steady state)

dT(z, 0)
B[T(z, 0) - T(z, 0)] .

(43)

(44)

We first solve Eq. 43 by the distributed-parameter technique; that is, we transform Eq. 42 and

integrate with respect to z. The result is (dropping primes)

T (h, s)=e-(s+B>h/v T(0, s). (45)

For the lumped-parameter model, we integrate Eq. 42 over z, introduce approximations, and then
transform the resultant equations. This sequence is presented below:

1. Integrate over z to obtain

h n dT h „dT
I dz + v I —dz =-B It

J dt J dz 0J
dz . (46)
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2. Introduce the approximations

I dz £ — -
J dt dt 12

Tc(h, t) + rc(o, o

h „ oT T(h,
/ dz ^

J dz

0 - tc(o, t)

h

h,

r i/ Tc dz %- [Tc(h, t) +Tc(0, 0] h
•.J ^

Then Eq. 46 becomes

d

dt
[T(h, t) + T (0, t)] +

2V
B T(h, t) =

2V
- B T(0, t)

3. Transform Eq. 47 to obtain

[(2V/h) -B]-s
T (h, s) = T (0, s) .

[(2V/h) + B] +s cV

Replace s by jco in Eqs. 45 and 48 and write the resultant equations in the form

Tc(h, jco) =e-(bB/v^ e-'&W Tc(Q, jco) ,

[2 - (hB/V)] - j(hco/V)
T(h, jco) = T (0, jco) .

cK [2 + (hB/V)} +j(hco/V) cV

Separating Eq. 49 into components leads to

hco
Re

Im

Tc(h, jco)

T(0, jco)

Tc(h, jco)

T (0, jco)

and Eq. 50 yields

Re

Tc(h, jco)

Tr(0, jco)

Tlh, jco)
Im

Tc(0, jco)

= e-(AB/V)cos.

_e-(hS/^sin;

[2 - (hB/V)] [2 + (hB/V)] - (hco/V)2

[2 + (hB/V)]2 + [(hco/V)]2

hco/V
-4 .

[2 +(hB/V)]2 + [(hco/V)]2

(47)

(48)

(49)

(50)

(51a)

(516)

(52a)

(526)
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Equations 51 and 52 can be expanded (for comparison) for the special case of B = 0. Expanding

Eq. 51a leads to

1
1 (h

2 \ V I 2AW

which is to be compared with Eq. 52a; that is,

hco\4 ^(-1)" (*<»\2n
+(2n)! VVI

2 \V .

1 fh 2(-Vf fhco\2n

+" ' + (4)2n \TJ

The expansion of Eq. 516 with B = 0 leads to

hco

V

1 (hco
6 \V

and Eq. 526 yields

1

120 \V

hco\ 1 /hco"-\3 1 (hco

v) ~ 4 \t,] +16 \T

(-D2

(2n + 1)! VV

2n+l
(-1)

(4)n

hco

V

From the expansions for the case of B = 0, it is obvious for a given ft and V that the difference

between the lumped- and distributed-parameter models increases as co increases. Furthermore, the

difference is greater in the imaginary term than in the real term; thus, by examining the magnitude

and phase of T (h, jco) relative to Tc(0, jco) by the two methods, errors in the phase would occur

at lower frequencies more often than errors in the magnitude. An approximation for the maximum

value of the parameter (hco/v) that one can use in the distributed-parameter model was obtained

by displaying graphically the quantities E[(hco/V), (hB/V)] and Z E[(hco/V), (hB/V)] , which are

defined by

hB

AE
hB

T(h, jco)

T(0, jco)
approximate

Tr(h, jco)]

T(0, jco)]
exact

Tc(h, jco)

Tc(0, jco)

Tr(h, jco)

exact.

IT (0, jco)
approximate

T (h, jco)

Tc(0, jco)
exact

(53)

(54)

where the subscript "exact" refers to the distributed model and "approximate" refers to the

lumped model.

Figures 19 through 22 are the presentation of Eqs. 53 and 54 with B and co as parameters and

h/V as the independent variable. Postulating that it is desired to have an error in the angles of

less than 0.1 radian, then it is observed that values of hco/V = 1 always satisfy this require

ment. Furthermore, the error in the magnitude remains less than 5% for hco/V = 1.
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5.2 Model Equations

5.2.1 Neutronic Model

The basic model assumed to be valid for this study is the one-velocity diffusion model; that

is,

V-DV^+[v(l-j8)2,-Sa]^+ £ \.C.-V-ld^t=0, (55a)
i=l "

dC.

p.vlrf - A.C. - — = 0 , (556)

for i = 1, 2, . .., 6. An approximate solution for <f> and C. is assumed to be of the form

<f>(r, 0 % N(t) H(t) , (56a)

C.(r, 0 %Tl(t) Z'(r) , (566)

for i = 1, 2, ..., 6. Then H(r) and Z'(r) are specified, which reduces Eqs. 55a and 556 to time-

dependent equations. When the approximate solutions (Eqs. 56a and 566) are substituted into

Eqs. 55a and 556, a residue R(t, t) is obtained which will approach zero at each point in phase

space as the approximate solution approaches the exact solution. Since the primary interest is in

the total neutron balance (for an approximate solution), we choose the time-varying coefficients

in Eq. 56 so that the total residue over phase space is zero. This is accomplished by using the

method of weighted residuals:14 multiply the residue by some weighting function, say '/'(r, 0;

and choose the parameters N and T' of Eq. 56 so that the total weighted residual is zero; that

is,

C dt fdt[4r(r, t) R(r, t)] =0 (57)

If <A is chosen as the adjoint function, the weighted residual method becomes the variational

method.14 Since the requirement that the total weighted residual be zero may lead to unrealistic

solutions, we require instead that the integral in Eq. 57 be an extremum, which is the variational

principle.15 Thus, define / to be

M. Becker, The Principles and Applications of Variational Methods, Research Monograph No. 27,
MIT Press, Cambridge, Mass., 1964.

D. S. Selengut, "Variational Analysis of Multi-Dimensional Systems," Nucl. Phys. Res. Quart.
Rept. Oct., Nov., Dec, 1958, HW-59126, pp. 89-124 (January 1959).
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J dt J dr ,a{v-dV0 +[v(\ - £) Sf - 2a]c/>

.1^
+ L X.Ci~V 37 • <58)

^

and require / to be an extremum subject to the constraints6

ac,
/S^X^ - \.C. - — = 0 (59)

dt

for i = 1, 2, .. ., 6. The requirement that / be an extremum leads to an equation for ip, with ap

propriate constraint equations, which is an adjoint equation.

The adjoint equations are equally as difficult as Eq. 55; hence, an approximate solution to

ifj is assumed to be

i/,(x, t)^N*(t)H*(x). (60)

For small transients about some reference state (assumed steady), reasonable spatial functions

(modes) for 0 and i// are the actual flux and adjoint (importance) flux existing in the steady state.

Therefore, since the one-velocity steady-state model is self-adjoint, H and H* are taken to be

ff(r) = T7*(r) = K 0Q(r) ,

where the subscript 0 refers to the steady state and K is some arbitrary constant chosen to make

H have the desired units (power density, for example).

Equations for the time-dependent coefficients of Eq. 56 were obtained as follows:

1. Multiply each term of Eq. 59 by a Lagrange multiplier, say Lt(t, t) for i = 1, 2, . . . , 6, and
add the resultant expressions to the integrand of Eq. 58.

2. Substitute the assumed approximate solutions into the modified Eq. 58 and carry out the
spatial integrations.

3. Require the resultant expression for / to be an extremum, which is the restricted variational
principle.5,6

This procedure leads to the following equations for N(t) and T'(t):6

fH*V-lH dt) —=( f S-Vff* -DV/7 - ff*[Xa - (1 - p)V2{]H\ dr) N

+T A,.( fH*Zi dr)r , (61a)
«=i <J

fz*lZ{ dr) =p.( fz*lv^fl dx) N- \.[ JZ^Z1 dx) T> , (616)
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for 1 = 1,2, . .. , 6, where Z*' was introduced by assuming separability for the Lagrange multi

pliers.

Since >7(r) is <f>Q(r), and H* is the same as H(r), it follows that

Pi
Z'(r) = Z*'(r) = — vlfH(r). (62)

A.
I

Define

[H*Hdr f(H*H/vl(V)dx
A=-^ =' , (63a)fH*vlfH dx fH*H dx

where

fH*vl{H dx
vZf='—=— ; (636)

1 CH*H dx

then, with the aid of Eq. 62, Eq. 61 can be written as

/*[( - Vff* -DVff - H*l H+H*vlfH)/vl{]
dN I rJ \. r,

A— =« \ N- (SN +Y. p.T' , (64a)dt | fff*ff c/r | H £ '

dV
=/3./V - AT' . (646)

dt '

Define

fV//*-DV>7 dr

~TH*H~dr '

- DB2 - la +v2f
p (x, t) == == ;

then Eq. 64a becomes

fH*pHdx
dN J Hl « .

A—= N-BN+Tp.T1, (65)

DB2==

fH*H dx

where p is to be interpreted as the local reactivity. If H is chosen to be the steady-state flux,

it is obvious from Eq. 56 that
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N(0) = T1(0)= ... = T6(0)= 1 ,

and, from Eq. 65,

[H*pL(x, f=0)tf tfr =0.

Assume small deviations about the steady state and write

pL(x, 0= pL(r, 0) + p'L(', t) ,

N(t) = N(0) + N '(t) =1+N '(t) ,

Tj(t) = r'(0) + r '(0 = 1 + T1 '(t) ;

then Eqs. 65 and 646 become (ignoring products of small terms)

/ fH*p'H dx^
" I rJ LdN'

~dt
A

J H*H dx

pN- + £ j8.r',

dt1'

~dt"
ptN' - ATf

Laplace transform Eq. 66 to obtain (dropping primes)

fH*pL(x, s)H dx« AA
As +P ~ Z

s + A.
N(s)

An alternate useful form of Eq. 67 is

P(s) =As +P- Z
i=i s + A;

J H*H dx

fH*pL(x,s)Hdx

fH*Hdx Po>

(66a)

(666)

(67)

(68)

where P(s), given by

P(s) = P0/V(s),

represents the variation in the power level.

In the application of Eq. 66 or 68, the local reactivity will be taken as the sum of reactivities

due to changes in local temperature, voids, etc. As an example, consider a light-water-reflected-

moderated-cooled stationary fueled reactor. Suppose that changes in the temperature of the fuel

and water in the fueled region as well as changes in the temperature of the water in the nonfueled

region affect the total reactivity of the system. Then the local reactivity pL will be taken (in

part) as

P,> s) = aw,m^STw,M(r' s) + aw,FVSTw,F(r> s) + aF(0^F(r, s) , (69)
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where the subscript (W,M) is for the water in the nonfueled region, (rV,F) is for the water in the

fueled region, (F) is for the fuel, and a, the temperature reactivity coefficient, is zero outside

the indicated regions.

The temperature coefficients in Eq. 69 are not necessarily those that would be calculated or

measured. For example, the temperature coefficient is generally obtained by making a step change

in temperature ST (independent of position) and noting the total change in reactivity p; then the

temperature coefficient a is obtained from

a = p/8T .

For this example, suppose that the coefficient of interest is a . Then the total reactivity is

given by

p = = aST ,
f H*H dx

where a is the observed coefficient. For a constant a and 8T in the nonfueled region,

J H*H dx + f H*H dx
MJ F

a = a
W,M

J H*H dx

where M and F represent the nonfueled and fueled regions respectively.

Writing the local reactivity as

P, = Y 0..8T. + p . ,^l Li ] j rext '
;'

where p takes into account all quantities other than temperature which affect reactivity, Eq.

67 can be written as

/ 6 A./3. \
As+£~ Z T^f r^E^.eff+Pext' (70)

• , s + A.,1=1 1/ J

where

fH*8T.(x,s)Hdx
ST. .. =[ (71)

;,eff - v 'fH*H dx

Equations 70 and 71 are used for the neutronic model.
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5.2.2 Thermodynamic Model

The model will become complete when an expression for 8T.(x, s) of Eq. 71 is specified.

Thus, considering the system shown in Fig. 18, the temperature equations are

dTc dTc
Mc — + dcVc— =aP+uV°c-*(Ts-Tc), (72)

c dt c c dz CSC

dTs ...
A/ =6P-uV°-8(TS-Tc), (73)

s dt CSC

where one-dimensional flow has been assumed, and the subscripts c and s refer to the coolant

and solid respectively. In the following equations,

/ svc

\ CO

Tc(z, t)=TcQ(z)+8Tc(z,t), (74)

Ts(z>»=Ts0(z)+8Ts(z, t),

P(z, 0= P0(z)+8P(z, t) + S(t) ,

the subscript 0 refers to the steady state, and S is a noise-equivalent source which accounts for

random fluctuations in the power. At steady state, Eqs. 72 and 73 reduce to

<^co -
^o^^o +^co^so-rco), (75)

0=^'o-<o8Tso-^co)- (76)

Substitute Eq. 74 into Eqs. 72 and 73 and neglect products of the delta terms (assume small

deviations about the mean) which, with the aid of Eqs. 75 and 76, yield

dSTc d8Tc PQ
Mc --_- +dcVcQ -— +_ a8Vc =a(8P +S) +uV°c-Qs(STs - STc) , (77)

dSTs ... ... SVc
M„ = b(8 P + S) - uV°r-n\8Ts - 8TJ - 6PQ __ . (78)

dt

dt c c0 dz VcQ
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Laplace transform Eqs. 77 and 78 and eliminate 8T in Eq. 77, which leads to

dSTc
d V „ +

c c0 dz <V +<o8-
(uV0-8)
v CO '

M s + uV0-8
s CO

baV°c08PQ \ SV^
+ P0\a +

8T

<V +<o7 F-

buV0-8
CO

M s + uV0-8,
s CO '

(SP +S) . (79)

From Eq. 79 it is evident that if a fluctuation in the coolant velocity is significant as a driving

function for the power spectral density, then the magnitude of the driving function will be

proportional to the square of the power. Examination of the experimental power spectral densities

for the ORR and the HFIR, Figs. 5 and 16, clearly shows that this is not the case; therefore,

the fluctuation in the coolant velocity is insignificant and hence will be ignored in this analysis.

Then the equations which are used become

Let

d8T
d V „ +

c c0 dz
M s+ uV0'8 -•

c co

v CO '

M s + uV0-8
c CO

8T

8T (8P + S) +
uV0-8

CO

8T

M s + uV0-8
s CO

M s + uV0-8
S CO

at(s) =
d V „

C CO

M s + uV0'8 -
C CO

«;V

a +

buV0-8
CO

••W-J7c co \ M s + uV

a,(s) = -
M s + uV0-8

CO

uV0-8
CO

a4(s) =, .
M s + vV0-8

~ CO

a +

buV0-8
CO

M s+ uV0-8
S CO

(8P + S) , (80)

(81)
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then Eqs. 80 and 81 can be written as

-aAz-z ) —aAz-z ) Lr a Az'-z )
STc(z, s) =e l ° STc(z0, s)+a2e 1 ° J {e 1 °

zo

x[SP(2',s) + S(z',s)]|(fz', (82)

STs(z, s) = a3[8 P(z, s) + S(z, sj] + a^8Tc(z, s) , (83)

where S P and S have the same spatial dependence as the spatial weighting function H used in the

neutronic model, and 8T (z , s) is the fluctuation in temperature of the coolant at the inlet of the

reactor. Equations 82 and 83 are sufficient for the expansion of Eq. 71, and thus they complete

the thermodynamic model.

5.2.3 Solution to the Thermodynamic and Neutronic Equations

From Eq. 14 it is evident that the power spectral density is proportional to the square of the

mean power if the noise-equivalent source is negligible relative to the external reactivities;

therefore, the noise-equivalent source S in Eqs. 82 and 83 will be neglected, since the experi

mental power spectral densities in the ORR and the HFIR are proportional to the square of the

power. In accordance with Eq. 71, 8Tc ff and STs eff are given by (assuming a flat power

distribution in the radial direction)

ST „ = — , (84)
c,eff '

u

J H*8Tc(z, s)H dz

V H*H dz

*ST (z, s)H dz"/-

1

ST .. = — , (85)
s,eff

/
H*H dz

where (z - z ) is the height of the core in the direction of flow, and H and H* are the weighting

functions previously defined. Let

8 P(z, s) = KH(z) N(s) , (86)
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where K is a constant which converts H(z) to the steady-state power density, and N(s) is the

fluctuating component of the flux. Define

T. ,,(s) = 8T. ,,(s) ;

then Eqs. 84 and 85 (with the aid of Eqs. 82, 83, and 86) can be written as

DTce{{(s) = ASTc(z0, s) + BN(s) ,

DrS,eff(S) = CT(S) + FSrc(Z0' S) •

where

D= f H*H dz ,
zo J

zo

a^-Z^Hdz,

~a,(2-zn)
" /[•

aAz _z0)
KH] dz'\H dz ,

"J H*\a3KH +a4a2e "lV* '°' J [e l%~ °'KH] dz'\H dz ,-aAz-zQ) zf .jtr'-zj

"f »*"«• -ai(z-zo>H dz ,

(87)

(88)

and all other terms have been defined previously. Equations 70, 87, and 88 are then put in
matrix form; that is,

AX = Y ,

where A is the square matrix

(89)

/ £ Xi?i\
As + p- y i — a

c&•*»,)
-B D 0

-E 0 D



X is the column matrix

N(s)

rc,eff00
^s.effW

and Y is the column matrix

fext

A$Tc(z0, s)
^STc(z0, s)

43

which is the driving "function" matrix.

The elements in A and Y were calculated (or specified) using a CDC 1604 computer. Then

Eq. 89 was solved for the elements of X using matrix techniques.
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