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FOREWORD

The Nuclear Safety Information Center, established in March 1963

at the Oak Ridge National Laboratory under the sponsorship of the U.S.
Atomic Energy Commission, is a focal point for the collection, storage,
evaluation, and dissemination of nuclear safety information. A system
of keywords is used to index the information cataloged by the Center.
The title, author, installation, abstract, and keywords for each docu

ment reviewed are recorded at the central computer facility in Oak

Ridge. The references are cataloged according to the following cate
gories:

1. General Safety Criteria

2. Siting of Nuclear Facilities

3. Transportation and Handling of Radioactive Materials
4. Aerospace Safety

5. Heat Transfer and Thermal Transients

6. Reactor Transients, Kinetics, and Stability
7. Fission Product Release, Transport, and Removal

8. Sources of Energy Release under Accident Conditions

9. Nuclear Instrumentation, Control, and Safety Systems
10. Electrical Power Systems

11. Containment of Nuclear Facilities

12. Plant Safety Features — Reactor

13. Plant Safety Features — Nonreactor

14. Radionuclide Release and Movement in the Environment

15. Environmental Surveys, Monitoring, and Radiation Exposure
of Man

16. Meteorological Considerations

17. Operational Safety and Experience

Safety Analysis and Design Reports18

19

20.

Radiation Dose to Man from Radioactivity Release to the
Environment

Effects of Thermal Modifications on Ecological Systems
21. Effects of Radionuclides and Ionizing Radiation on

Ecological Systems



Computer programs have been developed which enable NSIC to (1) oper

ate a routine program of Selective Dissemination of Information (SDI) to

individuals according to their particular profile of interest, (2) make

retrospective searches of the stored references, and (3) distribute scope

and progress information on R&D contracts from the Program and Project

Information File (PPIF).

Services of the NSIC are available to government agencies, research

and educational institutions, and the nuclear industry on a partial cost

recovery basis designed to regain a portion of the expense associated

with disseminating the information to the user. A minimal inquiry re

sponse is available free. NSIC reports (i.e., those with the ORNL-NSIC

numbers) may be purchased from the National Technical Information Service

(see inside front cover) while documents indexed by NSIC may be examined

at the Center by qualified personnel. Inquiries concerning the capabil

ities and operation of the Center may be addressed to:

J. R. Buchanan, Assistant Director

Nuclear Safety Information Center
Post Office Box Y

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

Telephone 615-483-8611, Ext. 3-7253
FTS number is 615-483-7253
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ABSTRACT

Reliability engineering seeks deliberately to increase the likeli
hood that devices or systems will function as intended. To this end,
analytical techniques are routinely applied in such fields as aerospace,
providing rational direction and emphasis to the quality assurance ac
tivities. Similar methods are applied, but less extensively, in reactor
technology.

A survey of the current contributions of reliability engineering to
reactor safety is reported, treating three major aspects: reliability
goals, analysis effectiveness, and reliability implementation. The con
sideration of goals extends through formal risk evaluation studies, whose
results have given insights toward defining the defense-in-depth protec
tion requirement. Analysis methods, including those underlying the modern
computer programs, are described in sufficient detail to support discus
sions of their capability to identify system failure modes and their
limitations with regard to quantitative reliability forecasting. One of
the main limitations is that of support data on components, which problem
is introduced via consideration of the conclusive statistical informa

tion sought vs the fragmentary data available. Brief descriptions of the
data banks and other efforts indicate progress in combining information
of diverse origins to develop component reliability estimates. Practical
expressions of the reliability principles are summarized in terms of sys
tem design features, quality assurance measures, and standards.

The report concludes that the reactor quality assurance programs pre
sent most features of formal reliability programs in other areas. How
ever, quantitative analysis is slow in gaining acceptance due to three
factors: (l) the dearth of support information, (2) difficulty in for
mulating problems that correspond to reactor contingency conditions, and
(3) lack of consistency in analysis execution.





1. INTRODUCTION

From a practical viewpoint, reactor safety is the prevention or

countering of a finite range of plant contingencies that have potential

accident consequences. The basic problems are mainly understood. To

find effectual solutions is a serious engineering challenge, but one

that is both realistic and amenable to proven disciplines.

At least with regard to light-water-cooled reactors, the essential

performance parameters have already been established107'108 for systems

intended to prevent excessive accidental release of fission products.

This report takes up succeeding questions of what is being done to

assure that such systems will respond adequately whenever called upon.

The major emphasis here is on the application of reliability engineering

methods to enhance the practical safety efforts. Some of the work

described, however, goes beyond the traditional reliability considera

tions to address related problems in system and decision analysis.

1.1 Evolution of Reactor Plant Protection Systems

The prime safety concern of the early reactors was the possible uncon

trolled reactivity and power excursion which, if not promptly terminated,

could result in an accidental release of radioactive materials. To pre-

vent or counteract excursions, these reactors were provided with automatic

shutdown or "safety" systems that could quickly reduce reactivity, for ex

ample, by inserting neutron absorbers or removing fuel. Fission product

accumulations were then small, or at least not concentrated, and reactors

were designed to emphasize inherent power excursion limiting or terminating

characteristics; even failure of a safety system constituted more of a

local threat than a public hazard. Nevertheless, the uncertainties associ

ated with excursions and releases were regarded as sufficient reason for

providing containment enclosures. The industrial-type buildings which

housed the reactors were generally adequate, although facilities for

sealing major openings, controlling ventilation, and filtering exhaust

discharges were frequently required.

Practical power production from reactors meant large cores and high

power densities, hence substantial inventories of fission products.



Afterheat removal therefore became a major consideration in the large re

actors. Forced circulation of the primary coolant and facilities for sec

ondary heat rejection are now commonly provided to handle the shutdown re

quirements, normal as well as under most contingency conditions. Special

provisions are made for core cooling in the event of coolant escape from

the primary loop. Containment has continued to be mandatory in the United

States and, for the larger reactors, now entails massive structures and

complex systems both for closing off penetrations in emergencies and pro

viding containment cooling.

The engineering of systems to perform the above safety-related func

tions has traditionally evolved from consideration of the more disruptive

events or event combinations that could be postulated. Those situations

posing the greatest potential hazards have also been the focus of studies

to evaluate containment effectiveness and plant siting acceptability; such

major contingencies were at one time designated "maximum credible acci

dents" (MCAs). Emphasis on the major potential accidents in regulatory

reviews and public discussions of reactor safety then gave rise to the

popular impression of an "MCA approach" to reactor safety.

In a practical sense, it is the most disruptive events which establish

the extreme requirements for containment structures and other protection

features. As this became recognized, attention shifted to the "design

basis accident" (DBA), similar in concept to the MCA but more viable and

better able to identify significant ranges of accident conditions. Many

general system requirements thus determined are reflected in the AEC

design criteria.28

In water-cooled reactors, the most challenging accident has generally

been the "double-ended" rupture of a large pipe in a primary coolant loop,

that is, at a point where massive blowdown flow out both openings occurs.

Hence, through usage, MCA and later DBA became closely identified with the

double-ended rupture case. Although this problem is still prominent in

public discussions of reactor safety, the many less significant accident-

initiating events have not been overlooked. Thus, a major area of concern

has always been the uncontrolled reactivity addition, protection against

which is afforded by features preventing control rod ejection, simultaneous



rod withdrawals, steam void collapse (BWR), and sudden cold water addition.

More recent studies continue to reveal additional needs and opportunities

to head off potential accidents at early stages. For example, the desira

bility of allowing essentially no melting of fuel in reactors of high power

density, once established, led to adoption of features to ensure cooling of

BWR cores in the event of small-to-intermediate ruptures of the primary

coolant boundaries. These features were, mainly, emergency coolant injec

tion at high pressure, with automatic pressure relief to advance the time

at which low-pressure flooding and spray can be applied.

From the DBA approach evolved the present general plant design ob

jective of "defense in depth" against the consequences of each major dis

ruptive event. The multiple defenses invoke a wide range of functions

which are executed primarily by the "engineered safety systems" or "plant

protection systems." Additional features counter less severe contingencies,

mainly with a view to investment protection but also promoting safety.

Closely integrated with the primary safety functions are their supporting

auxiliary systems, such as energy source and distribution facilities,

equipment lubrication and cooling systems, and monitoring and control ar

rangements. Conventional plant protection features also factor into the

safety problem, including fire and security arrangements and the various

equipment safety devices.

1.2 Practical Safety Considerations in Modern

Protection Systems

The primary protection functions correspond generally to equipment

systems, for example, an array of pumps, valves, heat exchangers, and con

trols making up a cooling loop. Such systems are semiautonomous in that

they utilize mostly equipment dedicated to the basic system function, yet

may also call upon some shared facilities and are subject to considerable

control interaction with other functions. Most typical of the shared fa

cilities are the sensing and logic subsystems which initiate the main sys

tem actions, and the energy supplies which can be common to many systems.

Major equipment items like large pumps are permitted to serve more than one

system except where such alternate duties would conflict. The control



interactions are primarily to coordinate the various functions by select

ing, timing, and sequencing equipment responses; they are effected not only

through central control arrangements but also by many individual inter

locks and other local control devices.

Different combinations of the semi autonomous protective functions are

arrayed to cope with the various plant contingencies. Thus, a master sys

tem is formed ad hoc in response to each situation of safety interest and

hence presents a discrete problem in system effectiveness. Each such situ

ation has its own set of performance criteria, and each master system of

fers a set of alternative responses when preferred actions fail or are de

graded.

The protection system overall, in addition to its specific functional

capabilities, must offer a high probability of responding in sufficient

strength to prevent or mitigate every potentially serious accident. Ade

quate response is sought through (l) extensive review of system design to

minimize opportunities for misoperation or improper defeat of system re

sponses, and through (2) assurance of equipment reliability. The sheer

number of components and degree of overall system integration demand that

such efforts be deliberate, methodical, and comprehensive.

An organized approach to protection system development has the added

advantage of thorough documentation. Since much of the progress in these

systems has been by adding new features and modifying previous designs,

such documentation becomes desirable as a reference basis for examining

the overall effects of proposed changes. This is particularly true where

the work must be done under pressure of construction schedules or subject

to constraints in back-fitting to existing plants.

1.3 Reliability Engineering Scope

Reliability engineering has developed as a separate discipline only

since the time of World War II, the same period in which reactors have pro

gressed from laboratory experiment to a practical source of energy. Almost

all the reliability concepts and methods were understood and, to some de

gree, practiced before this time. But it required the impetus of advanced



aerospace and weapons programs to organize a wide range of contributing

activities effectively to produce reliable systems on a short time scale.

The activities individually should be so familiar to the engineer that he

may at first question the exalted status of the "new" discipline. They

include system design and design review, emphasizing such features as re

dundancy and fail-safe (e.g., as in early railroad air brakes); component

development and testing to assure qualification for specific severe duty

(e.g., modern gear lubricants); quality control (e.g., dimension tolerance

control by statistical sampling analysis, vital to machinery mass produc

tion); mortality statistical analysis (e.g., as practiced by insurance actu

aries and later adapted to depreciation accounting, etc.); and analysis of

combined probabilities (practiced intuitively in everyday life and more

formally by consistent winners at poker).

The basic premise of reliability engineering is inferred frcm the

customary definition of reliability, that is, the probability that a sys

tem or component will perform in the manner intended for a specified inter

val and under specified circumstances. Via the activities just described,

it is sought deliberately to raise the success probabilities to the highest

levels consistent with improvement costs and failure consequences.

The major departure of reliability engineering from the traditional

approaches is in the extensive use of analysis, qualitative as well as

quantitative, to provide rational overall guidance for the support activi

ties. The procedure is far from being an exact science. However, it has

added a large measure of discipline to projects by (l) identifying per

formance goals, (2) evaluating elemental probability factors that can be

deduced from relevant experience, (3) introducing speculation in a con

trolled manner where required, and (1+) organizing and allocating resources

consistently to meet the requirements. Quantitative analysis has enjoyed

favorable exposure due to both the attractiveness of its mathematical ap

proach and some early dramatic successes in aerospace applications. Con

trary to popular understanding, however, analysis practice is concerned at

least as much with identifying and describing qualitative cause-and-effect

relationships as with numerical evaluation of probabilities.



In learning to deal effectively with complex systems, the major re

liability programs have accomplished much in the areas of organizing and

partitioning the analysis work so as to concentrate on problems of prac

tical significance and yet minimize the burden on technical specialists.

The problems have occasioned the development not only of the formal methods

described in Chapter 3, but also of many detailed implementation proce

dures. The procedures primarily facilitate handling of the sometimes enor

mous quantities of raw data and refined information which are input to the

analyses.

Reliability engineering has further been concerned with reducing guid

ance to practice. As a result, many effective techniques have been devel

oped for expressing reliability considerations ultimately in terms of engi

neering decisions, technical requirements, and administrative policies.

These influence not only isolated design recommendations, but even the di

rection or formulation of entire support programs, for example, quality

control.

Some of the formal procedures used appear tedious in many respects

and demanding of expensive manpower. This has tended to limit their use

to vital projects. More generally, it means that the costs of using spe

cific reliability methods and undertaking elaborate analyses must be

weighed against the potential benefits or against alternative simplified

versions.

The fundamentals of reliability engineering now are thoroughly treated

by a number of texts, several of which are referenced here.1-^ Currently

the literature is becoming more specialized as attention shifts to problems

identified by analysis but not yet satisfactorily resolved. Both the texts

and the recent work extensively document reliability practice; however, as

might be expected, most of the material emphasizes the mathematics and is

strongly oriented toward weapons and aerospace equipment, which have re

liability considerations somewhat different from reactor systems.

Attention is called to two modern and comprehensive works. First is

the NASA series entitled "Practical Reliability,"15-19 which presents the

fundamentals along with modern aerospace applications. The other is the

UKAEA report, "Safety Assessment with Reference to Automatic Protective



Systems for Nuclear Reactors,"98 covering in detail many reliability con

siderations for reactor systems. Also noted are the extensive, subject-

classified bibliography68 prepared by the Liquid Metals Engineering Center

and the literature review26 reported by Schultz and Geisler.

Additional reference sources for current developments in the relia

bility field are the proceedings of two series of conferences: (l) Annual

Reliability and Maintainability Conference, sponsored jointly by the AIAA,

SAE, and ASME; and (2) Annual Symposium on Reliability, sponsored jointly

by the IEEE, SNT, FES, and ASQC. Reviews and abstracts of reliability lit

erature through December 1970 are available in the periodical Reliability

Abstracts and Technical Reviews (RATR), sponsored by NASA.

1.1+ Reliability Methods Applied to Reactor Systems

There has been no lack of awareness of the potential contribution of

reliability engineering methods to reactor safety. In fact, many of the

methods and precepts highly developed for military systems have been suc

cessfully applied throughout the course of reactor development. Practical

difficulties have delayed adaptation of other techniques, notably the ap

plication of numerical analysis to assess absolute probabilities in a con

sistent and convincing manner.

Early recognition of the probability aspects of safety is evidenced

by a 1953 internal report3 at Oak Ridge National Laboratory, in which

Jordan expanded on the admonition to "get statistical safety." At the

time there was much concern over the unreliability of reactor control equip

ment, particularly the detection chambers, cables, and electronic gear that

comprised the neutron flux measurement channels. "Statistical safety" then

was rapidly being reduced to practice via the application of redundant in

strument channels in the safety-shutdown systems. Thus, the most dramatic

of the reliability benefits that analysis had brought to other fields were

capitalized on long before formal analyses were being performed on safety

systems.

The "Single Failure Criterion" became a popular and convenient ex

pression of the redundancy concept. Practical refinements of the redun

dancy principle soon followed, such as independence, diversity, physical



isolation and protection, and fail-safe features, all applied mainly to

safety instrumentation. Although these measures were taken initially per

haps more out of consideration for the equipment shortcomings than for

other reasons more prominent today, they are recognizable as an early ver

sion of "Common Mode Failure Protection" (i.e., preventing function failure

due to single event or deficiency affecting redundant equipment). With

usage, such practices gained general acceptance as the protection system

design principles and are reflected in the design criteria. The same prin

ciples are now recognized as applying beyond the instrumentation to all

aspects of the protection systems. They have given much of the actual di

rection to the current safety and reliability analysis work, mostly quali

tative, which seeks to assure "defense in depth" against accidents and

freedom from common-mode failures.

The equipment comprising the early protection systems (i.e., the

safety or safety-shutdown systems) was novel, developing and changing

rapidly, and produced only in small numbers. These circumstances were

not conducive to obtaining the kinds of experience statistical data needed

to support numerical analysis of system reliabilities. Consequently, only

limited use was made of such methods. Neither the equipment nor the appli

cations are by any means standardized yet, but considerable progress has

been made in gathering what relevant information there is and, where di

rect experience is lacking, in methodically synthesizing component relia

bility estimates. Many of the "nonstandard" conditions involve conven

tional large components like pumps, which are mainly custom designed and

installed.

Component qualification was a principal development objective rather

than a routine matter of reliability engineering for the early safety sys

tems. Currently it is a central consideration in the refinement phases of

reactor equipment development and figures largely in the present reactor

reliability efforts.

Quality control at one time was more or less presumed to follow from

the high technology environment of reactor projects, an attitude not en

tirely vindicated by experience. With reactors being reduced to commercial

practice, however, it soon became obvious that quality control standards



more stringent than ordinary industrial requirements were necessary for

safety-grade reliability. Such standards are now being developed and im

plemented rapidly. In fact, the effort to achieve effective quality con

trol is presently emphasized perhaps more than any other formal aspect of

reactor systems reliability, as a major factor in overall "quality assur

ance."

A natural extension of certain conclusions developed from analysis

has been into the areas of testing and maintenance. For example, where

intuition tells us that an item frequently tested will not remain long un

discovered in a failed state, analysis now provides effectual guidance in

determining suitable test intervals. Decisions regarding allowable down

time for maintenance are similarly being resolved on an objective proba

bility basis. Ultimately there always remains the question of whether the

reliability of a vital system is adequate, and objective methods are be

ginning to address this problem too.

1.5 Safety and Reliability Guidance from Analysis

Objective quantitative analysis has long promised the ultimate in

guidance to reliability efforts by virtue of combining mechanistic, proba

bilistic, and economic considerations all on a common basis. Stimulated

by successes in the aerospace and weapons fields, the prospects for ex

tensive analysis application to reactor systems began to receive serious

attention around 1962+. The thorough treatment of the subject by the UKAEC,

referred to above, appeared shortly thereafter, closely followed by the

work of Planning Research Corporation and Holmes & Narver, Inc., and ac

counts of several actual system analyses. The literature anticipated that

the major benefits of analysis could largely be realized at reasonable ef

fort and proposed to attack some very broad problems by such methods.

The initial attempts on the broad problems, as well as the less am

bitious practical studies, produced considerable controversy and some dis

appointment. Most of the controversy centered on defining safety-related

reliability goals and on whether objective analysis could ever indeed point

the way to complete safety assurance. The controversies are still far from

being resolved. But while the principal goals remain those derived from
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consideration of specific potential accidents, the present trend toward

more objective assessment of both goals and systems must be credited at

least partly to the analysis impact.

The extent of initial disappointment has been evident from criticisms

of analysis credibility on grounds of questionable data, inadequate depth,

and sometimes unrealistic problem formulation. But both the analysis capa

bilities and the attitudes toward its use are maturing. With understanding

has come an appreciation of the practical limitations and, hence, what are

the valid and worthwhile applications. The most serious of the limitations

is now recognized as being the extent to which we can, as engineers, an

ticipate the system failure mechanisms; in this regard methodical quali

tative analysis has added to our capability. Again, the ease with which

analysis combines fact and speculation impartially has occasioned some dis

trust of conclusions so derived; but speculation has always been honorable

in evaluating uncertain situations, and the mature viewpoint requires sim

ply that its use be fully acknowledged.

Attention to the analysis aspect of reliability has perhaps been pro

portionally greater than its present influence on the larger-scale safety

implementation activities. Nevertheless, it represents not only a state-

of-the-art trend but also the most satisfactory frame of reference in which

to review many of the safety efforts. Accordingly, this report attempts to

impart a knowledge of those reliability analysis methods currently con

tributing to the reactor technology. Most of the subject matter is neces

sarily devoted to describing the fundamentals and specific techniques.

However, the main arguments concern the analysis limitations and quality,

what valid insights or conclusions analysis can develop, and how such con

clusions can effectively be reduced to implementation practice. It is

hoped to provide, in the analysis context, a reasonable perspective of the

safety prospects overall.

The report treats reliability from an engineer's standpoint. This

statement is partly by way of apology for introducing practical engineering

considerations to modify, interpret, and evaluate otherwise pure proba

bility concepts. It further disclaims the need to treat rigorously here

all the fundamental concepts called upon, and which are fully developed in
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the texts. Instead, a concise tutorial development of those principles

directly contributing to an understanding of current computer-aided nu

merical analysis was attempted via the simplied and highly selective ex

amples of the Appendix, with support from Chapters 3 and k. The need for

a basic presentation was felt strongly by the author, particularly in view

of difficulties in extracting underlying concepts from the current litera

ture. It is hoped, therefore, that the examples will serve as a worthwhile

review or summary to those readers having a good theoretical grasp of the

subject; for others it should provide a relatively painless introduction

by establishing the rationale with simple mathematics and preparing the

reader for the more advanced treatments, divergent presentations, and some

times arcane languages of the extensive literature.
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2. RELIABILITY OBJECTIVES

The projects under which reliability engineering took form have bene

fited from clear-cut main goals to which definite values could be attrib

uted. However, resolving these goals into subordinate reliability re

quirements on the vital functions, systems, and equipment has generally

been a persistent problem. The problem is essentially one of optimization;

that is, while many avenues are open for improving particular aspects of a

system response probability, each must be weighed objectively in terms of

relative effectiveness, cost, and possible undesired effects on other

response factors.

From time to time similarly objective sets of reliability goals have

been sought for reactor protection systems, but with results that were far

from conclusive. Some approaches through risk analysis are discussed in

Chapter 6. The most serious difficulty seems to be that protection systems,

by virtue of both being and having backup facilities, introduce two com

plicating factors into the goal rationalization: (l) the need for a pro

tective action is conditional on events so rare in a well-conceived plant

that their frequency is indeterminate and (2) the consequences of any one

protection channel failing to respond properly in a modern plant depend

not only on the effectiveness of other protection and operating facilities,

but on many chance effects as well. Thus multiple defenses, while enhanc

ing safety, place the problem of reliability goal optimization perhaps be

yond a really satisfactory solution.

Possible exceptions to the above are portions of the reactor scram

systems and a few other facilities that must respond to fairly frequent

operating contingencies, for example, turbine-generator forced outages.

For these systems it may eventually prove feasible to base reliability re

quirements on outage rates experienced by utilities and estimates of direct

failure consequences.

In lieu of quantitative goals, the safety requirements for high re

liability have gained expression in terms of specific system features and

design objectives and quality assurance practices. Interpretation of the
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requirements must be somewhat subjective, but with usage has come improved

understanding and consistency in application.

2.1 Reliability in Practical System Design

The USAEC regulatory policy regarding reactor plant safety has been

to establish broad criteria and to hold the reactor industry responsible

for developing detailed design and quality assurance requirements.122 To

a large extent, however, the detailed requirements have been inferred from

case conclusions by the Advisory Committee on Reactor Safeguards (ACRS),

the AEC Division of Reactor Licensing (DRL), and other agencies. Similar

guidelines have been adopted for government-sponsored reactors. Moreover,

much of the information needed to justify the specific system requirements

has been generated from research activities sponsored by the Division of

Reactor Development and Technology (DRDT).

Regarding reliability, the broad criteria in effect require that

safety or protection systems be separate from normal operating systems and

that independent-redundant facilities be provided to perform those func

tions designated as protective. Safety analysis studies are performed for

each plant to determine the necessary protective functions. The actual de

grees of redundancy, independence, and diversity vary a great deal among

the various functions. That is, a particular result may be achieved with

duplicate or diverse equipment, or both, and some safety functions will be

provided with much higher effective redundance than the minimum.

The different reliability treatment accorded the various functions is

more than mere engineering expedient. It represents, to a large extent,

value judgments on the importance of the functions; such judgments have

accumulated to form what now amounts to a very large body of design

precedent.

Wherever practical, the precedents are observed and interpreted as a

means to evaluate proposed new plant designs, thus contributing to the

consistency of the designs and the efficiency of the review procedure.

However, there is some concern that this procedure also tends to divert

attention from novel opportunities to enhance safety and sometimes burdens

plants with protection features of perhaps marginal value. The case for
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the first point is the current emphasis on protection systems, with little

attention or credit being given to the operating systems' potential for

reducing accident risks. Protection value concerns mostly features that

have been proposed to back up or enhance systems previously provided; in

dustry has questioned whether some of these need be furnished in dupli

cate, that is, according to "safety" standards, or even provided at all.

2.2 Goals for Use in System Analyses

Without quantitative guidelines, it is still reasonable to set up

transitory standards of reliability for evaluating individual systems or

functions. One practical method is to develop reference values by ana

lyzing designs that have been thoroughly (if subjectively) reviewed and

found acceptable, i.e., to "observe the tradition." This approach offers

convenient bases for comparing reliabilities of alternative designs, evalu

ating features within systems, etc. In other areas, conservative design

practice will routinely yield theoretical reliabilities higher than the

level where such numbers are meaningful, thus avoiding the immediate con

cern over assigning quantitative goals.

Regardless of whether a reliability goal is reached objectively or is

adaptive, it should at least be clearly defined with regard to function.

This point seems self-evident, which is perhaps the reason it has been

slighted in the texts. However, incorrect or inadequate understanding of

the critical system functions can easily cause attention and resources to

be wasted on trivial features. In some instances this has led to actual

unreliability of systems.

Typical of the misunderstandings that arise in defining reliability

objectives is the discrepancy between the vital functions of concern in the

reactor safety literature and the systems for which reliability analyses

have been reported. The literature seems to stress realistically the capa

bility to perform vital functions under adverse circumstances; moreover,

the functions often involve sets of, rather than individual, systems. By

contrast, the formal analyses have been rather restricted to discrete hard

ware systems; in addition, indiscriminate use of "average service" com

ponent reliability data in the analyses suggests neglect of special
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operating conditions. Such discrepancies, without supporting justifica

tion, tend to discredit analysis-based claims of reliability. The reme

dies, discussed in later chapters, amount to a broadening and clarifying

of the reliability problem objectives and more intelligent use of the data.

2.3 System Serviceability

Hanauer and Walker37 define serviceability as ". . . the propensity

to be free from safe failures," and regard a "safe" failure of a protection

system as one in which the system is actuated when not demanded by plant

conditions. A safe failure sometimes implies an economic loss. Whether

such a failure is always benign with regard to overall accident risk is

questionable, since it may stress critical equipment or may induce a safety

requirement for another protective action. Therefore, the serviceability

aspects of protection system reliability deserve special consideration in

establishing the reliability goals.

Serviceability of operating systems has similar safety significance,

but the economic incentives here appear well enough recognized to assure

adequate attention.

2.2+ Reliability Optimization: A System Analysis Problem

The theoretical reliability of a system or subsystem can be repre

sented, by methods shown in Chapter 3, as the combined probability of ful

filling a number of specific requirements. If those individual factors

which correspond to design features are then manipulated within the formal

problem setup or model, their effects on overall reliability can be studied

methodically. Assigning costs to each alternative expands the problem to

one of cost-effectiveness optimization.

Valuable guidance with regard to design decisions and placement of

emphasis in other reliability implementation efforts is gained from such

optimization studies. However, the need for realistic problem formulation,

discussed in the preceding section, is especially acute in this area.

Optimization problems, being iterative and demanding of accuracy, tend

to be burdensome in regard to calculation effort. Where many were pre

viously impractical for hand methods, the computer is now expanding the
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opportunities. Moreover, it is no longer necessary to resort to relia

bility models so simplistic that they hopelessly obscure comparisons of

system features.

2.5 Implementation Goals

The objectives discussed thus far have been in terms of probabilities

of successfully executing defined functions. To adopt such goals implies

a readiness to undertake all practical measures to implement the relia

bilities assumed in or promised by the theoretical considerations. The

practical measures have subsidiary goals of their own, some self-evident

and others identified from formal reliability studies, as described in

Chapters 1+ and 5.

2.6 Formal Definition of Goals

In addition to the reactor manufacturers, several organizations are

actively engaged in establishing useful reliability objectives as the

bases for standards or criteria. These include the Joint Committee on

Nuclear Power Standards of the Institute of Electrical and Electronics

Engineers, Subcommittee 5, Reliability; and the AEC Division of Reactor

Development and Technology in cooperation with the Standards Program of

the Oak Ridge National Laboratory. These efforts are discussed further

in Chapter 5.
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3. RELIABILITY ANALYSIS

Much of the modern development of reliability as a discipline has

centered on techniques for determining how a complex system can fail and

estimating the chances that it will fail. The ultimate analysis expression

is the system probabilistic model, which has evolved to various highly re

fined forms from the simple premise that the success or failure probability

of an array of functionally dependent, failure independent elements is de

termined by the elemental probabilities. Computers now handle the vast

amount of mathematics entailed in combining the elemental probability

functions for large systems, and efficient procedures are available to

organize the input information.

The main intent of this chapter is to describe the present and po

tential applications of reliability analysis methods to system problems in

reactor safety. Since the considerations are largely technical, the sub

ject background is developed from the logic and probability fundamentals

through sufficient method detail to convey an appreciation of the useful

capabilities of analysis as well as its practical limitations. Two main

analysis aspects, model construction and probability evaluation, are first

considered separately and are then combined in the discussions of the com

puter methods. Up to Section 3.9 the material is fairly general; however,

many implications with regard to reactor problems are expanded upon. Sec

tion 3.9 focuses the preceding material on reactor system analysis appli

cations so as to explain the current status, difficulties, and development

aims in this area.

The examples in the Appendix supplement the text in this chapter.

Part 1 develops the basic logic and probability concepts in a sequence

leading to their ultimate application in computer analysis programs. Part

2 simulates a protection system case study, emphasizing qualitative methods

and practical analysis difficulties.
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3.1 Rationale of Analysis

The intuitive approach to an unfamiliar problem is to assemble and

diagram all the information one can bring to bear, however diverse. Re

liability analysis extends this approach. Thus the various modeling tech

niques emerge as refinements on problem diagramming, whereby individual

considerations are reduced to common terms, ordered logically, and placed

in perspective with regard to importance. And while analysis alone can

not introduce a consideration until it has been envisioned in a physical

sense, the methodical exercise is very useful in directing attention to

factors that otherwise might be overlooked.

3.1.1 Logic Modeling

The logic analogies to actual system functions as well as to block

diagrams are readily apparent for switching matrices; in fact, telephone

exchange switching problems stimulated much of the work underlying modern

systems analysis practice. Thus, switch arrays effectively form "and," "or,"

etc., configurations, all subject to the classical rules of combination.

Extending the analogy to more general functions was quite natural. The

early models corresponded directly to the system components, consideration

of which was restricted to simple ability to sustain or impede the system

function. Subsequently it was sought to represent a broad range of actual

reliability considerations as events of logic or decision significance.

The diagrams in Examples 1.2.1.1, 1.2.1.2, 1.2.1.5, and 1.2.1.6 of

the Appendix illustrate a few simple logic relationships of the type just

described. Each box shown could represent a switch function or any other

explicit requirement for meeting an objective that corresponds to a com

pleted circuit path across the array. For analysis purposes, the logical

objective may just as well be system failure as success; in failure arrays,

the "closed switch" then represents a system requirement not satisfied,

for example, a vital component broken. The block diagrams for Examples

1.2.1.3 and 1.2.1.2+ a0 not adequately represent the associated logic state

ments, although they do correspond to physical connections among components.

A switch diagram accompanying Example 1.2.1.3 illustrates the necessary

diagram modification to achieve a rigorous logic model.
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Where reliability considerations are reasonably simple and straight

forward, diagramming may provide immediate insights merely by inspection.

Often from the diagrams alone one can not only identify directly which

factors are vital but form some opinion on their likelihood and project

desirable system improvements. Complex systems, not so readily visualized,

require formal truth-table analyses to identify combinations leading to

ultimate system outcomes; here the computer is called on to test endless

combinations of logic element aspects in a large array. Example 1.3.1.2

illustrates the computer approach to a truth-table solution.

3.1.2 Probability Modeling

By assigning a probability factor to every elemental condition or re

quirement in the logic model, one places each consideration in perspective

as to its relative importance to system reliability. The array of such

factors comprises the probability model about which system quantitative

reliability problems are formulated. There are various ways to express

the elemental probability factors, for example, as instantaneous values

or as functions of time, and in each problem it is necessary to select

those consistent with both the problem statement and the data. Evaluation

of the combined probabilities follows methods derived from game theory.

The two basic assumptions implicit in all probability modeling are

event independence and event randomness in time. Since interpretation of

these concepts is sometimes troublesome, they deserve attention at this

point.

The event independence of reliability interest usually pertains to

component failures. For the simplest models, the meaning is clearly that

no component failure explicit in a model is the immediate and direct cause

of another failure in the same model. More complex models may include

hierarchic failure sequences, whereby some failure of system significance

may develop in any of several ways; although that failure is evidently no

longer independent in a physical sense, the model requirement is still

satisfied if all the initiating events at the front of the failure sequence

are indeed independent. Modeling techniques can readily accommodate the

independent event which simultaneously causes multiple dependent events.
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In addition, event independence does not preclude dependent probabilities,

for example, where the probability of one event in the model is conditional

on the actual occurrence of another. Such dependency expressions tend to

be complex, however, and their use in practical analysis work is rather

limited. Several such expressions are given in Example 1.2.2.3.

According to the randomness concept, individual events or conditions

represented in the probability model occur at unpredictable times within

prescribed intervals or at unpredictable points in any sequence of trials,

if they occur at all. Were they to occur predictably, we would have to

treat them as certainties instead of probabilities. The assumption may

apply also to conditionally dependent events as well as to independent

initiating ones.

Actual event randomness is not inconsistent with the random selection

analogy sometimes used to describe characteristic variations of component

failure or other probabilities with time. The analogy supposes an infinite

population of like components, whose individual members initially differ

only to the extent of expected construction variations. By placing all the

components in service simultaneously and subjecting them to the range of

operating variables corresponding to the intended specific application,

failures accumulate with time. In choosing one component by blind, or

random, selection at any time after the group startup, there is some chance

of finding a failed unit, which probability is equivalent to the proportion

of failed units at that time. The latter, of course, is the characteristic

probability value sought. Several extensions of this analogy are useful

in visualizing special situations, for example, testing and repair of com

ponents. Here, the "good as new" approach is usually expedient, corre

sponding to restoration of the infinite population to new condition at re

peated intervals. Similar treatment is sometimes given to external events,

such as storms, where probability of occurring within an interval is the

factor of interest.

As mentioned in Section 3.1.1, a given set of basic considerations

can be expressed equally well as a system success or failure model. While

true in theory, results from practical models developed in such opposite

ways almost never agree exactly. The differences arise mainly in the
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details of structuring success and failure arrays, the tendency being to

identify events or states for one model objective that do not have exact

counterparts in the other.

3.1.3 Qualitative Analysis

So far this chapter has stressed the probabilistic modeling aspects

of analysis. There are practical limits of complexity, however, beyond

which probability models are either altogether unsatisfactory or must be

preceded by the development of input information. Such limits are soon

encountered whenever it is attempted to analyze a system in great detail

or to evaluate the conceptual design of a system having many major com

ponents, components with multiple functions, etc.

The problem then reduces to one of methodically identifying and ac

counting for many detailed considerations. Addressed to this need are the

so-called qualitative analysis techniques, several of which have proved

very useful and are currently applied even more as independent evaluation

methods than as a prelude to probability modeling. Their approaches gen

erally consist of either listing components and considering malfunction

consequences for each or postulating significant events and diagramming

possible contributing conditions. Overall they extend our capability to

envision the more obscure failure mechanisms.

3.1.2+ Evolution of Analysis Practice

The reliability models of 25 years ago described systems in terms of

relatively few main components and their direct functional relationships.

Straightforward problems in probability or probability vs time were formu

lated around the models and kept simple enough to be solved by hand calcu

lations. The problem limitations presented by capability to perform the

calculations were so severe that many situations of interest just could

not be represented adequately. The parallel development of digital com

puters, however, effectively removed such limitations, and now it is at

least feasible to model almost any situation we are capable of describing.

As in other areas, the impact of the computer was no less than to dictate

entirely different methods of problem solving, that is, the "open" or suc

cessive trial approach as opposed to the setup and direct evaluation of

great convoluted equations.
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Sections 3.2 through 3.5 describe specific methods of analysis and

trace the progression from the early simple models to the quite sophisti

cated ones now routinely executed. References 1 to 6 cover the basic ma

terial but at much greater length and with the alternative techniques more

fully developed. For instance, the same conclusions regarding combined

probabilities reached by direct or conditional probability sequences here

(i.e., in Part 1 of the Appendix) can also be derived according to set

theory or Boolean notations.

Before discussing the specific reliability techniques, it is well to

consider briefly how each contributes to a practical reliability investi

gation. The general procedure is outlined below.

1. Define accurately each significant performance objective of the

system.

2. Define the actual scope of the system intended to fulfill the ob

jectives; the definition must be arbitrary, but this is no par

ticular problem provided that all significant boundaries and

interfaces are accounted for properly.

3. Define levels of performance below which system is considered to

have failed.

2+. Reduce system to an ordered set of elemental components, each sub

ject to random failure of reliability significance; assign a proba

bility factor or characteristic to each if possible. (Alterna

tively, problem may be reduced to random events.)

5. Identify and describe secondary random effects that can contribute

to system failure; these are likely to originate outside the de

fined system boundaries and include independent catastrophic events

such as fires.

6. Develop conclusions regarding the overall capability/reliability

of the system to meet the defined performance objectives; proba

bility modeling is commonly applied.

7. Identify opportunities for system improvement and optimize the

system design; quantitative cost-effectiveness techniques may be

applied in addition to qualitative studies.

8. Identify special measures required to achieve predicted relia

bility, for example, special component qualifications and quality

assurance efforts.
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Considerable judgment as well as a substantial knowledge of the system

under study is implicit in each of the steps. It is up to the analyst in

particular to select techniques appropriate to a problem, to apply each

at an optimum level of detail, and to temper the conclusions according to

recognized limitations in problem understanding.

3.2 Reliability Models

3.2.1 Reliability Analysis Model

The early practice of representing a system by an array of logic ele

ments, each corresponding directly to a physical component, is now termed

"reliability analysis" or "hardware" modeling. Its effectiveness was dem

onstrated originally for aircraft and missile systems which, while some

times complex, had fairly straightforward reliability objectives. Thus,

in typical problems oriented toward such systems, hardware models provided

a satisfactory basis for direct calculations of probability vs time (i.e.,

after startup) that an initially all-good system would still be unfailed.

Final solutions then were usually obtained in terms of probability of com

pleting a mission of definite duration, or of time until system failure

probability reached an unacceptable level. Example 2.2.1+ illustrates hand

calculations on a hardware model.

The basic method remains very popular and its capabilities have been

greatly expanded. Current versions of the hardware model may represent

systems in great detail since evaluation is no longer restricted to hand

calculations, and other refinements' have enabled more accurate repre

sentation of the component reliability characteristics, as will be

discussed later.

3.2.2 Reliability Analysis Model: Addition of Events

The basic reliability analysis model can easily accommodate consider

ations other than simple success or failure of components. Examples 1.2.1.7

and 1.2.2+.1 illustrate methods whereby events may be represented either as

affecting component reliabilities or as independent logical factors in the

system model.
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3.2.3 Event Tree

When it becomes necessary to investigate in depth a reliability situ

ation dependent on many diverse influences, it may prove impractical at

first to structure the problem as a hardware model. The sheer complexity

that would be required in such a model might well defeat the major aim of

the study, namely, to provide insight of the system failure mechanisms.

More flexible diagramming methods are then in order. Addressed to this

need is the "event tree" form, which was developed originally by Bell

Telephone Laboratories and has since been widely adopted.

The event tree describes a situation as a hierarchy of events logi

cally leading or contributing to an ultimate event of interest. It may

take either of two forms, "fault tree" or "success tree," depending on the

approach the analyst wishes to emphasize. Tree construction ordinarily be

gins with the top event and works downward. Subevents are first described

briefly as engineering considerations, which are then connected through

appropriate logic symbols (see Fig. A.2.1, Appendix). Thus the tree is

initially an aid to qualitative analysis.

Example 2.1+ illustrates fault tree applications intended to provide

direct qualitative insight of factors that could lead to system failure.

In it are a number of detailed considerations whose probabilities would

be virtually impossible to assess; thus in "raw" form this diagram is not

directly amenable to probability analysis.

To develop a probabilistic model out of a tree diagram is fairly

straightforward. First, it must be decided which considerations (i.e.,

events) shall retain their identity in the model and be assigned proba

bility characteristics. The remaining considerations are either discarded,

if trivial, or somehow combined into nontrivial expressions. Having thus

reduced the model to a tree of probability expressions, it is ready for

evaluation directly by computer programs designed to handle input so

structured. In some cases, however, rearrangement is necessary in order

to obtain logically equivalent structures that are compatible with the

available computer programs.

The fault tree has generally gained precedence over the success tree

because it is deductive rather than inductive. Deductive analysis is
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claimed to be the more efficient since it concentrates on the smaller num

ber of failure combinations instead of the larger number, success paths.

Failure considerations may also have more dramatic value than success,

stimulating more effective action in system improvement. Occasionally

both fault and success trees are applied to the same problem in order to

bracket the difference between the two approaches.

3.2.2+ Decision Tree

The decision tree, another diagrammatic method for representing relia

bility problems, is somewhat more comprehensive than either the block or

fault tree methods in that it can represent events as well as components

and at the same time display all the steps for convenient numerical solu

tions by hand. Even the steps for conditional probability calculations

are diagrammed (e.g., for cross-linked dependencies). However, the ar

rangement of elements is not always as "natural" as for other methods de

scribed, and the diagrams tend to become so complicated that they are dif

ficult to review by inspection. Example 2.5 illustrates the decision tree

for comparision with block and fault tree diagrams of the same system

problems.

The true strength of the decision tree approach is realized in the

situation where a logic or probabilistic model is partitioned and the sub

ordinate portions have multiple outcomes, each of which must be considered

in the overall problem. Such situations are typical of systems that have

degraded operating modes, diverse redundant backup capabilities, etc., as

is often the case for integrated protection systems in reactors.

3.3 Qualitative Assessment of System Reliability

The models just described all provide qualitative insights of the

system failure causes, the event trees being particularly effective. Sev

eral other review techniques have also gained favor for their ability to

ferret out more obscure deficiencies in system designs.

3.3.1 "Failure Mode and Effect" Analysis (FMEA)

Although under "Event Tree" it was suggested that deductive analysis

methods were generally preferable, there are some good arguments to be made
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for the inductive methods. In particular, they tend to focus attention

first on the elemental components. The methodical examination of a sys

tem inductively, piece by piece, is now termed failure mode and effect

analysis. Typical arrangements of the information developed by this tech

nique are given in Example 2.3.

Failure mode and effect analysis not only provides some immediate in

sight to local problems but is frequently used to generate information for

input to the larger system modeling problem. It is especially effective

in identifying multiple effects on the system that can be produced by sin

gle components and may signal where further detailed study of a component

would be appropriate.

3.3.2 "Common Mode Failure" (CMF) Analysis

According to probability theory, any desired degree of reliability

can be imparted "to a system merely by providing sufficient redundancy. A

recognized practical limitation to this notion is that events may occur

which simultaneously disable all of a set of redundant elements. The de

liberate search for such common disabling causes is becoming established49

as a separate discipline within the broad context of system analysis and

is designated common mode failure analysis. Typical common mode failure

causes include equipment functional deficiencies, design errors, mainte

nance and operating errors, and external events.

The results of CMF analysis are applied mainly as feedback on detailed

designs, that is, as a means to debug or improve a design. They may also

be helpful in developing criteria for component qualification, quality con

trol, and system operation.

3.3.3 "Single Failure" Analysis

Without recourse to formal modeling, some analyses of reactor pro

tection systems are done from the standpoint that virtually complete re

dundancy of all functions is required to assure adequate reliability of

vital systems. Further required is a high, but not complete, degree of

independence among redundant elements. Detailed investigations are then

undertaken to discover and assess points of significant vulnerability

either in the system design or as constructed. Such studies are now

designated single failure analysis.123
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In practice, all system common elements (i.e., not independent-

redundant) are suspect, regardless of whether a formal model might dis

regard them as having too low a probability of random failure to be sig

nificant. Particular attention is given to elements exposed to damage

either due to location or as a consequence of some system condition (e.g.,

a voltage surge causing a cascade of transistor failures in a voting logic

matrix).

3.3.2+ System Performance Analysis

Many so-called system failures, notably in instrument systems, are

more properly described as performance degradations below threshold levels

or as calibration drifts. This situation has been considered exhaustively

in articles and texts on instrument application. An interesting aspect of

the problem is that a performance deviation may be represented as a dis

tributed variable, and the probability of deviating beyond a limit can

therefore be estimated like a failure probability. Section 9 of Ref. 18

and Chapter 5 of Ref. 98 treat this topic explicitly with regard to system

reliability under the category of "bound-crossing."

3.3.5 Network Simplification

In the design of complex logical arrays, one of the major challenges

is to execute all the intended system functions with the minimum number of

elements. The Boolean methods were developed originally as aids in simpli

fying the design of switching matrices but have since been extended to more

general design applications and for use in system reliability calculations.

The methods are of interest here since they represent one means for ana

lyzing an early design in order to improve it by eliminating unnecessary

redundance (i.e., that which detracts from reliability). An introduction

to the use of Boolean methods is provided in Ref. 1, and a more compre

hensive development is offered in Ref. 7-
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3.2+ Numerical Analysis

The purpose of numerical analysis in reliability studies is to calcu

late the probability either that no critical combination of undesired events

will cause system failure or that some combination of desired events will

produce system success.

3.2+.1 Probability at a Fixed Point in Time

To introduce the calculation methods, it is convenient first to ignore

the whole question of time dependence and concentrate on immediate proba

bilities. Accordingly, Example 1.2.1 develops, through logical reasoning

processes, the failure and success probabilities of various system combi

nations of elements. The very important concept of conditional probability,

popularly attributed to Bayes, is demonstrated in the expressions for the

dependency situations, including cross-linked element, standby element, ex

clusive shared element, and element whose stress (and hence failure proba

bility) changes because of some predictable influence. A few exaggerated

numerical examples are provided to consolidate various steps.

3.2+.2 Probability as a Function of Time

In theory, at least, the transition from the discrete probabilities

of Example 1.2.1 to probabilities that are functions of time is simple.

Noting that the discrete probability relationships are always valid, all

that is required is to replace each elemental probability with a function

that properly describes how that probability varies with time. It follows

that whenever all the functions are evaluated for a system for the same

instant in time, a set of discrete probabilities (or an overall system

probability) is produced equivalent to those in Example 1.2.1. The time

functions are developed in Example 1.2.2, first as general expressions,

each of which can represent a function as simple as constant with time or

as complex as practical. But the most commonly used is that of constant

failure rate or exponential distribution of failures in time, [P{t) that

component is failed] = 1 — e . Accordingly, Example 1.2.2 also develops

each of the general relationships assuming an exponential distribution for

each element. Other distributions are described in Chapter 1+ and Example

1.2+.
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The exponential forms are typical of those used to make up the com

mon hardware analysis model. Evidently they permit direct model evaluations

of system reliability in terms of success or failure probability as a func

tion of time, or for intervals, etc. The continuous, independent expres

sions are readily combined. The expressions for dependent elements repre

sent discontinuities, for example, from standby service to operation;

therefore they are derived from time-integral forms, with multiple inte

grals necessary to describe compound dependencies. Several such compound

dependencies are worked out in Example 1.2.2.3.

3.2+. 3 Systems with Repairable Elements : General Method

So far the discussion has concerned systems that continuously (or

"monotonically") become more degraded after startup. Many real systems,

however, are subject to renewal on a periodic or a continual basis. The

periodic renewal is usually treated simply as a repeated interval relia

bility problem. With continual renewal of failed components, it may be

attempted to evaluate system reliability as a single problem by methods

derived from the Markov chain approach.5'45 This method essentially de

velops a set of simultaneous differential equations, each representing the

combined probability of transition by all routes into or out of one possi

ble system "state"; every possible state (i.e., combination of failed and

unfailed elements) is acknowledged in the general problem. Solving the

set of differential equations yields a set of probability vs time functions,

again one for each possible system state. From among the latter functions

are selected those which correspond to the system condition of interest,

for example, all combinations by which the system has not failed. The se

lected functions are then evaluated for intervals of interest. It is fur

ther possible to apply this method successively, the results of one appli

cation providing the initial conditions for the next; such procedures

might be used to evaluate system availability vs time and then, following

demand, the probability that the system could function for a desired inter

val.

Example 1.2.3 illustrates the essential steps and resulting expressions

typical of the Markov approach. Considered first is the "probability

history" of one component (i.e., a "system" of one component) subject to
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defined failure and repair completion rates. Evidently, the equations

presented describe a total success probability vs time function that is

compounded of an infinite series of contributing functions of the fol

lowing type:

1. + P(t) that component has not failed the first time.

2. + P(t) that component has failed the first time X P(t) that
l

i component has been repaired after first failure + ••• .
i

N. + P(t) that component has failed the Nth time X P(t) that

component has been repaired after the Nth failure.

Early in the system history, the first term dominates, and later the others

become more important. Figure 3.1 illustrates this for the single-com

ponent system with assumed failure and repair rates; the first term and

curve A correspond to the ordinary failure without repair, while curve B

represents the entire series of terms for failure with repair. In the

example, a set of differential equations is then developed for a two-

component system, and the solutions are given in terms of a reliability

problem.

3.2+.2+ Systems with Repairable Elements: Steady-State Reliability

The rigorous and elegant Markov methods serve nicely to provide in

sight into the general reliability problem for systems subject to repair

and/or other discontinuous conditions. However, they are too complex for

hand calculations. At least the repair situation can be handled by simple,

straightforward calculations based on the "infinite time" approach. To

introduce this approach, we consider first the relamping situation.

Figure 3.2 illustrates how the failure rate for a lamp population

will initially oscillate and then dampen out toward a steady-state value,

assuming each lamp is replaced shortly after it fails. For any given pair

of failure and repair time distribution functions, it is not difficult to

estimate the average fraction of the lamp population that will be out of

service over a long interval. Further assuming that the failures are ran

domly distributed among the lamps, the average fraction of time that any

one lamp is out of service is then considered to be numerically equal to

the average population fraction disabled, and the same number is used as
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the probability that any given lamp will be found failed at any time we

choose to look. Extending this concept to systems, the reliability prob

lem reduces to evaluating probabilities of coincident situations such as

combinations of component failures leading to system failure. This is

precisely the simple method of Example 1.2.1, but now utilizing the steady-

state instead of instantaneous probability values for the components.

3.2+.5 Reliability Measures: Calculation Objectives

Table 3.1 lists the basic reliability figures of merit and defines

them in terms of calculation objectives. In practice, simple problem for

mulations can often be substituted for rigorous ones, reducing calculation

effort without significant sacrifice of accuracy. The analyst must, how

ever, avoid those simplifications which do introduce serious errors.

Reactor protection systems are essentially standby systems. Their

probabilities of functioning when needed are, therefore, best described

by "availability" or "mission reliability" formulas, depending on the

specific application. Availability then implies simply that for the equip

ment or system to have survived to the moment of demand is enough; if it

is not broken at that moment, it will function on demand. This concept

often represents sensors and instruments adequately, but standby machinery

perhaps not so well. To characterize standby elements which begin their

essential function on demand, mission reliability factors together availa

bility (i.e., up to the moment of demand) and probability that the equip

ment will survive a subsequent operating cycle or interval of interest.

Actual operation may be under very severe conditions, which must then be

properly accounted for.

Most elements of protection systems are tested periodically, and it

is deliberately sought to replace or renew their equipment before it is

subject to wear-out mode failures. Hence, the component or system renewal

assumptions described in the preceding sections apply. The long-term av

erage system reliabilities then are considered to be the same as those for

a "major" test interval, that is, an interval between overall system tests

or in which all components have been tested at least once. In practice,

this generally works out equivalent to the reactor fuel cycle, since ele

ments not tested on line are tested during refueling shutdowns.
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Table 3.1. Reliability Measures for Devices and Systems

1. Probability

1.1 [P : (descriptor)]

1.2 [P{t) : (descriptor)]

Also

[P(a) : descriptor]

1.3 S(t)

Also

S(o)

2. Reliability

2.1 Reliability function

R(t)

Immediate probability of condition

described, e.g., the simple probability
that a particular event will occur some

time in a given time interval

Probability of condition described, as
a function of time

P as a function of trials or cycles

Probability that device or system is not
failed, as a function of time

P as a function of device or system
cycles

S (t

exp [~C **] in most general case
(see ref. 2, p. 26);

X is the variable, —1/R dR/dr, i.e., the
rate of population change (pos. as well
as neg.) with respect to the surviving
fraction. Note that dR/dx = probability
density function (pdf) , per Sect. 1+.2.1.
If X is constant, pdf is for exponential

failure distribution and R(t) = e

Although most of the terms appearing in this table can be found in
other published work, they are not standardized nor necessarily common.
Moreover, the meanings attributed to them in the literature are not en

tirely consistent, particularly where simple problem forms are substituted
for more rigorous ones (see Sect. 3.4.5).
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Table 3.1 (continued'

Also

R(a) = S(o)

2.2 Average reliability

R = Average probability that a system or

device is not failed at any time during
a specified interval T after being
placed in service or otherwise renewed

f
o

R ~ R{T/2) for reliable apparatus, e.g., where T is the test
interval

1/T J R(t) dt

R z R{T) as a more conservative estimate of the above

2.3 Inverval reliability (also "mission reliability," 2+.1 below)

Ri {tlt t2) or IR (*!, t2) or i?^

= "... the joint probability that the
system will be up at the time t\ and will
also remain up until the time t2, which
is greater than t\, given that the sys
tem was fully up at t = 0." (Ref. 2+5,
p. 17)

rt

*2 — *1 t
/ 2 R{t) dt

Note that R{tx) must be determined separately, and may repre-
sent more than one factor, e.g.: i?(tx) = [A(t1)] [P : Start

ing device operates]

Alternatively, R(t1) may be a long-term average value, e.g.:

/?(tj = AY or SAf

tSee expressions for "availability," items 3.1, 3.2, etc.
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Table 3.1 (continued)

2.2+ Reliability with repair (see Example 1.2.3 in Appendix for
typical expressions)

RR, RR{t) = R, R(t) for repairable devices or sys
tems in which some or all elements are

subject to repair; in actual problems,
each repair vs time characteristic is

specified

[2.5 "Steady-state" reliability, R or SR, for repairable devices or
systems: Not usually of interest for standby systems; in
theory, however, it is analogous to steady-state availability,
per 3.5 below.]

3. Availability: The expressions for availability are the same as for
reliability but imply that the systems or devices are in standby.
In many cases, the fact that no failure has occurred during the
standby interval is considered equivalent to successful opera
tion when called upon, e.g., a normally energized relay coil.
In other cases, standby represents a mild stress in contrast to
a greater stress in operation or on demand, e.g., a sensor to
detect a severe transient. Standby may also involve idle
degradation, e.g., gumming of lubricants, corrosion, etc.

3.1 Availability function

A{t) = S(t) for standby conditions

3.2 Average availability

A = 1/T f A(t) dt
o

A ~ A(T/2) (see 2.2)

A ~ A(T) (see 2.2)

3.3 Interval availability (also "mission availability," 4.2)

A. or MA = + ]_ + / 2 A(t) dt
'! t^ t2 — ti

3.2+ Availability with repair [same as A(t), A, but for repairable
elements]
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Table 3.1 (continued)

3.5 "Steady-state" availability for repairable devices or systems

SA E Asymptotic value of A(t), i.e.,
A(t -*- °°)

SA = A for devices or systems renewed at
regular intervals

4. Mission parameters

2+.1 Mission reliability: same as interval reliability (see 2.3)

2+.2 Mission availability: same as interval availability (see 3.3)

5. Time to failure

5.1 Mean time to failure (MTTF) or mean time to first failure (MTFF)
of a simple device or system without repair

OO ^
MTTF = MTFF = J R(t) dt or, for standby service,

/ A(t) dt
o

5.2 MTTF or MTFF for systems with repairable elements: Find by
unbiased Monte-Carlo simulation or by matrix solutions as indi
cated in Example 1.2.3.2 (i.e., with special constraints)

5.3 Mean time between failure (MTBF) for simple devices or systems
which are "renewed" after each disabling failure

MTBF = MTTF = MTFF

5.2+ General MTBF for systems with repairable elements:

a) Find by unbiased Monte Carlo simulation with long runs, using
appropriate repair time distributions for each repairable

element

b) If steady-state reliability R (or availability) is known and
average outage time, per failure can be estimated for all

failures:

TD R
R s

MTBF - — , where T is average outage time per system
1 — it n

S

failure

*
Reference 2, p. 80.
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The table expresses reliabilities both as instantaneous functions of

time and as integrated averages over time intervals. Although it is gen

erally the long-term average values that are really of interest, the sim

pler instantaneous expressions are more often used. Conservative approxi

mations of interval average reliability items can be obtained by evalu

ating the reliability function at the end of the test cycle interval.

The distinction is drawn between availability of standby equipment

and reliability of operating equipment. Nevertheless, the term relia

bility is sometimes applied to quiescent systems or components, causing

confusion. The usage here is mainly to simplify, and, if the data then

applied are for equipment in operation the reliability evaluation should

be more conservative than actual availability.

The basic availability or reliability calculations are applied in a

wide variety of practical problems , many of which are directed toward

specific decisions. For example, design cost-effectiveness optimization

may involve repeated reliability evaluations along with cost estimates for

alternative designs or design modifications. Decisions concerned with

testing have occasioned the special problem considerations described in

the next section. And another area just beginning to be explored objec

tively is that of operating decisions, for example, determining policy in

regard to outages of particular portions of the protection system.

3.2+.6 Evaluating Effects of Component Testing

One particular class of analysis problems, mentioned above, assesses

the effects of testing on system reliability. This may be done in order

to provide some basis for deciding where on-line test facilities should

be provided or to optimize test frequencies. References 50 and 51 treat

the subject in detail.

Underlying most such calculations is the assumption that the "suc

cessful" test (or repair) of standby equipment simply removes all the ac

cumulated probability of failure; that is, a device or system becomes

"good as new." Equipment in continuous operation or very effectively

monitored is regarded as being under continuous test and hence may be

represented by failure-with-repair techniques (Sects. 3.2+. 3 and 3.4.2+).
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The immediate problem aim for reactor systems is usually to determine

average availability in standby over the interval of a fuel cycle. Mini

mum availability during the cycle is occasionally of separate interest,

since with testing, it does not necessarily occur at the end of the

cycle. Rigorous calculations of average system availability, where com

ponents or subsystems are tested at different intervals, may become too

difficult for hand methods. This is suggested in Part a of Example 1.2.4.5,

which shows how the average must be obtained by integrations of the A (t)

function in successive time increments up through the system interval of

interest. A valid method of simplifying the calculations is then to evalu

ate the problem in steady state according to Section 3.4.4. Two further

approximations are satisfactory for highly reliable components: (l) use

component availability value at the midpoint of its test interval in place

of actual steady-state average value, and (2) where the availability vs
—\t 12

time characteristic is exponential, substitute 1 — Xt/2 ~ e for the

mi dinte rval value.

In some problems for optimizing test frequency, the time that a sys

tem or part of a system is out of service for testing is significant to

the system reliability. Reference 51 develops this consideration by dif

ferentiating an expression for average availability of one component in

a variable test interval (T) with "a fixed test time (t), setting the de

rivative equal to 0, and solving. The result for a component with expo

nential failure distribution is 7 ~ /2£/X . In other problems, the

test itself could be considered to wear the item tested, thus affecting

its failure probability in subsequent service.

3.4.7 Level of Analysis Detail

Current methods permit evaluation of reliability models representing

hundreds of components and events. The capability is applied not only in

studying very large systems but also in examining smaller ones in more de

tail. Deciding the appropriate level of detail at which to conduct each

phase of a study is an important responsibility of the analyst, for the

choice can strongly affect the derived conclusions as well as the prospects

for developing useful quality assurance information.
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In regard to qualitative analysis, usually the more considerations

examined, the more opportunities arise to discover and correct potential

causes of system failure. The main practical limitation, then, is the

effort one can afford to devote to a study, although at some point trivia

will begin to distract attention from the main study objectives. It is

generally worthwhile, however, to carry qualitative analysis somewhat be

yond where meaningful probability data are available or even reasonably

obtainable. There is no particular need for qualitative studies to be

consistent in level of detail throughout.

For numerical analysis there is some incentive to view systems in

terms of major components rather than minor. Not only is the question of

evaluation effort involved, but also the tendency of increasing detail to

diffuse the study results. The latter is a consequence of expressing ele

mental reliability characteristics as ranges instead of individual values;

thus the spread between average and boundary worst case problem solutions

widens rapidly as a given situation is modeled in greater detail. Practi

cal limits to simplification, on the other hand, usually are determined

by the individual problems, often with regard to either distinguishing

among significant failure modes or sensitivity to system design alterna

tives being investigated.

Consistency of detail, as well as level, is important in studies in

tended to compare systems or features. There, different treatment of the

alternatives in conjunction with use of conservative reliability values

for the components could bias the problem solutions unevenly, perhaps to

the extent of forcing wrong conclusions. Or, using ranges of reliability

values, the diffuseness of the results might then merely obscure the in

tended comparisons.

3.4.8 Simplification of Analysis: Depth Control and Cut Sets

Example 1.2.1.3 illustrates how the "total probability" of any system

(equal to "certainty") is conceived as the sum of the probabilities of all
N

possible system states. There are 2 states for an /V-component system in

which each component can only be "failed" or "good"; a substantial pro

portion of these states correspond to system failure, and the remainder
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are system success. However, further consideration reveals two oppor

tunities for reducing the number of terms to be evaluated in order to de

termine the system failure or success probability. First many of the sys

tem states are extremely unlikely in that they require concurrence of

several improbable events. Thus, state F^F2F^ in Example 1.2.1.3 might

have the probability of 10~9 if F\ = F2 = F3 = 10-3. A simple way to re

duce the burden of calculating such trivial state probabilities is by

"depth control," whereby the number of concurrent failures allowed in the

system is limited arbitrarily. The basic method is shown in Example

1.2.4.2, and its application in a computer program is described in Ex

ample 1.3.1.2&.

The other simplifying procedure is indicated in Example 1.2.4.3.

From the diagram for the example, it is apparent that only three "minimum"

combinations of component failure are responsible for all system failures;

any other combinations must include at least one of these and hence are

not minimum. Identifying only the nontrivial minimum cut sets is done

most effectively by biased simulation, as suggested in Example 1.3.3. It

appears that for a given degree of analytical solution accuracy, the mini

mum cut set evaluation should be more efficient that depth-controlled

evaluation because the latter may still require probability calculation

of many trivial terms. Both methods are approximations, and the magni

tude and direction of the errors thus introduced depend on individual

problem factors such as depth limit, values of contributing component re

liabilities, system configuration, and, for simulation to identify sets,

the biasing procedure and number of iterations. The "success" corollary

of the cut set is the tie set.

3.4.9 Effects of Problem Variations: Sensitivity Analysis

It is frequently desirable to investigate the effect of varying the

reliability characteristic of one component or subsystem on the overall

reliability forecast for the system. When this is done methodically, by

successive trial solutions over a range of values for the variable portion,

the procedure is called sensitivity analysis. The results may determine

a threshold reliability value for the component of interest, below which

system reliability becomes unsatisfactory and possibly begins to drop off
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rapidly. If the threshold value should turn out to be higher than the

most pessimistic interpretation of the component data, one might justify

additional redundancy in the system. Alternatively, the threshold value

could be made the basis for a quality assurance requirement.

Direct expressions for partial effects can also be developed out of

conditional probability, and these are sometimes differentiated to obtain

rates. Example 1.2.2+.2+ illustrates such expressions.

3.2+.10 Some Practical Aspects of Modeling

Example group 2 of the Appendix illustrates and compares some of the

modeling approaches that have been described as they might apply to an

emergency core cooling system. The contrived system is considered first

in overall conceptual design state, and then one portion is developed and

analyzed in detail. Example 2.1 describes the basic system and its per

formance objectives.

Example 2.2 traces the procedure to set up and evaluate a simple re

liability analysis model of the system conceptual design. Only the "gross"

components, those directly involved in the system function, appear in the

initial logic diagram, Example 2.2.2; many of these actually represent

small subsystems, such as the "pumps" which include drive motors, switch-

gear, etc. Some components also depend on support systems such as power

supplies; these systems are therefore considered as within the problem

domain, and their reliability factors must be properly acknowledged. In

Example 2.2.3.2 and 2.2.2+, it was elected to express all the energy sup

ply reliability factors together as a separate system element, but to con

sider lube oil systems, etc., as integral "parts" of components served.

The conceptual design analysis suffers somewhat from being able to

express only vaguely many of the functional relationships among the com

ponents that would exist in a real system but are as yet undefined. How

serious a deficiency this can be is seen from a comparison of the initial

treatment of the complex pump and valve controls with the subsequent model

development for the detailed designs. Thus, to represent the controls at

all in the conceptual model requires a good general understanding of ap

proximately what to expect from such equipment.
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The remaining major difficulty in setting up the example model is

obtaining the component reliability information and adapting it to the

problem objectives. Chapter 1+ is devoted to the fundamental component

data. Typical expressions for the problem input data are given in Ex

ample 2.2.3; evidently those which are time dependent describe failure

rates under continuous service conditions, while most of the problem con

cerns standby service. In addition, some of the rates are based on oper

ating cycles rather than time. The example problem takes recourse to

simple ways of applying the data, whereby all equipment is assumed to be

"good as new" at the beginning of each reactor operating period and fully

stressed throughout each entire period. To convert the cyclic reliabili

ties, reasonable numbers of cycles were assumed for each demand upon a

component so rated. The example expedients just mentioned tend to make

the numerical analysis results conservative, which may or may not be de

sirable. Should the results be intended merely to demonstrate adequacy

of the conceptual design, there might be little incentive to attempt a

more rigorous analysis; on the other hand, if alternative and much dif

ferent conceptual designs were being compared, the conservative treatment

could bias the numerical results sufficiently to force wrong conclusions.

Example 2.3.1 shows how failure mode and effect analysis (FMEA) may

be applied at the conceptual design stage to develop guidance information

for subsequent design phases. The subject of Example 2.3.1, a portion of

the controls, is then expanded as a detailed but unrefined design in Ex

ample 2.3.2.2. An FMEA is performed on the detailed design in Example

2.3.2.3 to demonstrate design review capabilities.

Example 2.2+ shows how the same system might be modeled by fault trees,

first in terms of gross events affecting the major functions and then pro

ceeding down through the fine structure of the controls. Finally, a por

tion of the controls is recast as a multiple-outcome decision tree in

Example 2.5.

The purpose in selecting just one area for expansion was merely to

emphasize some points tutorially. But it also suggests how an actual case

study may become similarly unbalanced. In the real case, however, the

situation likely would arise from attempts to simplify an analysis or to
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concentrate on portions of the system where difficulties are anticipated.

Particular efforts would then be necessary to avoid the problems of inad

vertent biasing discussed in Section 3.2+.7.

3.5 Computerized Analysis of System Reliability

The basic rules for combining elemental probabilities have been de

veloped in the preceding sections and Example group 1.2. Attempts to ap

ply these general rules to systems with many components can lead to mathe

matical expressions that are intractable to hand calculations. It is not

so much the sheer number of components that causes difficulty, but rather

the existence of one or more of the following system characteristics:

1. complex functional dependencies such as events that affect

several functions, components that serve multiple functions,

cross-linked or M-of-N subgroups, etc.;

2. component failure probability distributions which, while inde

pendent, are not simple functions of time;

3. component failure probabilities that are dependent on other com

ponents or system factors;

2+. changes in system role, operating conditions, or composition

during an interval of interest.

Thus the reliability of the simplest /V-component systems might be calcu

lated with no more than a few arithmetic steps, the worst of which is

adding together perhaps N/2 simple factors. More complex systems gener

ally require separate evaluation of many combinations of failed and un

failed components, with some of the combinations themselves represented

by complex expressions.

Some very ingenious methods have been developed to apply computers

in solving reliability problems for large systems. At one time, these

methods were clearly classifiable as "analytical" or "simulation," but

now various of their features have been combined and the distinction is

blurred. The analytical techniques essentially set up and solve prob

lems in combined probability along the lines followed by hand methods.

Simulation involves subjecting a system logic model to random component

failures and observing the occurrence of system failures over repeated
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runs. In theory, any of the basic methods to be described could be de

veloped to handle problems of any complexity and to any degree of accuracy

desired. The practical programs have accomplished this to a remarkable

extent, but with some compromises to improve efficiency.

Each expedient used in a program to improve efficiency imposes limits

on the user with regard to the kinds of reliability problems that can be

handled effectively. This must be clearly understood by anyone consider

ing the application of computers. Most of the "shortcuts" seek to empha

size significant probability combinations and to discard trivial ones,

usually resulting only in minor sacrifice of accuracy. Others disregard

repair capability or can accept only the simplest of component failure and

repair distributions; such programs might be entirely acceptable for some

problems, unacceptable for others, or else require extensive adaptation of

system models to obtain satisfactory analyses.

The following descriptions cover some of the earlier computing meth

ods that represent analysis and simulation in their "purer" forms. They

are intended to convey the basic organization of all computation schemes.

The current development trends are then summarized by simplified expla

nations of a few of the more modern programs.

3.5.1 "Automatic Reliability Mathematical Model" (ARMM)20'46'!13'41

The original ARMM program was developed circa 1963 by the North Ameri

can Aviation Company to model test flights of the B-70 aircraft. An im

proved version, coded for the IBM 7090-9^ digital computer, was introduced

in I965, and the program has been undergoing continual refinement ever

since. It is analytical and designed mainly to evaluate complex aircraft

systems in multiphase missions. Systems of 500 components can be analyzed.

The basic approach of ARMM is to identify all significant combinations

of component failures in a system logic model and then to evaluate the

probability of each failure combination at some selected "age" of the sys

tem. The total of the (exclusive) failure combination probabilities is

the probability of system failure at one point in time.

A problem may be partitioned into as many as 20 consecutive intervals

(1965 version), each corresponding to a time period of any duration de

sired by the user and each essentially treated as a separate problem.
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From one interval to the next, the main problem may be altered with re

spect to system configuration or system functional objective. However,

there is no carry-over of the accumulated probability of any component or

subsystem failure; that is, each component starts "new" at the beginning

of every interval. In most problems the system failure probabilities

found in each interval are simply restated as success probabilities (P =

1 — P_p) and multiplied together to obtain the overall mission success

probabilities.

All combinations of more than a preselected number of component fail

ures are arbitrarily ignored. That is, they are presumed to be statisti

cally insignificant relative to the combinations of lesser numbers of com

ponent failures that are accounted for. The user selects the "depth," or

number of component failures to be considered, up to a maximum of eight.

Example 1.3.1 illustrates the major steps of the computer in solving

a problem in availability or interval reliability. The first procedure

methodically tests the logic model in a minimum number of steps to identify

the state combinations that can contribute to a system failure, given that

no more than the preselected total number of components fail. The scheme

amounts to a "truth table" method of developing a conditional probability

statement. Failure probabilities are computed individually for each sig

nificant component over each interval in which it is significant by numeri

cal integration of the failure probability density vs time functions; expo

nential and Weibull distributions can be handled. Finally, for each inter

val, the combinations of component failure or no-failure probability are

multiplied out and the results summed.

The ARMM does not treat problems involving component failure-with-

repair rigorously. However, good approximations can be obtained for many

such cases by proper manipulation of the model parameters.

A standby-redundant pair of components can be represented as a single

component. The composite failure probability is then expressed in the

program as the failure probability of the "most dependent" element as in

Example 1.2.2.3.

The program also ranks and evaluates the various factors contributing

to system failure probability, including both individual components and

functional groups of components.
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3.5.2 Analog Computation

Brief mention is made of analog computation methods for completeness

rather than to suggest that it is current state of the art. The simplest

applications employ the computer only as a logic matrix to test combinations

of failed and unfailed elements. More elegant are the setups to solve

simultaneous sets of differential equations of the kind shown in Example

1.2.3.2. Although such differential equations can be modeled directly on

the computer, the very large models necessary for typical problems do not

usually yield accurate results.

Analog computation was used also as an adjunct to digital methods,

that is, a "hybrid" application, in an early version of the "Monte Carlo"

method to be discussed next.

3.5.3 "Monte Carlo" Method

The term "Monte Carlo" represents generically the many computer pro

grams which simulate all manner of chance factors in physical problems.

By its very nature, system probabilistic modeling invites the application

of such methods.

The first significant use of Monte Carlo techniques for reliability

simulation was to evaluate fault trees for the Minuteman missile system.

This was reported by the Boeing Company around 1965 (Refs. 1+2, 43, 2+1+) and

involved a "hybrid" program arrangement of digital and analog computers.

The digital computer simulated the random effects and directed the overall

program, and the analog determined time-dependent component reliabilities

as instructed. The Boeing concept of using a hybrid arrangement was modi

fied by Holmes & Narver, Inc.,20 for all digital execution by using a sub

routine LOGIC in place of the hybrid analog of the fault tree "and" and

"or" gates. The subroutine LOGIC thus represented the system being studied.

This led to the development of the SAFTE (systems analysis by fault tree

evaluation) series of programs which incorporated models with and without

repair and using direct and biased Monte Carlo. The early programs,

SAFTE-1 to SAFTE-5, simulated the system behavior by stepwise progression

through all time intervals. This approach was later abandoned in favor of

programs performing calculations for a specific time interval.11 These

later SAFTE programs are described in Section 3.5.5-
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3.5.3.1 Simulation method. The basis for the current simulation pro

cedures is that a population of N new components will fail in order 1

through N and that the number of components failed at any time after start

up is in accordance with the failures vs time characteristic for that class

of components. Chance is introduced in deciding which of the original N

components is the particular one in the system being evaluated; the selec

tion is made in a manner equivalent to spinning a roulette wheel with N

detents. A number K is thus determined randomly and related to age at

failure, t, as follows for the exponential failure distribution:

or

0 < K < N n -Xt

N = 1~e

t = r- In |_1 ~ (IX |_1 - (K/N)Y

In practice, all calculations are normalized so that N = 1 and the computer

random number generator selects a K so that 0 < K < 1. The method is per

fectly general and may be applied to any failure, event, or repair distri

bution.

The remainder of a Monte Carlo program concerns evaluating the system

effects of each event and the bookkeeping. Typically, the program is exe

cuted repeatedly, each iteration representing a time interval that corre

sponds to the operating cycle of the system modeled. The iterations con

tinue until statistically significant results are obtained. A single ex

tended run representing almost infinite time for the system could in theory

obtain similar (not identical!) data, provided all components are repairable

and all events "reversible," but this amounts to a steady-state problem

and can be solved by easier methods.

Example 1.3.2 illustrates the scheme of a Monte Carlo reliability sim

ulation, complete with typical observations and data analyses. For each

run the first procedure is to determine the status of each component or

possible event throughout an interval of interest. A given component may

have failed and been repaired several times or may not have failed even
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the first time. Next, a system timetable of events is constructed and

placed into a system condition vs time master list. Each overall system

condition is tested on the logic model, which determines system "failed"

or "unfailed" for the interval from when a condition was first reached to

when the next condition is effected. Finally, the statistics of problem

interest are generated from the times and the corresponding system con

ditions .

The literature20 indicates that SAFTE-1 evaluated the following re

liability parameters: (l) interval reliability (or availability), (2) sys

tem failure probability rate of increase (i.e., probability density) vs

time for a prescribed interval, (3) probability of system failure vs time

within a prescribed interval, and (2+) for each component, the probability

of its failure being the ultimate event that caused system failure.

For systems comprised of very reliable components, an enormous number

of iterations may be needed to reach statistically valid conclusions. Some

idea of just how many interations are required can be obtained from a few

simple considerations. Recall first that we are mainly interested in an

overall probability of system failure and that failure can occur in many

different ways. To place some boundaries on the problem, we say in effect

that we want to evaluate and sum up all the individual probabilities (com

binations) of system failure that are, individually, greater than some

limiting value P . In order to "know" any one of these individual proba

bilities statistically within 10$ (i.e., a = O.l), we have to observe it

about 100 times in the simulation exercise.48 The number of iterations to

observe a condition of the limiting probability Pr would then be 100/Pr.
Lt Li

Thus, for example, if we are concerned with event combinations of PT > 0.001,
Li —

it would be necessary to iterate 10,000 times. For reactor protection sys

tems intended to have overall interval failure probabilities of perhaps

10-5, the individual contributing combinations would have much smaller fail

ure probabilities, implying a need for 10° or more iterations!

3.5-3-2 "Importance sampling." Better simulation efficiency can be

obtained by importance sampling, a method for biasing the input data (e.g.,

failure rates) and compensating the output results. Example 1.3.2.3 sug

gests both the proper and improper applications, the latter leading to ex

tensive compensating calculations that void the method's usefulness. In
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essence, the technique is suitable for interval reliability problems but

unsuitable for determining mean time to first failure (MTFF) or similar

quantities.

3.5.1+ "The Generalized Effectiveness Methodology Program" (GEM)

The U.S. Naval Applied Science Laboratory in 1968 described45 an ana

lytical program to evaluate reliability of complex naval systems that are

subject to variables not explicitly represented in other programs. In

particular, these variables include such factors as availability of spare

parts and repairmen, repair priorities, shared facilities, etc., which are

evidently significant in optimizing certain systems. The program is imple

mented for the CDC 6600 digital computer.

Of interest in this study is the capability of GEM both for straight

forward reliability calculations of the type shown in Example 2.2.2+ ancL

for Markovian problems in the manner discussed earlier under "numerical

analysis" and illustrated in Example 1.2.3.2. From the description pro

vided in Ref. k^>, it appears that large problems involving many components

or multiple phase missions, or both, are partitioned into subordinate prob

lems that are each within the program capability. There is a basic limit

of 6000 system states that can be kept in memory during a Markovian problem

execution. The 6000 states could represent as few as 12 or 13 components

(i.e., 12 components can provide 21,L ~ 1+000 combinations of failed and un

failed); however, by eliminating trivial states and combining series strings

manually, it should be possible to allow many more components. It appears

also that GEM can accept the output from one set of calculations as initial

conditions for a succeeding set.

The "effectiveness" parameters evaluated by GEM are (l) reliability

without repair; (2) availability — instantaneous, steady-state, and mis

sion; (3) reliability with repair; (2+) interval reliability; and (5) mean

time to first failure. It is proposed to add the additional parameters of

restore time distribution and interval reliability without repair (actually,

with no repairs allowed in portions of a multiphase mission). Standby re

dundancy can be handled, provided the components involved are identical and

have exponential failure distribution. Where only active redundancy is

considered, any component may have exponential, log-normal, truncated nor

mal, Weibull, or gamma failure distributions.
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3.5-5 Later Programs Developed by Holmes and Narver, Inc.

In conjunction with their program to evaluate the reliability of re

actor protective systems, Holmes & Narver, Inc. (H&N) have developed

several simplified analysis programs for the digital computer. They are

generally less rigorous than those just described but are faster and more

economical of computer resources. When applied to problems for which they

are suitable, the simplifying assumptions and problem truncations should

not distort the results appreciably. Reference 1+6 describes the following

programs out of the SAFTE series in greater detail:

A. QUIRC — An analytical program that solves system networks of only

series and parallel component combinations for failure probability at a

specific time. Component failure or event probabilities are calculated

individually for the time of interest from their exponential or Weibull

distribution parameters.

B. NOREP — A Monte Carlo simulation program corresponding to Example

1.3.2, but with no repairs allowed. It is primarily intended to develop

system mean time to first failure and probability of failure vs time sta

tistics for a given system operating interval. For the reasons suggested

by Example 1.3.2.3, no importance sampling is used; consequently, many runs

are required for systems of low failure probability.

C. MINCUT —Uses a biased Monte Carlo simulation to identify the mini

mum cut sets of a problem (see Example 1.3.3) and then determines system

interval reliability analytically by calculating and combining the contri

butions of all sets initially identified. There is no need to unbias the

simulation results since the bias is used only in the set identification

phase and does not enter the actual reliability calculation. No repair

is considered explicitly in the program. The program should be able to

give accurate evaluations, provided the simulation is carried out over

enough iterations to identify all the more probable combinations.

D. CONREP — Similar to MINCUT, except that any component is repair

able in a constant time that is a preassigned characteristic of that com

ponent. The program has undergone a series of modifications and is pres

ently the workhorse program used by H&N.

E. GINNY — Similar to CONREP, but introduces repair by assuming com

ponent steady-state reliability parameters.
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3.5.6 "Kinetic Tree Theory"

Idaho Nuclear Corporation in 1969 introduced47 a combined simulation

and analysis method somewhat resembling the H&N program CONREP but capa

ble of generating problem solutions conveniently for a series of points in

time. Their program is implemented for the IBM 360-75 computer.

By the kinetic tree method, minimum cut sets or minimum tie sets of a

fault tree are identified by a biased Monte Carlo simulation program called

FATE. Expressions representing the probability of each identified set as

a function of time are developed, including factors like those in Examples

1.2.2 and 1.2.3.1 for the contributing components. Summing the cut or tie

set probabilities yields expressions, respectively, for system failure or

success probability vs time that can then be solved for any time of in

terest. Either of two programs executes the analytical work, KITT-1 for

no repair or KITT-2 with repair. Only exponential failure distributions

and constant repair times are considered.

3.6 Advanced Analysis Methods

Beyond the straightforward probability analyses discussed thus far

are a number of methods for evaluating more obscure effects on system re

liability. Most of these have developed with the aerospace technology and

are so oriented. The NASA comprehensive series Practical Reliability

(Refs. 15—19) discusses many of the advanced techniques along with a more

extensive development of the basic material in this report. The topics

include "Parameter Variations Analysis," "Bound Crossing," "Sensitivity

and Tolerance Analysis," "Reliability Cost Tradeoff Analysis," etc., which

generally represent extension of basic analysis methods.

Some of the current analysis work on reactor systems tends toward the

decision tree form of logical structuring, as discussed in Section 3.3.2.

In conjunction with these applications, it should be noted that either ana

lytic or simulation means can be used to identify the statistically sig

nificant combinations and that depth control and importance sampling are

also helpful in simplifying the problems.
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3.7 Reliability of Operating Systems

The reliability of systems in service is monitored to verify that the

requirements on an individual system are being met, to identify system

failure modes originally unsuspected or component weaknesses not antici

pated, and to establish the reliability of a class of systems or components

under particular operating conditions, perhaps to form comparison bases.

Practical observations of protection systems involve mainly test and

maintenance. Most of the findings are of a routine nature, requiring at

the most improvement of components. Excessive failure rates of components

or unusual failure circumstances occasion special attention in regard to

potential effects on system reliability. Since the emphasis in such an

investigation is on removing the weakness, the consequent corrective ac

tions tend to invalidate unfavorable component or system reliability data

for use in predictions of future reliability.

Disabling failures are rare in protection systems since the systems

are made up of redundant channels or elements and most portions are in

standby most of the time. Moreover, the few major failures that do occur

are likely to be of the "common mode" class (see Sect. 3.2.2), and hence

subject again to special corrective measures. The situation suggests that

the experience in protection system total failures will produce no mean

ingful statistics. Some degree of synthesis, therefore, appears desir

able in evaluating the overall reliability of an operating system. Perhaps

the most promising approach is to assemble the separate experience data

from major redundant subsystems and channels and their interfaces in the

sense of a reliability model; such experience not only represents essenti

ally all the system functions, but is enriched by including all the system

partial failures whose consequences are limited by redundancy features.

Much the same considerations apply in evaluating reliability for a

class of systems. Again, subsystem experience may prove more viable than

data on disabling failures. And for the reasons developed earlier, any

experience summaries will be more enlightening if they distinguish between

early and mature system operations.



51+

3.8 Analysis Precision: Boundary Solutions and Confidence

When probabalistic modeling or operating statistics are used to fore

cast future reliability of a system, there is always the question of how

"good" such point estimates are. The chapter thus far has described many

analysis practices that will strongly influence any calculated results.

Beyond such considerations, however, are the acknowledged uncertainties in

the elemental data applied. The effects of the uncertainties on problem

solutions can, to a limited extent, be evaluated formally by confidence

techniques or more generally just by observing the spread between boundary

case solutions obtained from the data extreme values.

3.8.1 Confidence in Operating Statistics

Confidence is derived from a branch of probability theory dealing with

finite samples randomly drawn from parent populations. The theory describes

the likelihood that the sample statistics will approximate the character

istics of the known parent to within any arbitrary pair of limits or inter

val; as one might expect, it confirms that larger samples tend more to re

semble their parent populations than do individual small ones. In practi

cal analyses, sample observations are referred to assumed forms of parent

distributions which may be unknown. Hence, the term confidence is used

instead of probability to express the calculated chances that an interval,

sometimes about a point estimate, will include the "true" value, that is,

the value which would hold if the parent distribution was indeed of the

form assumed. Additional background on the topic is given in Example 1.1+.

The operating statistics of interest here concern mainly time to fail

ure of devices, subsystems, or systems, as discussed in Section 3.7. Ex

amples 1.2+.2.1 through 1.4.2.4 illustrate how such failure data might be

analyzed. The first case represents a system that is subject to repeated

random failures. Next considered is the replaceable component in a system,

assuming initially that the actual failure distribution is exponential

(Ex. 1.4.2.2) and then that the distribution is normal (1.4.2.3 and 1.4.2.4).

Confidence for the component exponential distribution example is calculated

See Section 4.2 for discussion of failure distributions,
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according to a formula for a test with fixed truncation time; the formula

derivation, beyond elementary reliability texts, is based on the Poisson

probability law for number of failures observed in a fixed time. A similar

formula is available to evaluate confidence for tests ending with fixed

numbers of failures; the derivation is again complex, but now based on the

Gamma probability law for waiting time to a specified number of failures.

The results for the numerical examples illustrate that the confidence

intervals tend to become broad when the data are thin. In other words, one

can hardly expect precise definition of a characteristic failure distri

bution from just a few random points. Treatment of data similar to Exam

ple 1.4.2.1 for disabling failures of very reliable systems would presuma

bly produce very poor resolution for the reasons covered in Section 3.7;

if the data were satisfactory, it would only be because of excessive fail

ures, correction of whose causes would become mandatory long before con

fidence calculations confirmed the obvious.

In practice, often only the lower limit of reliability is of interest.

"Single ended" confidence is then calculated, that is, a value correspond

ing to the appropriate distribution curve area with just one tail excluded.

The full significance of few or even no failures is expressed more effec

tively by this criterion since the confidence figure is not diluted by

consideration of what the highest reliability might be.

3.8.2 Confidence Calculations to Establish Test Frequencies

In Section 3.4.6, it was indicated how analysis can be applied to de

termine the need for test facilities or the frequency at which tests should

be conducted. It was assumed there that failure distributions were expo

nential and the failure rates (i.e., X values) known. Actually, the fail

ure rates are better learned from operating experience. One approach to

assuring reliability while such experience is being developed is to apply

confidence techniques to establish test intervals. Jacobs outlines such

a method in Ref. 51, whereby the X value is progressively updated from con

tinuing observations of failure.

The method assumes exponential failure distribution and essentially

determines lower confidence limits in X, based on observed failures,
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running time, and the desired level of confidence. Arranging the expres

sions to yield the test interval produces the following formula:

Ml - R) nT
t = —2

X(2r+2),a

where

R = required average reliability over test interval,

n - number of components or channels observed,

T = total time of observation,

r- = number of failures observed,

a = confidence level,

X2 : chi square, from tables.

Applying the formula first to systems intended to be very reliable, one

finds generally that the calculations indicate system tests at prohibitive

frequencies. Jacobs notes, for example, that even after observing a system

to be trouble free for lll+ years, it is still necessary to test every 8 hr

in order to demonstrate 10"5 or lower average failure probability with 95%

confidence. Such high test frequencies appear practical only in unusual

cases, perhaps where instrument systems can be tested by perturbations that

are automatically programmed and monitored. More modest reliability and

confidence goals, of course, result in more realistic test intervals. For

example, if three instrument channels were trouble free for 10,000 hr and

only 0.99 average reliability was required of each channel, a test inter

val of 260 hr would assure the reliability with a confidence of 90%.

Complete dependence on the confidence-based formula invites a com

promise of reliability under certain not uncommon circumstances, namely,

a rapid increase in wear-out failures following a period of perhaps sev

eral years of satisfactory operation. The calculation results would then

change only to the extent the chi-square value responded to the additional

failures. Thus, where a reduction of test interval of maybe 25$ might be

indicated, actually very frequent testing or even group replacement would

be more in order.
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3.8.3 Confidence in System Probabalistic Analysis Results

The concern here is with values of reliability predicted for systems

not yet operating. Such predictions, since they are not based on direct

observations of the system, are statistically "absolute," not subject to

confidence evaluation. Nevertheless, the supporting component data pre

sumably are from observations which would allow confidence to be calcu

lated. And even with inadequate data, a reasonable estimate often can be

made for a component of the interval corresponding to a desired confidence

level.

In selecting a system confidence level, then, it would be fairly sim

ple to find and apply the corresponding component reliability interval ex

tremes to determine a pair of bracketing system solutions, one all-pessi

mistic and the other all-optimistic assumptions. However, the fallacy in

such an approach is that the individual deviations rarely if ever accumu

late all in one direction. Vesely,53'125 of Idaho Nuclear Corporation,

attempted to resolve this problem by applying dimension analysis tech

niques in which the magnitude and direction of each component reliability

deviation from "best estimate" is treated as a distributed continuous vari-

able, hence itself subject to probability estimation. The probability

distributions for the usual single-valued estimates in a system analysis

are substituted so as to weight the effects of the individual deviations

on the system reliability outcome. The overall effect is essentially one

of synthesizing a system confidence interval.

There could be a temptation to construe distribution of system fail

ures vs time from the statistics of ordinary Monte Carlo simulations and

for these to derive "confidence" limits. However, such values would be

totally worthless with regard to the real systems represented, since the

only basis for the "pseudo-distribution" would be the artificial nature

of the simulation.

All components assumed to have exponential reliability function,
and each failure rate (X) is assumed to be a log-normal distribution rather
than the usual single value. The distribution parameters for each com

ponent X reflect the uncertainty associated with the failure rate of that

component.
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3.8.1+ Analysis Evaluation by Boundary Solutions

The preceding section suggested that analysis problems could be

solved in turn with pessimistic, average, and optimistic data. Regardless

of the fallacy that was pointed out, such a boundary solution procedure

does provide a crude measure of prediction "closeness" in lieu of confi

dence. A further consequence of the fallacy should be recognized before

attempting to evaluate prediction excellence by this approach: the spread

in results tends to become absurdly large for analyses involving many com

ponents .

3.9 Analysis of Reactor Systems

Analysis principles and practices have undergone development from the

original simple reliability models through sophisticated modern techniques

for handling generalized event probabilities. Most of the credit is due

the weapons and aerospace programs, where efforts were spurred by the neces

sity to produce highly novel and complex systems at a hitherto unheard

of pace. By drawing attention to the significant analysis advances in

these programs, the literature of the early 1960's stimulated serious

interest in similar approaches to enhance reactor safety.

The ensuing application studies at first were concerned with straight

forward problems of adapting analysis techniques so that they could ade

quately represent reactor systems. In matters of modeling and calculation

capability, the early results were promising. However, difficulties were

soon encountered in finding the necessary support data, and further con

fusion arose regarding what situations should be examined in the course of

evaluating protection system reliability. Substantial progress has been

made in resolving these problems, and, in maturing, analysis has emerged

more in roles of implementing design and quality assurance than as an in

strument for absolute prediction.

3.9.1 Salient Aspects of Protection Systems

It has been indicated throughout this chapter how reactor protection

systems as a class are subject to particular reliability considerations

that strongly influence the formulation of analysis problems, nature of
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conclusions sought, and types of relevant supporting information. These

factors have not merely required special structuring of computer analytical

programs but have occasioned departures from traditional methods of acquir

ing data. Moreover, attempts to account for them have had the beneficial

effect of promoting risk analysis beyond the usual limits of equipment re

liability.

In reviewing some of the more apparent of the factors, reference is

again made to Example 2, which was contrived partly to show how they may

affect a simple reliability model:

1. Protection systems, except for their active sensing elements,

typically serve in standby for long periods; some functions may never be

called on outside of tests, while others may be demanded on the average

of perhaps twice per year.

2. The primary system function is vital to plant safety; required

reliability levels for any particular system or subsystem, however, depend

on demand frequency, failure consequences, and effectiveness of backup

facilities.

3. Typical protection systems consist mostly of conventional equip

ment, of which the main items (e.g., large pumps) may be virtually custom

built; some systems require equipment that is novel, complex, or otherwise

exotic.

4. When demanded by plant emergency conditions, the system must re

spond promptly; some equipment then continues to operate but for intervals

very short in terms of ordinary service life expectations.

5. Most of the equipment is conservatively applied and subject to a

normal industrial environment. Some components are required to withstand

hostile environments or transients that challenge state-of-the-art limits.

Moreover, entire systems are expected functionally to survive DBA conditions

such as earthquakes, missiles, etc.

6. Particularly with highly integrated systems, some components, sub

systems, etc., are subject to alternate failure modes, which will have dif

ferent effects on system performance. Some failures may even defeat opera

tion of backup facilities, hence constitute common mode failures.

Item 5 draws attention to accident conditions. Evidently, for equip

ment to perform effectively in mitigating DBA's may involve a great deal
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more than ordinary quality or reliability. One of the principal aims of

safety research is to define the conditions under which certain equipment

must survive. Once defined, at least in the extreme, the requirements can

be factored into equipment design as well as reliability assessments. In

advance of complete information, however, dependence has been placed on

very conservative design.

3.9.2 Emerging Application Roles

The benefits of redundancy features in systems quantified by the ear

liest analyses of missiles and aircraft were exploited in designs of reac

tor safety instrumentation and scram actuator systems long before it became

popular to perform reliability studies on such equipment. Interest in for

mally evaluating the reliability of safety shutdown systems developed dur

ing the late 1950's. At that time, some straightforward modeling of the

designs was being done to provide a basis for reliability predictions as

well as to compare alternative system configurations.

The techniques then used were the simple ones appropriate to hand or

analog computer calculations. Support data rather than modeling capabil

ity, however, placed the main limitations on the validity of the analysis

results. The difficulty lay in defining life and failure characteristics

of equipment which was novel, changing rapidly, and produced either experi

mentally or only in small quantities. In attempting to resolve the data

problem, some consideration was given to the military programs that had

logged experience with instruments and electronic gear at least generi-

cally like the reactor instrumentation. Moreover, the military were at

tempting to synthesize electronic device reliabilities from parts data ob

tained by extensive tests. Although some minor attempts to analyze reac

tor equipment by parts followed in this country, the UKAEA has since pur

sued this approach at length. Meanwhile, the equipment characteristics

have become better understood, and more elaborate analyses, using modern

techniques, are presently being performed in conjunction with the further

development of safety shutdown systems.

Protection functions beyond reactor shutdown had assumed major im

portance by I965, and difficulties were being experienced in evaluating

the highly integrated systems proposed to perform the functions. The
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USAEC at that time launched development efforts through contractors to

demonstrate the feasibility of applying advanced analysis techniques to

assess broad safety-reliability problems. This work produced, first, a

comprehensive fault-tree study by Atomics International54 of the safety

system for a conceptual plant, the Heavy Water Organic Cooled Reactor.

Longer range studies were undertaken by H&N who adapted computer pro

grams to express reactor system considerations and sought means for pro

viding analysis support data. Their work resulted in the SAFTE programs,

described earlier, in addition to a pilot data collection effort discussed

in Section 4.4.2.2. Although the pilot effort was a major step in reducing

concept to practice, it did not offer immediate prospects for fully objec

tive assessments of the reliability aspects of safety. Clearly, such capa

bility would have to wait on a more complete knowledge of component failure

characteristics and accident mechanisms.

Subsequent development and application of analysis methods has con

tinued in this country, mostly in the private sector. Since the studies

are mainly proprietary, they are little publicized; thus the current litera

ture is not a good index to the present level of activity. Several reactor

manufacturers now routinely perform analyses which aid in optimizing design

of systems to perform specific protection functions or which enhance the

design review process.120'121 Their efforts employ the qualitative methods

perhaps more than quantitative. References 56 to 58 describe recent analy

ses of systems for AEC-sponsored reactors, while Ref. 55 describes an ear

lier private study.

The bulk of the current studies deals with more-or-less isolated re

liability problems, but does not really address the broader protection sys

tem evaluation and optimization questions. The latter concern not only

straightforward safety assurance but such problems as determining the over

all effectiveness of each major safety feature proposed. Responding to the

added challenge, the UKAEC and, in the U.S., the General Electric Company,

have developed extensive analysis capabilities with which to model and re

solve the more complex problems. Both organizations employ event modeling,

augmented with such considerations as time dependencies and effects of de

graded performance of functions. The many alternative outcome situations
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encountered are represented by decision trees (see Ex. 2.5). Reference 32

discusses some decision aspects of reliability analysis, while Ref. 101

describes the UKAEA approach to the overall problem. To overcome the data

deficiencies, the UKAEA has developed a sizable information bank and Gen

eral Electric is attempting to synthesize device reliability estimates out

of engineering considerations; these efforts are discussed in Chapter 4.

In only a few instances have analysis case studies or their conclusions

been introduced directly in support of commercial reactor license applica

tions.27'122'123 The practice has not been encouraged, partly because the

studies themselves tend to be too complex to review properly. Moreover,

analyses of diverse origin would at least appear inconsistent, thus in

viting criticism and debate to distract from more solid issues.

The recent USAEC-DRDT Standard for Protection Systems90 requires

(l) that quantitative goals be established for subsystems as a part of the

design basis and (2) that the goals be met as a general functional require

ment. However, it is not specific on the role of analysis in evaluating

the systems. One possible outcome may be to stimulate development of some

"rules" for simple and consistent modeling along with uniform data for use

in such models.

3.9.3 Current Status and Trends: An Evaluation

The present trend shows reliability analysis applications gaining

sharply in the area of reactor systems development, and with wider usage

we may expect continual refinements to improve the quality of the case

studies.

Clearly, formal reliability analysis has not had an impact on reactor

development comparable with that in weapons and aerospace projects. To

draw parallels between the applications is inevitable as well as instruc

tive. Several of the major aerospace projects were very bold in concept

and initially presented large areas of uncertainty. Reliability analyses

for these were then quite speculative in the sense of absolute prediction,

since neither the device characteristics nor the stresses which components

would encounter were well known. Hence the assumptions came to be regarded

constructively as quality assurance goals. To expand even the vaguest con

jecture to realistic engineering considerations became a principal role of
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analysis: specific capabilities to be developed, special characteristics

to be verified by test, or particular properties amenable to quality con

trol. The prospect of unanticipated effects causing system failures had

to be accepted, but it was felt that the massive quality assurance support

could take care of these in due course. Qualitative analysis down to fine

detail was an essential element of this confidence.

Scale factors of time and quantity were both quite favorable to the

analysis approach in these essentially military projects. Thus, with a

system being conceived, built, and operated within the span of a few years,

there was ample opportunity for effective information feedback. Moreover,

many of the systems of interest —weapons, missiles, aircraft —were pro

duced and tested in numbers that permitted statistically satisfactory con

firmation of their ultimate performance.

Thus to a large extent quality assurance imparted credibility to analy

sis in the weapons and aerospace programs. The increasing private appli

cations of analysis in reactor systems development suggest that progress

there is following a similar course. However, confirmation of reactor pro

tection system effectiveness will have to come from observations other than

repeated actual reactor accidents. That is, most of these systems will re

main in standby over the entire lives of the plants they serve, tested peri

odically but never to operate under their design accident conditions.

Special measures, for example, severe equipment tests and penetrating in

spections off-line, must therefore be devised to confirm both initial and

sustained capabilities of protection systems to fulfill their functions.

The efforts by General Electric and the UKAEA point the way to some

needed refinements of analysis, in particular, analysis of overall protec

tion system response to specific accident-initiating conditions. Relia

bilities of supporting functions or contributing systems are then of sub

ordinate interest, and the main concern is the ultimate plant outcome.

Expanded analyses of this type not only complement DBA investigations, but

permit methodical examination of a wide range of situations with less se

vere accident potentials. In fact, this kind of broad approach seems the

only feasible path to ultimate risk evaluation.

Returning to the detailed level, it is clear that the information in

put to system analyses needs to be greatly improved. Chapter 4 discusses
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further how such information is being obtained and made available. But

there remains the important question of how it shall be expressed in proba

bility models, and here, it is the author's conviction, some serious errors

are frequently introduced. Perhaps the worst misrepresentations arise in

the use of "average service" life or failure data to characterize the prob

ability that a device will survive an extreme stress; the data may be ir

relevant, and the resulting error may easily be several orders of magni

tude. Another important source of error is neglect of device operating

mode in a particular application; for example, average failures of diesel

engines per operating hour have little bearing on the vital probability of

starting on first trial. The criticisms are partly by way of emphasizing

earlier arguments that analyses must be conducted primarily by engineers

familiar with the equipment. In addition, the common practice of express

ing virtually all component reliabilities as exponential functions of time

seems in need of overhaul. At least one simple expedient for adding real

ism appears to have been overlooked in this regard, that is, dividing the

reliability of a device among discrete operating phases. Using the diesel

engine for example again, one might consider "start," "assume load," and

"extended operation" separately, with a simple probability expression for
each phase.

To what extent the ultimate risk analyses of reactors will become con

vincing depends on how well the present problem uncertainties can be re

solved. For the immediate future, however, the primary role of analysis is

to enhance quality assurance. The developing interest in such applications

is most evident in the area of system design. From the experience of the

weapons and aerospace projects, we may see reliability analysis eventually

assume an integral role in overall quality assurance. Its potential for

providing detailed guidance will then be fully exploited, and resulting

feedback of project realism should increase the objectivity of the analyses.
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4. RELIABILITY OF COMPONENTS

The term "component" may refer to anything from a simple part to a

complex device or system. Ordinarily it signifies an integral item of

equipment which has one or a few contributing functions in a principal

system of interest.

The earliest manufacturing and product application efforts relied on

qualitative observations to evaluate serviceability; improvements then

followed from investigations of failure or other unsatisfactory perfor

mance. Such procedures, both formal and informal, still provide impor

tant insights. But beginning with the work of the early industrial engi

neers, statistical methods have progressively been introduced to enhance,

first, quality control and, later, product development; their use now

ranges from materials through mass-produced assemblies and devices. Simi

lar techniques were subsequently extended to problems of predicting and

evaluating reliability of complex components on the basis of operating

experience, and advanced applications concern the monitoring of equipment

in service to assure continued satisfactory performance. Meanwhile, the

knowledge of fundamental failure mechanisms has grown steadily in support

of product development and is now being used effectively to complement

the equipment experience data.

A.1 Failure Fundamentals

A brief review of the physical aspects of equipment failure will es

tablish the basis for at least an intuitive understanding of the reli

ability objectives and methods at the component level.

The mechanisms that ultimately cause component failures act on the

parts and materials of which the equipment is made. Typically, these in

clude mechanical stresses, both random and cyclic; erosion or wear; corro

sion; depletion of active or sacrifice materials; materials degradation

caused or influenced by temperature, chemical action, or radiation; accumu

lation of foreign materials; etc. Many such effects are described in de

tail in Ref. 64. A single part may be subject to several degrading proc

esses sequentially or concurrently, and these effects may be synergistic.
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Occasionally a part failure is attributable to only one mechanism, but

more generally failure is preceded by a gradual degradation involving

several mechanisms, the final traumatic event then amounting to the arri

val of a transient stress greater than the weakened part can withstand.

Degradation rates can vary widely during the life of a part, sometimes

appearing almost stepwise; many materials also have significant recovery

properties following overstress.

With parts failures reduced to terms of degradation and overstress,

the factors underlying failure distributions begin to emerge. The earliest

failures in a population would be expected to include parts initially weak

or defective and which may have been only moderately stressed. They will

also include normal parts subjected to very severe early stresses. Later

failures should involve some "average" parts that had so degraded that

they could not withstand fairly severe stresses. The longest-lived parts

are perhaps those that were initially the strongest, had the least life

time deterioration, and were luckily spared the worst transient stresses.

Many common parts or simple components exhibit the properties just

described. Ball bearings, for example, have service lives (defined in

cycles rather than time) that can be predicted fairly accurately as func

tions of load for normal conditions; adverse conditions reduce the life

expectancy greatly. The failures among good-quality lamp bulbs or elec

tronic vacuum tubes of a particular model similarly tend to concentrate

around the mean life value. While there is no known wear-out or depletion

mechanism for transistor devices, there are degradation effects due to

imperfect quality control; important among these is deterioration due to

contaminants that are either introduced during manufacture or enter via

poor seals. Such effects are generally unpredictable and often associated

with manufacturing batches; they can result in what appear to be random

scatterings of failures in time. Some organic electrical insulation mate

rials at first improve with age and subsequently begin to lose mechanical

strength. The deterioration is thought to follow the Arrhenius chemical

rate law, doubling for each approximately 10°C increase in temperature.

Insulation dielectric strength may appear virtually unaffected until the

last stages of embrittlement; however, with loss of physical integrity,



67

any moisture present can quickly penetrate the insulation when cool and

reduce the dielectric strength virtually to nil.

Elemental parts and materials are combined in as many different ways

as there are component designs. However, intriguing though it may be as

a design objective, only rarely is it practical to select or design ele

ments which are at all consistent in reliability characteristics. As a

rule we find that a few elements dominate the reliability of a device,

and often these same elements are also intended to be overhauled or re

placed routinely within the lifetime of the main device. At least this

tends to simplify the task of component evaluation by allowing us to con

centrate on the more probable routes to failure.

A regard for the basic failure mechanisms is perhaps the broadest

unifying consideration throughout all the efforts to achieve reliability.

In the development of materials and parts, the most obvious objectives

are the practical definition of basic properties and their resolution

with general application requirements; the development results gain ex

pression in various ways, such as application limits, life data, and

quality control requirements. The successful manufacture of devices

which combine many parts and materials calls for a good understanding of

the fundamental strengths and weaknesses of the individual elements, with

the added knowledge of how these effects could interact over an antici

pated range of equipment applications. Systems design may seem to entail

simply the routine selection of qualified equipment; however, this fre

quently involves problems of defining or creating specific application

conditions so as to assure that none of the basic limitations of the equip

ment will be violated. System construction quality control has similar

aims. Major objectives in the operation of systems are to avoid condi

tions that stress elements known to be delicate, to replace elements hav

ing recognized deterioration mechanisms before incipient failure condi

tions threaten reliability, and to discover any weaknesses not originally

anticipated during the design or initial tests. Finally, reliability

prediction is largely a matter of assessing what basic failure modes will

dominate and how great will be the effect of each.
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4.2 Failure Statistics

In Chapter 3, the failure probability vs time was assumed to be

known for each component. It was convenient to express the relationships

generally as [P(t): component K is failed]. This section considers

briefly the background and basis for these probability expressions. Addi

tional material on this topic is presented in Refs. 1, 2, 4, 5, 6, 8, 9,

and 10; Refs. 1 and 68 also provide indexed bibliographies.

4.2.1 Frequency Distribution of a Random Variable

Early observations of human mortality were summarized in histograms,

which showed the actual number of deaths out of some original population

that occurred in each equal age increment. Such diagrams are crude fre

quency distributions of the random variable, age at death. Simply multi

plying the ordinate scale of the mortality histogram by l/(histogram area)

transforms the diagram into a "probability density function" (pdf) plot,

wherein the area corresponding to each age interval represents the popula

tion fraction that died in that interval. The pdf area from 0 to any

given age t is then the population fraction dead at age t, or the prob

ability that a member randomly selected from the original population will

die before age t [P(t): member K has died]. With a large population and

small age increments, the histogram approaches a smooth pdf curve which

describes the rate of change of the deaths with respect to the original

population, or pdf(t) = d/dt [P(t): member K has died]. By definition,
the total area under the pdf curve equals unity or certainty.

4.2.1.1 Normal Distribution. Eliminating or "censoring" infant

deaths from the original populations, the mortality histograms for the re

mainder take on the familiar bell shape of the normal, or Gaussian distri

bution. This curve (see Fig. 4.1a) is described by

1

pdf(t) = exp
J2w a -f(^)

where u is the mean value of t and a is the standard deviation, a measure

of the data resolution about p. Applying some of the considerations from



0.4 0.8

69

x: MEAN

(a: = t, TIME
OR

x = t, CYCLES etc.

ORNL-DWG 72-2250

♦EXPONENTIAL

**RESEMBLES NORMAL

1.2 1.6 2.0 2.4

Fig. Ml. Frequency distributions.



70

the preceding section, it would seem that if all people were identical

and had identical life circumstances, they should all fail by "wear-out"

at the same age. In fact, some form of general wear-out does dominate,

but other factors blur the resolution. There now appear to be many con

current wear-out mechanisms in the body; they are not independent, how

ever, but together tend to produce a concentration of mortality around

the average (mean) life-span.

4.2.1.2 General Empirical Distributions. The analogy between human

and equipment mortality was found useful for depreciation accounting in

the 1930's. In particular, regulated utilities had large investments in

such items as telegraph poles, railroad ties, etc., whose depreciation

was a significant business cost. Extensive records were kept, and empiri

cal distribution formulas were developed13 for convenient manipulation.

These expressions describe mortality frequency distributions (i.e., pdf's)

that are symmetrical or skewed, sharply peaked or widely spread.

4.2.1.3 Exponential Distribution. For many forms of equipment, it

is easy to project the physical considerations of Section 4.1 to conceive

a situation where there is no apparent resolution of failures about any

particular age. Age at failure then seems to be as completely random as

tossing coins. And in fact the pdf for failure vs time in this common

situation can be developed (Ref. 1, pp. 43-49) from the limiting case of

the binomial probability (see Sect. 4.2.1+) for exactly r occurrences of

a particular combination in n trials, that is, the Poisson distribution:

_n r n-r ,

C p q = LP: event of interest will occur exactly r times in

n trials]; in this case, event is a component failure

and trial is a particular time interval;
n.'

r n-r
= P q

r! (n - r)!

p = [P: event will occur during any random trial].

q. = i - p -

C^ = [Number of combinations of n things taken r at a

time]; in this case, the number of possible different

sequences by which r failures could occur in n trials.

r



r -m
-, . /„n r n-r% m e
lim (C p q ) =

n -> oo T<

p -> 0
np -> m

where
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m = average number of component failures found in n time

intervals whose sum is time, t ,

total time of operation, t
mean time to failure, 6

1

failure rate, A '

m = At .

[P(t): component is not failed] = [P(t): r = 0]
o -m

m e

o:

-m
= e

-At
= e

[pdf(t): component is failed] = d/dt (l - e )

, -At
= Ae

The pdf and the probability vs time that a random failure has occurred

are the familiar exponential expressions. Figure 4.1b illustrates the

exponential pdf.

A very simple analogy also can be drawn between exponential failure

rate and the radioactive decay of materials. Thus

dN/dt = -AN(t) ,

N(T) = N(0) e"At ,

where N(t) represents either survivors of an original species or of an

original population and A is the constant decay or failure rate.
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4.2.1.4 'Weibull Distribution. A more versatile distribution func

tion was introduced by Weibull in 1951. In pdf form, the expression is

m(t -t r1 -(t -t )m
pdf(t) = -^ exp [ -JM ,

where t is the location parameter (usually 0), t0 is the scale parameter,

and m is the shape parameter.

If m = 1, and t and to are fixed, the Weibull pdf becomes an expo

nential. As m increases, the pdf resembles increasingly that of the nor

mal form. The Weibull distribution has been found to describe many sets

of equipment failure data, notably electron tubes. Several Weibull

curves are shown in Fig. 4.1c.

4.2.1.5 "Bathtub" Curve of Failure Rates. Of great practical sig

nificance is the composite "bathtub" curve, Fig. 4.2, of component fail

ure rate vs time or cycles. This is not a pdf, since the failure rates

are with respect to current rather than original population; however, the

pdf could be derived from the curve information. The plot represents

three life phases: (l) high initial failure rates due to defectives,

diminishing to (2) a low constant failure rate corresponding to "chance"

events during normal operating life, and (3) a rising rate with the ad

vent of wear-out failures. It is important to note that system reli

ability predictions are usually based on the assumption that a deliberate

effort will be made to assure that all vital components are operated only

in the low-failure-rate phase.

4.2.1.6 Qualified Distributions. The data that determine the dis

tributions may be rather casual (e.g., operating and maintenance records)

or they may be from tests carefully conceived and executed. The latter

sometimes produce sets of distributions corresponding to ranges of con

trolled variables; relationships within a set are often described by

changes of the distribution parameters. Typically, effects of particular

forms of stress are reported in this manner, as described in Section

4.4.1.1.

4.2.1.7 Other Distributions of a Random Variable. In attempting

to evaluate relatively subtle effects, more elaborate statistical
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techniques are often required. These could involve various distribution

forms other than those described, such as log-normal, gamma, etc.

Two distribution forms, chi-square and Student t, are useful in con

fidence evaluation. This is covered in Section 3.8 and Example 1.4.

4.2.2 Reliability Function

In integrating a failure pdf, one obtains the corresponding function

describing what portion of an original population has failed at any age

(in time, cycles, etc.), that is, the failure characteristic of the item

of interest or P(t): item is failed. The procedure reduces to practice

the random selection analogy described in Section 3.1.2. The actual re

liability function is the complement of the failure function, R(t) = 1 -

[P(t): item is failed].

In most reliability work, circumstances justify the random failure

assumption; hence, that reliability vs age is an exponential function,

R(t) = e . Accordingly, the pdf step is bypassed, and failure rate A

is estimated directly from time-to-failure observations,

1
A =

mean time to failure, 8

4.2.3 Use of Statistics for Reliability Prediction

The reliability function, which is derived from statistical data,

concisely summarizes a discrete body of experience. That experience may

be regarded either as a definitive indication of future component reli

ability or as merely one among various factors from which an estimate can

be synthesized. Clearly, the more extensive the experience and the more

closely it corresponds to a proposed device application, the greater

weight it merits in the reliability estimate.

The principal sources of component reliability data are tests and

service records, examples of which are described in Section 4.4. Infor

mation developed from these sources is customarily summarized and re

ported according to generic classes of types of equipment.
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Some of the best quantitative information, but mainly for just a

few types of relatively small equipment such as electronic parts, has re

sulted from substantial test programs. Such tests have carefully in

vestigated the effects of life-determining variables over credible ranges

and have been conducted on the scales necessary to assure statistically

conclusive results. Components and complex devices may also be tested

exhaustively, usually during development. The costs of large items and

their test facilities, however, limit such activities to the extent that

the results are essentially qualitative.

Enough service has been accumulated on many types of equipment found

in reactor systems to provide excellent reliability insights. Unfortun

ately, most of this experience is thinly diffused over many industries,

and relatively little has been recorded in ways that could easily yield

reliability data. The information banks are attempting to overcome these

problems. But the data they offer thus far tend to be fragmentary,

hence, inconclusive statistically. Moreover, the data reduction done re

motely by the banks may remove much of the information qualitative value

by obscuring data origins or circumstances.

Not only is generic average reliability data scarce, but its use in

some cases can be misleading. This caution was voiced earlier and bears

repetition. In particular, it refers to cases where standby equipment

may have to withstand severe stresses preceding or during emergency opera

tion. Evaluation of failure probability under such unusual conditions

must be treated as an engineering problem, of which "average" reliability

is but one aspect.

4.2.4 Binomial Distribution

The basis for the binomial distribution is that an "infinite" popu

lation exists, each element of which has actually assumed one of only

two possible states. Of interest are the probabilities that samples

drawn from the population will exhibit various proportions of the two

states. The laws governing these probabilities are essentially those

used in Chapter 3 to describe possible states of system: (p + q) = 1.

The values of p and q are the actual population fractions in each of the



76

states, and each term of the expansion represents the probability for

one possible state combination in a sample of size n. The binomial dis

tribution is useful in evaluating situations on the basis of sample ob

servations, for example, number of defectives in a manufacturing batch.

4.2.5 Confidence

The concept and some applications of confidence were described in

Section 3.8, where reference was made to further discussions in Exam

ple 1.4. It was pointed out that confidence can be used to express prob

able accuracy of a reliability estimate with respect to the amount of

experience back of that estimate.

Example group 1.4.2 was contrived to suggest the amount of data ob

tainable from typical service records on a component class in a single

system. That such data might not be conclusive for small samples is

reflected in the rather broad intervals for 90% confidence about the

"best" estimates for mean time to failure. Much better results could

be expected for similar observations on the same component applied in

many systems or life tested in large numbers.

As a cautionary note, favorable confidence figures (i.e., high con

fidence for a narrow interval about an estimate) are no guarantee of a

good reliability estimate. That is, a set of data and an estimate could

be badly biased for any number of reasons but still indicate high confi

dence via the formal calculations.

4.3 Practical Measures to Assure Component Reliability

A realistic effort to assure the reliability of a component begins

with the determination that the component is basically qualified to per

form its intended function and continues through quality control to the

long-term monitoring of integrity in service.

4.3.1 Component Qualification

To determine that a component is qualified for a particular appli

cation may be as simple as checking to ensure that all service factors



77

for a standard item are within normal ranges and, of utmost importance,

that the component is in fact basically matched to its task. However,

some applications involve newly designed equipment and/or present possi

bilities of severe stress which a component may not have been demon

strated capable of withstanding. Problems of this nature are usually re

solved by tests that simulate extremes of the anticipated operating con

ditions.

The question then arises: On what basis do we judge the test re

sults to decide whether the component design is satisfactory? In a few

cases of interest, for example, minor parts, tests may produce conclusive

statistical results. More commonly it is practical to test only one or

a few expensive prototypes, so that even the complete absence of failures

in a reasonable test regime would then indicate high reliability only

with rather low confidence. Some practical expedients for shoring up

such inadequate statistical evidence are: (l) post-test physical in

spection of the prototype(s) to determine the existence of degradation,

wear, etc., that could reasonably be associated with the test conditions;

(2) review of experience, if any, with similar components in similar

applications; and (3) during early operation, presume the component to

be of adequate reliability for intervals or duty cycles much shorter

than actually expected and, accordingly, test or replace the item fre

quently until proved. Merely to increase redundancy of the component

in question is usually not the answer, since like elements could share

a common basic deficiency.

A short lifetime is not inconsistent with high reliability, pro

vided this Is recognized and arrangements are made for frequent device

renewal. In reactors, however, the most severely stressed components are

generally those in the core, for example, many of the sensors that ini

tiate protective action and are inaccessible during operation. Qualifi

cation tests for these should be rigorous and should provide adequate

physical evidence that the service life will at least exceed one fuel

cycle by a generous margin.

Still in regard to component qualification, passing mention is made

of a design technique currently attracting interest. This is the
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"Stress/Strength Interference Theory," which seeks to represent devia

tions from nominal strength of and stress on a part as random variable

distributions. The extent to which the high end of the stress curve and

the low end of strength curve overlap, or "interfere," is then regarded

as a design parameter and is related to the part reliability. While the

technique could be useful in design of pressure vessels, piping, struc

tures, etc., it does not seem immediately applicable to protective sys

tems reliability work. References 14 and 52 introduce the concept.

4.3.2 Component Quality Control

Quality control has stirred a great deal of controversy in the reac

tor industry. The point at issue is whether components produced to

manufacturers' or conventional industry standards are satisfactory for

reactor applications. A recent marketing seminar sponsored by Power

Engineering produced considerable opinion to the contrary. The situa

tion was summarized by A. P. Perez, president of the Florida Power Corp

oration: "It is the general complaint throughout our industry that there

is a deterioration in quality. This comes at a time when we are using

very large units, and can ill afford the reliability risks and financial

hardship imposed by unnecessary outages."86 On the other hand, attempts

to impose rigorous standards have resulted in severe cost increases,

occasionally to several times the price of the same item off the shelf.

The more dramatic cost increases are not necessarily unjustified; it is

easily seen that custom tests, complex inspections, etc., on a small pro

duction batch could well exceed the costs of manufacture. Levine of the

AEC Division of Reactor Licensing speculates that although the quality

assurance effort for nuclear power plants will increase the total plant

costs substantially, the additional expense should be more than returned

in improved plant availability and load factors.122
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The statistical methods so useful in monitoring quality of large

production runs find only rare application in regard to nuclear systems

components. The latter are mainly few-of-a-kind items, for which the

most effective quality control includes such measures as close parts

tolerances, extensive inspections during manufacture, and realistic tests

of all completed equipment.

Quality control at the reactor plant construction site is certainly

as important as that during components manufacture. The obvious reasons

are that (l) equipment is often damaged between leaving the factory and

final installation, (2) delicate devices may be inadvertently over-

stressed, for example, electronic equipment can be damaged by transients

during circuit checkout, and (3) improper installation can cause early

equipment failures, for example, machinery bearing failure due to mis

alignment.

4.3.3 Testing and Monitoring in Service

Extensive periodic test programs and some installed monitoring de

vices are employed to assure the continued integrity of reactor protec

tive system components in service. These measures are designed primarily

to discover gross failures and drifts off calibration.

The perennial question of optimum frequency or interval for periodic

tests was covered in Chapter 3. Section 3.4.6 indicates a calculation

method for the case where outage time for testing is a consideration,

and Section 3.8.2 describes a way to update the test interval consistent

with confidence in apparent failure rate.

The relationship between "random" failure rate (A) and test fre

quency appears to have only limited usefulness, mainly for purposes of

planning for test facilities and maintenance staff and for broad-scale

monitoring of reactor operations. To assure reliability in an actual

reactor plant, the physical circumstances of each equipment failure,

malfunction, or evidence of degradation deserve a great deal more atten

tion than the usual rather meager statistics in determining test fre

quencies as well as other maintenance and operating policies. This in

dicates the need for careful investigation of individual occurrences,
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not only with regard to immediate correction requirements but also con

sidering the following broader reliability implications:

1. Does the "failure" suggest poor manufacturing or construction quality

control? Perhaps this can be identified with a fabrication batch or

construction phase, which might be investigated further.

2. Does the "failure" indicate a design error or some design factor

overlooked? A larger capacity component may be needed, or a reloca

tion, or supplementary equipment, etc.

3. Is "normal" wear-out indicated? If so, a periodic replacement or

overhaul program for similar components must be considered.

4. Is premature wear-out indicated? Perhaps the contributing conditions

can be identified and corrected or frequent replacement planned.

5. Do individual or repeated "failures" suggest inadequate maintenance

policy, for example, training or supervision?

6. Does a failure or malfunction result from idleness? For example,

some steam valves are known to collect deposits on their stems, pre

venting operation; this condition can be relieved by periodic exer

cise.

Some practical answers to the central question of test frequency can be

derived from the above considerations. First, as much operational test

ing as is feasible should be performed before a plant is placed in opera

tion, that is, all vital systems and equipment must be thoroughly de

bugged. Second, test frequencies for steady-state operation may be es

tablished on the basis of expected "normal" failure rates, except where

overriding physical reasons are evident or the statistics indicate diffi

culty. Third, evidence of wear-out or other cumulative effects must be

sought deliberately and such conditions dealt with as individual problems.

4.3.4 Long-Term Effects

The matter of detecting wear-out, cumulative degradation, or other

incipient failure conditions amounts to assuring that no vital component

or set of redundant components will ever become so weakened as to jeop

ardize the protective functions. The problem is aggravated if the emer

gency conditions stress the components severely. Not only are in-core
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components always suspect, but more conventional applications such as

electrical equipment may actually become very unreliable with time. A

prime example of unfailed but yet unreliable electrical equipment is the

motor with degraded coil insulation; it is a likely candidate for failure

due to the mechanical stresses of an ordinary startup or due to loss of

insulation dielectric strength by absorption of moisture during idle

periods in a wet location. If the motor were located within a reactor

containment,, it might well choose the occasion of a loss-of-coolant acci

dent to fail, as the immediate consequence of wet steam.

Just how incipient failure conditions can be eliminated depends on

the type of equipment. Perhaps the best guidance in this area is that ob

tained by interpreting the components' qualification engineering and test

data.

4.4 Reliability Data Programs

The preceding discussions have indicated the wide variety of informa

tion that may contribute to an intelligent assessment of equipment reli

ability. To collect, store, and retrieve such information effectively

for components of many types is an enormous task, requiring organization

consistent with defined reliability objectives. Numerous programs have

undertaken to develop parts and equipment reliability data methodically.

The earlier ones were limited to special classes of equipment; more re

cent programs have been of increasingly broad scope, usually to meet the

needs of the major military and aerospace projects. Similar comprehen

sive programs for reactor systems components are now emerging.

Reference 65 lists and summarizes about 120 information programs

that handle data relevant to the reliability efforts of the U.S. military

services, NASA, and their contractors. It further states that, altogether,

"Over 1100 scientific and technical information centers currently exist

in the United States." Relatively few of these, however, are more than

incidentally concerned with either components or reliability. The remain

der provide supporting and background material on diverse subjects, in

dividually important to particular reliability studies. The information

specialities of the programs listed range from basic materials properties
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(e.g., the Plastic Technical Evaluation Center, PLASTEC) to phases of

engineering technology (e.g., the Shock and Vibration Information Center,

SVTC); some of the programs represent special library facilities (e.g.,

the University of Pennsylvania's Module Engineering Analysis Library,

MEAL) or clearinghouses for technical reports. Another comprehensive sum

mary of data sources is provided in Ref. 66.

Several of the programs just referred to have also been major sources

of components information in reliability analysis of reactor systems to

date. This has been true particularly for instruments and electronic

gear, the equipment forms of main interest in the earlier studies of

safety shutdown systems. In addition, the analyses have drawn on the few

isolated reactor project data collections and the material provided by

the equipment manufacturers.

4.4.1 Nonnuclear Component Data Programs

The reactor data programs, actual and proposed, emulate the military,

aerospace, and commercial aviation information systems. Five of the

latter are reviewed briefly in order to provide a background for further

discussions of the reactor data programs and to emphasize certain features

of potential value in reactor reliability work.

4.4.1.1 Rome Air Development Center (RADC) Program. The purpose of

the RADC program is to develop U.S. Air Force ground support electronic

equipment. It is one of several sponsored by the Department of Defense

and tracing their origins back to the recommendations of the Advisory

Group on Reliability in Electronic Equipment (AGREE).22 In the early

1950's, it was sought to develop reliability in electronic systems on an

objective basis, that is, through understanding and control of all factors.

Extensive investigations of component life and failure characteristics

constituted a major phase of the work; these were conducted partly in

house and partly by contractors, notably RCA. Beyond the "average" char

acteristics, it was attempted to determine the effects of loading, envi

ronmental factors, and any other unusual stresses to which the equipment

might be subjected. The results of the components work were expressed

initially in terms appropriate to the particular types of equipment;
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these included curves of failure rate vs application variables, recom

mended usage limits on application variables, derating factors, etc.

Equipment application guides were then developed from the data, recogniz

ing anticipated environment extremes and providing practical advice in

equipment selection, configuration, and loading. In 1958—59, the RADC

was responsible for one of the first attempts by the military to purchase

equipment according to formal reliability specifications; this work is

represented .by the standard MIL-R-26474 (USAF).* Much of the RADC compo

nents reliability data was incorporated in MIL-HDBK-217.70 References 23

and 24 describe the RADC program and present some of the early results.

On a current basis, the RADC operates a reliability information service,65

Reliability Analysis Central (RAC). It is appropriate to note here that

a parallel DOD program under the U.S. Navy auspices produced another com

pilation of electronic equipment data for shipboard application, NAVSHIPS

93820.72 There is now also an MIL-HDBK-217A,71 which provides data on

transistors.

4.4.1.2 Parts Reliability Information Center/Apollo Parts Informa

tion Center (PRINCE/APIC).65 In view of the extraordinary emphasis on

reliability for the space flights, it was expedient to establish a cen

tralized project-oriented reliability program at the Marshall Space Flight

Center. This program serves as a focal point for all Apollo information

on parts and materials. Included in the store are drawings, test reports,

specifications, and many other forms of information received from NASA

centers, contractors, manufacturers, etc. The wide variety of parts and

components has necessitated an elaborate indexing scheme to permit re

trieval by parts classification or by system where applied. A major ob

jective of the program is to coordinate project reliability activities,

thereby reducing duplication of effort and generally improving project

efficiency. PRINCE/APIC now incorporates two programs originated at

Battelle Memorial Institute, the Electronic Component Reliability Center

(ECRC) and the Transducer Information Center (TIC). Information output

from the program is on a current basis, usually in response to inquiries.

^Superseded by MIL-STD-785 (see Ref. 25).
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4.4.1.3 Federal Aviation Administration: Maintenance Data Analysis

Program.73^115 The FAA is largely concerned with the safety reliability

of commercial aircraft. One major activity in this area is to monitor the

maintenance programs of the air carriers via performance failure records

and defects discovered during maintenance or inspection. Information is

reported to the central data facility in Oklahoma City by about 220 field

inspectors. Statistics such as moving average failure rates are derived

from the information, and unusual incidents or findings are given special

review. When a situation is discovered that suggests a design defect,

maintenance deficiency, etc., with safety implications, the responsible

organizations are alerted and the corrective actions subsequently moni

tored. The statistics are considered with regard to any proposals to re

lax periodic maintenance or inspection requirements, but generally they

must be supported by physical evidence that the change will not affect

the failure probabilities. For example, if it were thoroughly established

that wear-out was the only degradation mode of a part, it might be ac

ceptable to lengthen the inspection interval upon demonstration that the

part invariably passed several of the current inspection cycles before

wearing beyond tolerance. Reference 73 describes the FAA program in fur

ther detail, and Ref. 74 discusses similar programs carried on by the

airlines.

4.4.1.4 Failure Rate Data Program (FARADA).116 In 1960 the Bureau

of Naval Weapons instigated a study to determine the availability of fail

ure data for a wide range of components and the feasibility of a program

to collect such data. The establishment of the FARADA program in 1961

followed from the results of the study. By 1969, it served about 300

participating agencies of and contractors to the U.S. armed services and

NASA; each contractor is primarily a user of parts and components and must

be generating failure rate data of interest via tests or operating exper

ience. The program reviews, compiles, and stores reliability data volun

tarily submitted by the participants. Figure 4.3 illustrates the input

report forms, which cover both failure rates and supplementary informa

tion. Within the program the data are structured according to parts

classifications and various factors pertaining to the failures, for exam

ple, application stress factors. The output is presented in several forms:
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Fig. U.3. Sample of completed "background information on failure
rate data" form.
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(l) permanent volumes summarizing earlier data, (2) loose-leaf handbooks

of current data, frequently updated, and (3) computer magnetic tapes that

are updated quarterly. Typical data output is shown in Figs. 4.4 and 4.5.

Table A of Fig. 4.4 describes a series of statistical samplings, some

evidently of adequate size and others not, and identifies a source report

for each. The latter are kept available in original form to furnish de

tailed qualifying information. It is not attempted to develop generic

failure rates for classes of equipment by combining data samples; however,

some results of this nature developed by participants are available in

the output. The FARADA program represents a significant departure from

the earlier programs in several aspects: (l) it is comprehensive with re

gard to scope of equipment covered; (.2) it addresses general rather than

specific information needs, that is, there are no specific problem objec

tives; (3) it is "passive" in the sense that no information sources are

sponsored or developed; and (4) it has no reliability service function,

that is, the stored information is not combined or interpreted with re

gard to application problems. Reference 75 further outlines the program

and provides details of its content.

4.4.1.5 Interservice Data Exchange Program (IDEP).116 The principal

purpose of the IDEP has been, since 1969, ". . . to provide automatic

interchange of test data on parts, components, and materials among U.S.

government contractors and agencies, thereby reducing duplicate expendi

tures for parts testing and improving system reliability."* Many of the

FARADA participants also belong to the IDEP, and there is also support

from the Canadian Military Electronics Standards Agency (CAMESA). Much

of the management and headquarters facilities are shared with FARADA.

The main program emphasis is on formal test, development, and technical

analysis reports, which are distributed by microfilm on a current basis

to the participants. Corresponding with the headquarters staff are pro

gram officers in each participating organization to whom material is sent

to be distributed to interested individuals. Several important subsid

iary activities have been incorporated, including arrangements to alert

^Foreword to Ref. 77.
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*3iis .01QOE-AFAO-NEMORY-COMPUTER 256 AIRBORNE 07-66 2619 .00267 7 36
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2284 TO 40

2285 35 -60 ?5 1.41

2286 40

2289 6111 .

2290 GRIMES-MFC

2292 55 -54 25 .7

2293 40 18

229* 35 -60 25 1.41

2295 5841 859-3*83

2296 CA-MARCHNI 332 3-900

2297 55 -54 25 .7

2298 LITTELFUSE 342001* 50 100 98 50

2299 55 -5* 25 .7

2300 F03G3R00A
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2302 10 55 50 20 2

2303 35 -60 25 1.41
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2307 10
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2310 HUGHFS 464062

2311

1 2JXi_
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_ - -6J_LiJ72-35.52. —

Fig. k.k. Typical page of farada computer print-out, table A.
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12.2ILT)
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the participants to difficulties experienced with specific items of

equipment,80 to apprise them of test programs in progress, and to stan

dardize test equipment calibration procedures.81 Some 20,000 reports

covering 30,000 separate items are currently available on microfilm

through simplified retrieval indexing procedures. There is no particular

intent to evaluate or edit the data as received. Additional program de

tails are described in Refs. 76 to 79.

A.A.2 Reactor Component Data Programs

Although the USAEC does not participate directly in the FARADA or

IDEP programs, many of their contractors and the reactor equipment manu

facturers do, by virtue of also being contractors to the armed services.

The AEC has, however, recognized the need for components reliability data

and has sponsored efforts aimed toward fulfilling these needs. On the

project level is the Savannah River Probabilistic Analysis of Risk (PAR)

Program, which collects data to monitor the plant operation and design

adequacy.117 Broader scope approaches are represented by the program at

the Liquid Metals Engineering Center (LMEC) and by the Holmes and Narver,

Inc., studies.

A.A.2.1 Liquid Metal Engineering Center.118 The LMEC is operated

for the USAEC by the Atomics International Division of North American

Rockwell Corporation. In 1968, partly as an extension of their existing

Maintenance and Malfunction Analysis Program, they were commissioned to

develop a reliability information system to deal primarily with the me

chanical equipment typical of liquid metals test facilities and :~eactors.

The program was, however, intentionally organized for future expansion

to cover general reactor components. Its main emphasis was on developing

data sources and information handling methods to meet the needs of system

reliability analysis; in addition, attempts were made to identify special

application problems methodically. Initial program phases included a re

view of accumulated records for many liquid metals systems, from test

loops up through the Fermi reactor, and the development of an in-house

incident, malfunction, and problem report procedure. Program functions

include storage of source material on microfilm; appropriate data are
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extracted and evaluated by engineers, and the processed information is

then classified and indexed as shown in Vol. II of Ref. 68.

Processed data is stored in computer memory, with which is associated

an IBM 360 program for sorting, retrieval, and automatic plotting. Much

of the collected material is essentially qualitative, reflecting the lack

of quantitative experience with many of the component forms. Of the

statistical data, most concerns the classification of failure modes. This

information, along with a number of case history summaries, is presented

in Vol. I of the principal program document.68 Volume I also includes a

great deal of well organized basic information on reliability theory and

evaluation techniques, along with an extensive bibliography. Volume II

details the identification categories used for storage and retrieval of

information. Typical data summaries from the handbook are illustrated in

Figs. 4.6 and 4.7. The program achieved the level of a well-advanced

pilot effort before being mothballed in 1970. Reference 67 briefly re

views the program development and organization.

4.4.2.2 Holmes and Narver, Inc. Prominent among the studies that

have given substance to the present concepts of reactor component reli

ability information systems is the series conducted for the USAEC by H&N.

These efforts have addressed the broad question: What does operating ex

perience tell us about the safety of nuclear reactors ? Between 1961 and

1966 separate investigations were made of groups of test, research, and

power reactors. All manner of design, test, operating, and maintenance

records were reviewed, and from this material it was attempted to draw

fairly broad conclusions. Most of the reliability data developed con

cerned the performance of vital systems and subsystems, since components

were not the prime concern. It was acknowledged in the report on power

reactors96 that the data were insufficient to be of much statistical

significance. References 94 and 95 describe the other investigations.

The experience gained in these studies led H&N in 1967 to propose a

comprehensive program for monitoring the reliability of reactor safe

guards. A key part of the program was to be an elaborate system for

collecting and managing the reliability information. One specific aim of

this system was to support the quantitative reliability analysis methods

that were being proposed at the same time; these are described in
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FAILURE DATA FOR traps (general)
(Shoet 1 1 of 1Z)

1.

?

COMPONENT/PART

SYSTEM/SUBSYSTEM

CODE:

(Component)

(System/Subsystem)

1. FACILITY

2. COMPONENT LOCATION

3. OPERATING CONDITIONS

4. SOURCE DOCUMENT

FAILURE INDEX

CODE*

OPERATING

HOURS

METHOD OF FAILURE

DETECTION

1. FAILURE DESCRIPTION

2. CORRECTIVE ACTION

3. RECOMMENDATIONS

ITEM
3.

CAUSE

1
MODE :ffect

54 1.

2.

3.

Traps/Wire Mesh
Heat Transfer/Driers
and Traps
33

224640

1. EBR-II

2. Primary/fission gas monitor
3. -

4. PMMR-57

MI

218

MI

51

MI

530

4400 Operational monitore i. Vapor trap plugged with sodium.
2. Local repair; unit was heated and sodium drained.
3. If space permits, increase size of trap for longer

service.

55 1.

2.

3.

Traps/Wire Mesh
Heat Transfer/Driers
and Traps
33

224640

1. EBR-n

2. Primary/argon purification
3. -

4. PMMR-108

MI

218

MI

51

MI

530

11,320 Operational monitor* 1. Wire mesh plugged.
2. Part replaced.
3. None.

56 1.

2.

3.

Traps/Wire Mesh
Nuclear fuel Handling
and Storage Equipment
/Cooling
33

235140

1. EBR-II

2. Fuel handling machine
3. -

4. PMMR-102

Ml

218

MI

51

MI

530

475 Operational monitors 1. Vapor trap plugged.
2. Part replaced.
3. None.

57 1.

2.

3

Traps/Wire Mesh
Nuclear Fuel Handling
and Storage Equipment
/Cooling
33

23 5140

1. EBR-II
2. Fuel handling machine
3. -

4. Operation weekly report, 11/67

MI

500

MI

BZ

MI

530

2156 Operational monitors 1. Vapor trap plugged.
2. Trap replaced.
3. None.

58 1

2

3

Traps/Adjusting Shaft
Steam, Condensate and
Feedwater Piping and
Equipment/Main Steam
33

281000

1. EBR-II

2. Main steam (trap PVT-5)
3. -

4. PMMR-4

MI

500

MI

59

MI

530

1200 Repair of primary
failure

1. Adjusting shaft broken.
2. Part replaced.
3. Determine cause of failure and confer with manufac

turer before replacing part.* Redesign of part may
be necessary.

59 1

2

3

Traps/Gasket
Steam, Condensate and
Feedwater Piping and
Equipment/Main Stearr
33

281000

1. EBR-II

2. Main steam (trap PVT-5)
3. -

4. PMMR-4

MI

500

MI

BZ

MI

530

1200 Direct observation 1. Gasket worn out.

2. Part replaced.
3. Determine cause of failure and confer with manufac

turer before replacing part. Redesign of part may
be necessary.

I = INCIDENT Ml
IA » MAJOR MALFUNCTION P

MINOR MALFUNCTION
PROBLEM

Fig. k.6. LMEC failure data.

U>



TABLE

FAILURE DISTRIBUTION FUNCTIONS
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Chapter 3. Accordingly, desirable features from the IDEP, FARADA, and

other programs were combined, with emphasis on ability to group informa

tion selectively for statistical studies of failure rates, repair inter

vals, etc. Reference 20 describes the overall proposal, and Ref. 21 ex

pands on the methodology.

Pilot efforts to collect operating data according to the above pro

posed methods were initiated with AEC support by H&N for the Connecticut

Yankee reactor power plant. The data collection has since been continued

independently by the plant operator. In addition, a great deal of back

ground engineering information was assembled for the components of inter

est; this work is summarized in Ref. 69.

4.4.2.3 Proposals for Cooperative Program. The USAEC has encouraged

private industry, both manufacturers and operators of reactor power plants,

to develop a cooperative arrangement for collecting and evaluating reli

ability data.119 Such a program has recently been initiated85 through

the Edison Electric Institute (EEl). The EEI presently collects and pub

lishes84 statistics on major equipment outages of power utilities and has

the necessary wide industry contacts.

4.4.2.4 General Electric Company. Prominent in the private sector

is the data collection effort of the General Electric Company in support

of their own analyses of reactor systems.120 General Electric looked

first to the established information programs, for example, FARADA, to

obtain components data. Insufficient, inconsistent, or no data were found

for many important classes of reactor equipment, particularly for new de

signs or novel applications. Alternative approaches were then explored.

Within their own organization were found a great deal of relevant test,

development, and field experience records from which could be derived

good preliminary reliability estimates for many forms of equipment. Some

of the specific device estimates were synthesized effectively from related

or basic data by groups of specialists. The need to justify or confirm

such estimates for certain critical applications is recognized, and in

some cases special tests have been conducted. An example of these tests,

essentially qualitative in nature, is a series on main steam line isola

tion valves.82 General Electric has also carried out components
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reliability test programs directly for the USAEC, notably investigations

of piping stress effects. Their efforts strongly emphasize the selec

tion and interpretation of data by engineers, as opposed to uncritical

direct use of it.

4.4.2.5 UKAEA. Probably the largest-scale data program on reactor

components reliability presently operating is that of the United Kingdom

Atomic Energy Authority (UKAEA); this program is an integral part of a

unified plant reliability effort. Reference 103, in 1967, described the

then proposed UKAEA data store to meet the requirements for reliability

analysis of the British reactors. Both the analysis program and the data

bank have since been established, as the "Systems Reliability Service"102

and the "Syrel,"106 respectively, and have recently begun to offer their

services on a subscription basis to general industry as well as for the

safety assessment of UKAEA reactors. The components information program

employs an elaborate classification and coding scheme for elementary data

patterned after the FARADA system; it also can store and index many forms

of "engineering information," some of which corresponds to that handled

by IDEP. Overall, the program appears better integrated with its data

sources than FARADA or IDEP, resembling more the LMEC effort but on a

larger scale. Equipment service data for reactors comes largely from the

well-established Authority Health and Safety Branch (AHSB) fault and in

cident reporting system described in Ref. 104. The capabilities to review

input data and to assemble and interpret information relevant to specific

application problems have been incorporated in the system; Fig. 4.8 is a

flowsheet describing how such information is developed. Reference 105

describes an approach to evaluating component reliability from parts and

engineering information.

4.4.3 Status of Reliability Data Effort

The present consensus is that the established reliability data pro

grams are still not meeting the current needs, either for analysis of reac

tor system designs or for monitoring operation of existing systems. More

over, there is no clear agreement regarding the optimum scope of a data

management effort nor, in the U.S., on how it should be undertaken. But
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experience and informed opinion have brought into focus at least the

major objectives and functions of a reactor reliability data program.

The salient aspects appear to be as follows:

1. The program should be sufficiently broad to cover the equipment

comprising all systems of interest; the latter will include many impor

tant operating systems as well as those formally designated as protec

tive systems.

2. There should be facilities for acquiring, storing, and making

readily available a variety of information, for example, test and devel

opment reports, failure statistics, deficiency reports that convey sig

nificant information, quality control data, etc.

3. The program should provide the functions of a reliability ser

vice. These include rational efforts to overcome deficiencies in data

as seen by the systems analysts, editing of input data and culling of

irregularities, and assembly and interpretation of the stored information

consistent with specific reliability problems. Griffin, of the LMEC,

points out that event data must be analyzed by highly qualified engineers

who are familiar with the application problems, noting that there is a

tendency to relegate the task to technicians or reliability specialists.118

4. There should be central capability to monitor reactor industry

(or segments thereof) operating effectiveness, providing rapid response

to safety-reliability problems of more than immediate plant interest;

this function might begin with the local plant operating records.

In the matter of organizing a comprehensive information system, one

of the major problems is in classifying data for storage and retrieval.

The complexities of this task are discussed at length in Ref. 8, and de

tailed recommendations for a reactor data program are presented in

Refs. 20, 68, and 103. Reference 63 brings out some of the basic diffi

culties and limitations inherent to statistical summaries, in particular,

the losses and distortions of information that are likely to occur. Other

practical problems arise from data reporting practices.

Concern has been expressed over the thinness of the information base

represented by the operating power reactors, which have not yet accumu

lated much experience. Reference 63 suggests that the base may readily

be broadened by admitting the general industry or utility experience with
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many common components, for which application in reactor plants is en

tirely conventional. The article cautions that there will still be data

deficiencies due both to overall lack of experience with novel component

applications and to the tendency for operating experience to represent

obsolete equipment. Another area requiring special consideration is the

definition of unusual stresses or environment to which certain components

will be subjected, for example, components in the core or containment

volumes.

Reference 19 addresses similar information problems in the aerospace

industry. This source suggests a number of features that a "universal

parts data bank" should have and estimates that such a program for aero

space might cost more than $20,000,000 per year.
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5. RELIABILITY IMPLEMENTATION FOR REACTOR SYSTEMS

Reliability practice on a large scale involves such a wide range of

technical considerations that formal organization of efforts becomes

necessary to assure that all are dealt with effectively. Early attempts

to create reliable safety systems, while proceeding from the same general

concepts, were not at all consistent in method, emphasis, or results.

The experience, however, did reveal common problem areas amenable to gen

eral solutions which could be expressed via criteria, guidance, and ad

ministrative procedures. These areas have since benefited from continual

attention by various organizations concerned, notably the development and

regulatory branches of the USAEC and the professional societies.

5.1 System Design for Reliability

It was recounted briefly in Chapter 1 how the present design prin

ciples for protection systems had evolved from practice, drawing lib

erally on reliability theory. These principles mainly express reliability

requirements in terms of specific system arrangements and features. As

the basis for current design acceptability, they are closely observed by

the organizations developing reactor plants as well as by the USAEC li

censing agencies.

5.1.1 System Design Criteria92'93

By 1965, considerable interest had developed in codifying the design

principles. Substantial efforts were then under way by the USAEC, the

Institute of Electrical and Electronics Engineers, and the International

Electrotechnical Commission to reduce to criteria the design philosophy

as well as desired system features.

The protection systems work, although but one phase of the overall

AEC program for reactor safety, figured prominently in the 70 "General

Design Criteria for Nuclear Power Plant Construction Permits" which were

tentatively adopted in 1967 as an appendix to 10 CFR 50. A revised set

of criteria was substituted in February 1971.28 In 1968, the "Proposed

IEEE Criteria for Nuclear Power Plant Protection Systems"88 was issued
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as IEEE-279; while the document is limited in scope to the protection

system instrumentation and controls, it treats that aspect in considerably

greater detail than the AEC criteria. The international effort re

sulted in the 1967 publication of the IEC "General Principles of Nuclear

Reactor Instrumentation,"91 of which Clause 5 presents protection system

criteria and Clause 8 treats general alarms, that is, visible and audible

signal systems.

Each of the three sets of criteria cited states qualitatively a re

quirement for high reliability of the protection systems and then further

specifies design features to enhance reliability. The language is inten

tionally broad so as to be applicable to the widest range of reactors and

to foster innovative design. However, by being so general, the criteria

are often difficult to interpret with regard to specific situations.

Typical of such difficulties are those noted in Chapter 2 concerning re

liability objectives. Consequently, the main attention is now focused

on expanding the protection system criteria in detail and developing

application guidelines.

The standards activities of the professional societies are presently

being coordinated by the American National Standards Institute (ANSI;

formerly USASI or ASA). Responsibility has been given to the American

Nuclear Society (ANS) to prepare criteria on formulating the design basis

for the individual protection systems; while primarily concerned with

fundamental system requirements, these criteria should also include reli

ability goals. Various IEEE committees are engaged in the continual up

grading of IEEE-279 as well as developing related criteria and guidance

material. Their work covers such areas as (l) interpretation of the sin

gle failure criterion, particularly with regard to common mode failures;

(2) periodic testing; (3) application of reliability analysis methods in

system design and operation; (A) operational compliance; and (5) reliable

power supplies for vital systems. The last mentioned effort has resulted

in the broad "IEEE Criteria for Class IE Electric Systems for Nuclear

Power Generating Stations," IEEE-308.89

Supplementing the societies ' work is the USAEC-DRDT Standards Pro

gram at Oak Ridge National Laboratory. The program seeks to provide a

comprehensive set of systems and equipment standards for AEC-sponsored
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reactors by adapting or augmenting existing standards where feasible and

preparing new ones where none are available. In the matter of systems

criteria, the Program has issued the tentative "Supplementary Criteria

and Requirements for RDT Reactor Plant Protection Systems," C 16-1T,90

based largely on IEEE-279 and extending the scope to include protection

system final actuator devices. A similar set of criteria are currently

in preparation for power supplies, adapting and expanding on IEEE-308.

The RDT protection system criteria acknowledge the probability as

pect of reliability to the extent of requiring that quantitative goals

for protection "subsystems" be established as a part of the design basis

and then satisfied as a general functional requirement.

5.1.2 Literature on Design of Protection Systems

Further guidance in the design of protection systems is given by the

SIFTOR report,35 the LMEC "Failure Data Handbook for Nuclear Power Facili

ties,"68 and numerous NSIC reports36 devoted to specific types of systems.
Two of the latter concern protection system instrumentation and control,

emphasizing reliability features.37.-38 In addition, the Nuclear Safety

Journal publishes timely articles on reliability topics, several of which

are referenced in this report.

5.1.3 Design and Review Practice

A substantial portion of the design effort for each individual pro

tection system is devoted to reliability aspects. As discussed in Sec

tion 3.9, the formal methods of reliability analysis have had only a

limited role in the procedure. However, qualitative analysis techniques

appear to be gaining acceptance in matters of demonstrating system single-

failure and common-mode failure defense and defense in depth against

postulated event sequences.

The practical reliability analysis applications in the design process

have been mainly by the reactor manufacturers, AEC contractors, and a few

consultant firms oriented to the reactor industry. Although the architect-

engineering firms are currently assuming more of the responsibility for

the design of reactor power plant safeguard systems, there is little
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evidence that they are using the formal analysis methods to any signifi

cant extent.

The plant licensing procedure calls for design review by the Advisory

Committee on Reactor Safeguards (ACRS) and the Division of Reactor Li

censing (DRL). Both of these organizations are very much concerned with

reliability of systems, but approach such questions in traditional ways.

Their reviews stress design philosophy, conformance to the criteria,

specific system features, and general quality of the overall design ef

fort. Partly because of the confusion attending wide variations in analy

sis execution, introduction of quantitative results in support of license

applications has not been encouraged by the regulatory.

5.2 Components Qualification and Quality Control

Chapter 4 described measures for assuring that components are essen

tially qualified for specific applications and satisfactorily free from

defects. To apply such measures effectively for the wide range of ele

ments in a complex system occupies perhaps the main administrative atten

tion in a formal reliability program. Component quality assurance is

primarily a responsibility of the reactor builders and operators but also

is subject to extensive regulatory review. Moreover, substantial AEC

development efforts are directed to quality assurance problems, particu

larly those concerning equipment qualifications. Components standards

and criteria promote state-of-the-art technology to achieve consistent

high quality and serviceability.

5.2.1 Quality Assurance in Private Plant Construction

Specific quality assurance requirements and procedures are developed

along with the design of each plant and set forth in the technical specifi

cations. The latter are required in support of license applications. In

reviewing the applications, the DRL and/or the ACRS may highlight addi

tional items requiring special attention during later phases of a reac

tor's construction and operation. Some of these will occasion the appli

cant to devise additional specifications or procedures, which are then

also subject to review. All such formal quality assurance documentation
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forms part of the basis on which the operating permits are granted and

hence is a matter of public record.39

The Compliance Division of the AEC monitors manufacturing and con

struction activities to ensure that the proposed measures are properly

executed. Their contribution typically amounts to rigorous quality con

trol through directly supervised inspections and tests and audits of con

tractors ' records.124

Unusual problems arising in the course of a reactor's construction

or operation are subject to further review by the regulatory, as are the

corrective measures proposed. The latter in some cases have involved

substantial development programs to qualify a component, construction

method, or inspection technique.

5.2.2 AEC "Quality Assurance" Program

Corresponding to the regulatory procedures for private plants is the

AEC quality assurance (QA) program for government contractors. The pro

gram represents a highly organized administrative control over a broad

range of activities, most of which affect reactor safety. Reference 87

describes the program scope and how it pertains to such measures as analy

sis, qualification, quality control, operating procedures, etc. In prac

tice, each contractor establishes a permanent local quality assurance

program and staff. The local QA officers then work with the project or

ganizations to specify the requirements on every project, the procedures

by which each shall be satisfied, and the responsibilities for all related

activities. Careful documentation, subject to audit both by the local QA

officers and by the AEC, is required at all stages.

5.2.3 Standards and Criteria for Components92'93

The standards programs of the professional societies and the USAEC-

DRDT are actually more involved with reactor components than with the sys

tems criteria described. Various efforts seek to establish the qualifi

cations for critical equipment and to define appropriate quality control

measures for components and plant construction. Existing industry and

MIL standards are being adapted or upgraded where feasible, for example,
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those for piping, pressure vessels, electrical insulation, etc. Entirely

new standards are being developed for equipment or applications peculiar

to reactors (radiation measuring instruments, containment penetrations,
etc. ).

An example of the more advanced reliability approach to standards is

found in the IEEE effort on electric motors for service in containment

enclosures, not yet published. Proposed is a qualification test regime

that simulates age effects on electrical insulation and then superimposes

the severe heat, moisture, and chemical contamination anticipated for

the worst transient service conditions.

5.3 Safety Research

In the overall attempt to minimize performance uncertainties of

equipment and systems, many of the problems encountered are not tractable

to straightforward engineering and QA methods. Almost all these concern

transient conditions under which the safeguard equipment must operate.

Consequently, one of the principal safety research objectives is to pro

vide insight regarding what mechanisms in reactor cores could prevent or

degrade safeguard functions such as insertion of poison rods, core cool

ing by flood or spray, and the response of sensors monitoring core condi

tions. Additional work seeks to define structural stresses and other

acceleration force effects resulting from earthquakes, wind loadings due

to hurricanes, etc.

5.4 Organization and Training

Few would care either to question or to quantify the importance of

attitudes, individual and corporate, in achieving reliability. But con

structive attitudes can be cultivated in many ways, notably by education

and by organization of responsibilities so that competing objectives do

not degrade safety reliability.

The formal aspects of reliability are now being taught widely as a

discipline in itself. In addition, the subject is stressed heavily in

graduate and extension courses in reactor safety. Typical of the
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extension courses directed toward practicing nuclear engineers are those

which have been offered by MIT, UCLA, and the NUS Corporation.

The RDT Quality Assurance Program provides for reviews of contractor

project activities by organizations independent of the projects them

selves. Similarly the Division of Reactor Licensing is promoting the

assignment of safety responsibilities for private power reactors to or

ganizations separate from those concerned with production and reporting

only to top-utility management.

The specific measures used by individual reactor operators and

builders to motivate their personnel is not discussed in the literature.

But it is interesting to speculate on the extent that such incentives may

have contributed to other complex endeavors, for example, to that ultim

ate exercise in reliability, the moon landings.

5.5 Reliability in Operation, Maintenance, and
System Modifications

Chapters 3 and 4 cited various ways in which reliability depends on

correct operating practices and on intelligent observations of the equip

ment performance or condition. To a large extent, the necessary actions

can be reduced to formal procedures. Such procedures are included in the

set of technical specifications for each reactor, referred to in Sec

tion 5.2.1, and are subject to review for initial reactor licensing. The

Compliance Division monitors subsequent operation of private reactors to

establish that the procedures are being observed, and branches of the

Division of Reactor Licensing review the operating data continually in

search of irregularities. Similarly, the Division of Operational Safety

monitors the operation of AEC-sponsored reactors.

Either the plant operator or the AEC may initiate plant modifica

tions, for reasons of revealed deficiencies as well as desired perfor

mance benefits. Such changes are accorded the same QA reviews as a new

plant.

The protection system criteria, notably IEEE-279 (Ref. 88) and RDT

C 16-1T (Ref. 90), acknowledge that a significant way to enhance reli

ability is by minimizing opportunities for procedural errors. Accordingly,
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they call for special facilities to assure that portions of a system

are properly restored to service after outages for testing or maintenance.

Moreover, they specify that test facilities shall not compromise channel

independence.
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6. TOWARD A UNIFIED RELIABILITY EFFORT

The current reactor quality assurance efforts embody most features

of a formal reliability program. That is, they assemble various techni

cal and administrative measures in a coherent approach to satisfying

particular system reliability goals. But there remains the opportunity,

introduced in Chapter 2, for substantial improvement in the present

apportioning of resources in this endeavor. Advanced work, therefore,

has both sought objective bases for quantitative reliability goals and

promoted more effective integration of the support activities. By stress

ing broad problem approaches, such studies have added perspective to the

safety reliability efforts.

6.1 Defining the Safety Reliability Requirement

The basic question of "How much safety is enough?" precedes the

rational organization of reliability efforts. Siddall, of Canada,

addressed this question in 1959 with some ideas on the balance between

social risks and benefits.30 He viewed the benefits partly in terms of

greater affluence of society, with consequent better life quality and

reduced general mortality; more specifically, he also anticipated a re

duction in the mortality of hazardous occupations, such as coal mining,

which would be displaced by nuclear power. Acceptable risk levels were

inferred from those associated with other human activities, noting that

our willingness to incur risk increases with the personal benefits. Ac

knowledging also the economic consequences of accidents, it was suggested

how the acceptable risks could be expressed quantitatively in terms of

frequencies for the principal classes of accidents. Several of Siddall's

views today still seem speculative by U.S.A. standards, but reflect atti

tudes abroad. In particular, he hoped that experience gained from minor

mishaps and from accidents successfully mitigated would result in improve

ments to prevent the most serious accidents. Moreover, he argued that

money spent for containment shells might produce better results if spent

to reduce accident probabilities, not just in reactors but in other in

dustry as well.
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Other authorities have since considered the risk vs benefit question

in greater depth. Notable is Starr's correlation31 between fatality rates

and personal benefits for activities grouped according to whether per

sonal exposure is voluntary or involuntary. The results suggest we are

willing to accept involuntary risks in the range of one to three orders

of magnitude lower per unit of exposure time than the overall disease

mortality rate of one death per million persons per hour. Activities

with high real or imagined benefits may induce us to incur risks two or

more orders higher than average; private flying, for example, has about

20 times the disease mortality rate. Starr concludes that where the pub

lic might be willing to sustain risks equivalent to those arising from

fossil fuel plants, estimated at 4 X 10~10 fatality per person per hour

of exposure, the economic consequences of major accidents in nuclear

plants would enforce a much lower risk limit, perhaps in the order of

10"11.

Wall, of General Electric, approaches the same problem32 through

comparisons with the public risks from other major engineering works such

as dams, bridges, buildings, etc. These installations are designed to

withstand high stresses from natural catastrophes but with an awareness

of the finite probabilities that even greater stresses can occur. Wall's

article also, cites studies indicating that, for constant personal risk,

public risk aversion increases with the magnitude of the initiating

hazardous events.

In 1967 Farmer, of the UKAEA, proposed29 a reactor siting criterion

that reflects three main accident probability considerations: risk to

any individual, number of casualties, and public reaction. These are

factored into a plot of allowable accident frequence vs curies of 131I

released in one accident. The criterion does not purport to represent

the total risk from all accidents; the method was chosen for simplicity

and the allowed frequencies were set conservatively low. Farmer further

proposed that the criterion serve as a design basis for the protective

systems and suggested methods whereby accident outcome probabilities

could be estimated with regard to system reliability factors. Subsequent

work by Beattie, Bell, and Edwards97 has expanded on the UKAEA risk



110

evaluation approach, expressing it in general mathematical statements

and obtaining solutions for particular proposed reactor sites. Overall,

the method estimates average personal fatality risk with regard to acci

dent initiation and protection system response probabilities, population

distribution, meteorological conditions, and general exposure consequences.

The USAEC sponsored the development of a mathematical model to de

scribe the probability distribution of radiation dose level from acci

dents as a function of time and location with respect to a reactor. It

takes into account, by means of subsidiary models, such factors as reac

tor kinetics, heat transfer, fission product transport within the con

tainment, and atmospheric transport beyond the containment, along with

various aspects of system reliability. As might be expected, the overall

program is quite complex. Informal criticisms of the results reflect

perhaps more the great difficulty of the problem than the innovative work

done to create the program. Mainly they concern the large number of

elemental assumptions that are cascaded; some of the assumptions are in

troduced as input information and others are inherent in the calculation

methods. A description was given33 by Mulvihill in 1966.

6.2 Efforts to Establish Uniform Reliability
Monitoring Program

Additional work sponsored by the USAEC was to develop a uniform reli

ability monitoring program for reactor safeguard systems. The first of

the two major program phases concerned techniques to evaluate reliability

of systems. This required initially the definition of system objectives

and characteristics. Appropriate computer methods were then developed to

facilitate the detailed analyses; these methods followed principles demon

strated in earlier aerospace programs, but were better adapted to the

present needs. Two of the analysis procedures, ARMM and SAFTE, are de

scribed in Chapter 3 and in Example 1.3.2 of the Appendix. The other pro

gram phase, discussed in detail in Section 4.4.2.2, consisted in develop

ing and demonstrating methods for collecting and analyzing data on the

operation, maintenance, inspection, and testing of the safeguard systems

components.
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Largely in conjunction with the project just described, Garrick has

proposed21 a "Unified Systems Safety Analysis" approach to tire overall

problem. An interesting key feature of the approach is the "Activity

Network," which represents a guiding pattern for all the diverse activi

ties intended to produce reliable systems. Some 50 separate activities

are identified and diagrammed according to their interrelationships, in

dicating the complexity of the overall problem.

In practice, the UKAEA has perhaps come closest to the ideal of a

unified and rational approach to safety-reliability. This is partly by

virtue of their advantage in having centralized control over their entire

nuclear power effort. Although we may debate the overall merits both of

this arrangement and the conclusions it has produced, the competence and

dedication of the individuals responsible for the safety program command

respect. To summarize, they have developed practical and rational safety

reliability objectives, devised effective analysis procedures, and estab

lished an extensive system for collecting and processing the data neces

sary to support the analyses. References 97 through 106 describe various

aspects of the UKAEA program.
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7. CONCLUDING REMARKS

Interest in adapting reliability engineering methods for applica

tions to reactor systems was highest in the United States between 1964

and 1969, stimulated by AEC support of several pilot programs to explore

the reliability aspects of reactor safety. The benefits from the develop

ment effort of this period were mainly in terms of revealed opportunities

to apply analytical techniques in evaluating or optimizing system designs

and ways to introduce reliability considerations into quality assurance.

Less successful were the initial attempts to extend the probabalistic

approach to broad questions of safety, these evoking some opinion that

highly complex analyses exaggerated rather than resolved the actual prob

lem uncertainties. Continuing efforts have sought both to strengthen

the credibility of analysis and to expand its role in providing guidance

to other safety activities.

7.1 Emerging Analysis Roles

Reliability analysis is now firmly established as an effective and

practical means for improving system designs, as evidenced by its steadily

mounting application for review and optimization purposes. Attempts to

extend the probabilistic approach to reactor risk and safety evaluation,

however, continue to face rigorous challenges on grounds of credibility.

The complex credibility question covers all phases of analysis, gaining

expression commonly in the following areas of concern:

1. Does the analysis account for all factors significant to the con

clusion, that is, will the probability of a common-mode failure be high

enough to invalidate a reliability estimate based on random component

failures ?

2. Has the mathematical model distorted or biased the results, for

example, by uneven level of detail or oversimplified component charac

teristics ?

3. Are the analysis input data valid, for example, are component

failure rates based on conclusive experience?
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Advances in analytical capabilities have done a great deal to overcome

the first two concerns, while accruing experience and innovations in data

management promise to make available better information on components

reliabilities. Moreover, in some studies the standpoint is now taken

that their conclusions need represent no more than reliability which is

reasonably attainable; hence the credibility burden is deferred or shifted

to quality assurance.

Reactor protection systems, by virtue of being both standby facili

ties and arranged to provide multiple defenses, stress yet another aspect

of analysis credibility: the requirement for relevance to reactor safety.

The question of relevance becomes critical whenever it is attempted to

place the reliability of one system in perspective with that of other

systems sharing a functional responsibility, or with the probabilities of

other events which affect a conclusion of interest. Obviously, the analy

tical model used for risk analysis must reflect accurately all the deter

mining factors if the study is to be credible.

Relevance considerations have stimulated what is perhaps the most

significant current trend in analysis of protection systems, toward

studies which are situation oriented. The trend in some ways departs

from the traditional reliability studies and in other ways builds upon

them. Thus event arrays in the familar tree models of individual systems

are beginning to emphasize system operating modes and conditions. Broader

situation problems now are being attempted, often modeled as decision

trees. These may incorporate the conclusions from studies of discrete

("hardware") systems of the scope ordinarily treated in a reliability

analyses; such effects then appear in the main problem structure along

with other events, special conditions, or specific equipment actions that

affect the situation outcome probabilities. Moreover, numerical evalua

tions of the broader problems are increasingly distinguishing between

two classes of system contribution: (l) those which can be adequately

represented by general reliability factors of the sort determined by the

traditional system-oriented analyses and (2) others so influenced by the

special problem conditions as to require separate evaluation of specific

response probabilities.
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The case studies marking the current trend vary widely in depth and

immediate objectives. In the United States a number of investigations

are being patterned according to the Design Basis Accident (DBA) approach;

that is, their initial conditions are those of the DBA's. The objectives,

then, are to examine defense in depth and identify protection system weak

nesses. Few of these studies are being carried out to probability evalua

tions, and what numerical conclusions have been reached are generally too

tentative to warrant publication. References 59 through 62 describe a

series of such studies by the domestic manufacturers of large water-

cooled reactors. The UKAEA is routinely conducting full-scale risk

analyses, which progress from initiating events through alternative situa

tion outcomes. Probabilities are estimated for all outcome determining

factors, and consequences are expressed as release magnitude vs frequency,

in accordance with the Farmer risk criterion (Sect. 6.1). A comprehen

sive set of such risk studies constitutes the main safety assessment of

a reactor plant.

Questions of risk-forecast credibility have unfortunately obscured

the merits of the direct situation approach to system analysis, delaying

its acceptance. The real advantages are in regard to improvement of sys

tem designs. Thus, the situation perspective contributes most by focus

ing on those reliability requirements pertinent to each plant contingency.

Such requirements may be identified at the conceptual design level in

terms of function responsibilities to be allocated among systems; at

succeeding detailed levels, emphasis shifts to system operating modes and

conditions, from which special equipment qualifications may be derived.

Within the situation context appears, in addition, the main prospect of

developing meaningful reliability criteria for protection systems — cri

teria which will reflect the importance of each system contribution to

safety.

Given the present state of the art in reliability analysis, the im

mediate benefits from situation studies will be primarily the insights

obtainable from the event or decision tree diagrams. Some probability

evaluations of the trees are also desirable, but for the present these

will be mostly incidental to comparing alternative designs, expressing
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estimates, or formulating objectives. Quantitative statements of risk

or situation outcome will gradually become less speculative as supporting

experience accrues. Some factors that will determine the future accept

ability of quantitative risk and safety evaluations are summarized in the

next section.

The ultimate safety evaluation is, in effect, a summation of all

risks. However, there is no general agreement on how best to combine the

individual risk factors and set limits, for example, whether as integrated

average population dose, maximum dose to individuals, mortality dose

frequency, etc. Moreover, any "total risk" figure can be challenged with

regard to accuracy or possible omissions. The UKAEA justification for ad

vancing safety claims based on risk summation is that the levels are so

low as to allow for substantial error and still remain within acceptable

limits.

7.2 Aims in Analysis Development

More penetrating investigations of reliability and broader evalua

tions of risk clearly increase the demands on analysis. Current efforts

with regard to (l) problem formulation, (2) support information gathering,

(3) model evaluation techniques, and (4) resolution of uncertainties pro

mote the development of analysis capability to its full potential.

7.2.1 Problem Formulation

The tree diagram in various forms is coming into general use as the

basic model to express reliability or risk evaluation problems. Particu

larly, the fault tree has become popular with engineers due to its direct

ness and ability to represent all manner of considerations. Little if

any training is needed to prepare fault tree diagrams, and the results

generally require no special interpretation to or by analysts. Moreover,

a detailed problem can be managed via expansion of a main-event fault

tree into subsidiary trees.

Advanced problems in risk analysis favor the decision tree form,

which branches from an initiating event or condition through alternative
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situation outcomes. This method, too, can be applied by the engineer

independently, but with difficulty that mounts rapidly with increasing

problem detail. By means of the coarse-structure decision tree, however,

it will often be practical to identify subsidiary problems for separate

evaluation.

Other procedures serve to organize and screen material for input to

analysis models, as well as aiding in the search for design weaknesses.

Very effective in this regard are the failure-mode-and-effeet (FMEA) and

the common-mode-failure (CMF) analysis approaches. The FMEA is generally

quite detailed and time consuming but is nevertheless an important part

of a thorough design review.

7.2.2 Support Information

The data requirements for reactor protection system reliability

analyses and for the broader risk studies are only beginning to be met.

The information problem is twofold: (l) there is insufficient experience

with many important components to establish average failure rates con

clusively and, (2) the more sophisticated current studies consider equip

ment response probabilities by specific operating modes and conditions,

which may not correspond at all to the "averages."

How future data banks may cope with the problems is indicated by the

UKAEA Syrel approach. Key activities there are the intensive, highly

organized data collection effort and facilities for interpreting informa

tion according to problem needs. The Syrel system utilizes qualitative

information and subjective engineering judgment along with statistical

data.

In other significant efforts, qualitative observations from proto

type tests are being organized into rational reliability conclusions.

More general experience is also being exploited by synthesizing component

reliability estimates out of parts and materials considerations, again

utilizing qualified engineering judgment.

Increasingly, quality assurance is being called upon to guarantee

minimum reliability levels. Where confidence can be placed in meeting

the component specifications, the requirement levels themselves may be

used in the system analysis.
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7.2.3 Model Evaluation

The most satisfying progress in reliability analysis has been with

regard to problem solution capabilities. Digital computers have dominated

the scene since about 1965, the developments there having produced a wide

range of programs.

Within the scope of each of the several major analytical programs

exists a number of variations which either expand the program capability

or improve efficiency; efficiency is generally achieved at the sacrifice

of capabilities that may be of no advantage in particular problems. Sys

tems of several hundred components are modeled routinely, often in prob

lems involving mission sequences and other complex dependencies.

The existence of programs with great analytical power or special

capabilities does not imply that all these programs are immediately avail

able. In general the programs are proprietary, the analyst having access

to the one main program (with variants) which has been developed, or

bought and adapted, by his organization. Several organizations offer pro

gram availability as a part of reliability consulting services.

7.2.4 Analysis Uncertainties

Section 3.8.3 touched on the matter of analysis uncertainties with

regard to input information. Almost all numerical analyses are built of

point values, representing "best estimates" of component failure rates.

The probable range of each value could be very wide in the case of poor

data or close for good data. Evidently it would be desirable as a fu

ture objective for analysis conclusions to express the degree of overall

data resolution in a manner analogous to the confidence levels and inter

vals of statistics.

7.3 Reliability Implementation

It should be understood that the bulk of the actual reactor reli

ability effort has been devoted to prosaic support tasks — the exhaustive

design reviews, myriad quality control details, etc. — and to development

projects which provide reliability information perhaps incidental to
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other goals. The extent and effectiveness of such activities represent

solid accomplishment to date in reliability implementation. In summary,

the progress is evident in the rapidly developing standards and criteria,

thorough administration of quality assurance tasks, guidance literature,

and improvements in organizing staff responsibilities. The reactor qual

ity assurance programs have taken on essentially all the features of for

mal reliability programs in other areas; however, the influence of quan

titative analysis is still rather weak.

7.4 The Safety-Reliability Record

Since there have been no major releases of radioactivity from power

reactors in the United States, the safety record must be rated as ex

cellent. Enough incidents have occurred in power, test, and research

reactors, however, to preclude a complacent attitude toward reliability

factors in safety. Studies of these incidents by Epler40 suggest that

many would not have been predictable by the simpler analysis techniques.

Some fundamental protective system failure causes he enumerates are:

(l) change in characteristics of the system being protected, (2) unrecog

nized dependence on a common element, (3) equipment disabled by the acci

dent, and (A) communication (human) error. Noting that it is virtually

impossible to assign probabilities to these factors, the experience tends

to discredit analysis-based claims for extremely high system reliability.

The material of his studies is presented by way of argument for greater

efforts to avoid such conditions as the potential for common-mode fail

ures and human error and to assure that the systems are thoroughly quali

fied to perform their intended functions.

7.5 Viewpoints Abroad

The views expressed during three meetings sponsored by the European

Nuclear Energy Agency (ENEA) Committee on Reactor Safety (CREST) and dur

ing a symposium of German specialists on nuclear safety reflect roughly

the same status and problems regarding reliability as exist in the United

States. The CREST meetings in 1967 were devoted to "Reliability of
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Electronic Equipment and Systems for Nuclear Reactor Safety,"109 in 1968

to "Reliability of Electric Supply Systems and Related Electromechanical

Components for Nuclear Reactor Safety,"110 and in 1969 to "Reliability

of Mechanical Components and Systems for Nuclear Reactor Safety.Ml11 The

German meeting in 1969 was more general.112 There appeared to be overall

agreement that quantitative reliability analysis, particularly via the

fault tree, was a desirable aid in improving system designs, but concern

was expressed over the lack of supporting data, the difficulties in ob

taining and interpreting such data, and the likelihood of not being able

to envision a substantial portion of the ultimate system failure causes

or sequences. Considerable skepticism of quantitative analysis was

voiced at the German meeting, and it was generally concluded that the MCA

concept would not soon be entirely replaced as a basis for safety assess

ment of reactors.
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APPENDIX

Part 1: Analysis Basic Examples

1.1 Notations

K, K Element (e.g., component) "K" is good
(K), or failed (k); represents status
and not probability*

S, S System is good (s), or failed (s);
represents status and not prob

ability*

S , F , A^. Immediate probability that element
"K" is good (S), or failed (f), or
available (a)

S-, F„, A„ Immediate probability that system is
good (S), or failed (F), or avail
able (A)

S (t), S (t), etc. Above probabilities as functions of
time

[P: (descriptor)] Immediate probability of condition
described

[P(t): (descriptor)] Probability, as a function of time,
of condition described

[S , F„, S , F , etc. I Immediate probability that system or
/•j . , \i subsystem (e.g., "A") is good (S) or
(descriptor) J „ ._/_, /t^v ° ' -, , •,

failed (F), given conditions de
scribed

fSc,(t), etc. I (descriptor)] Above conditional probabilities as
functions of time

P. (t) Probability that system is in state
"i" at time t

F-K, R-K Events: Failure or repair of element
"K"

*In some literature, notation shown does signify probability.
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1.2 Basic Examples

1.2.1 Direct ("immediate") Probability Combinations

1.2.1.1 Series Elements

•a)

-0
L -SYSTEM —\

(2/2, i.e., BOTH COM
PONENTS MUST OPER

ATE TO SUPPORT

SYSTEM FUNCTION)

(= )

1—

i—

-53-- "1

-i

OR

0^
ENGINE GEN

Element state probabilities:

Sx + F1 = 1 (i. e. , it is
certain that

element 1 is

either good

or failed)

S2 + F2 = 1

System state probabilities:

St.S2 + SXF2 + FxS2 + FXF2 = 1

sis2 = ss
SiF2 + FXS2 + FxF2 = Fg

Restate F in more conventional terms of elemental failure probabilities

only:

Fg = (1 - F1)F2 + Fx (1 - F2) + FXF2
= Ft FnFlr2

I I
I I

r

1 A

1 1 2
1

i

SYSTEM (4/4)-

~1

•s-
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By analogy to (a):

F = f +f -FF
*S *A B A B

FA - Fi + F2 - FiF2
FB = F3 + F4 - F3F4

FQ = Fx + F2 + F3 + F4 - FXF2 - FiF3 - FXF4 - F2F3 - F2F4 - F3F4 +

F1F2F3 + FJ.F2F4 + F1F3F4. + F2F3F4 - FXF2F3F,;

SS = SASB
SA = S1S2
SB = S3S4

Sg = S1S2S3S,4

By system states:

FS + SS = X
ss = s1s2s3s4.
F = F!S2S3S4 + SxFsSgS^ + S1S2F3S4 + S1S2S3F4 + F1F2S3S<; +

o

FXS2F3S,. + F1S2S3F4 + S1F2F3S/; + S1F2S3F<; + S1S2F3F4 +

F!F2F3S4 + F3F2S3F4 + FXS2F3F,; + S1F2F3F<t + FxFsFsF,,

Simplest expressions:

Sg = SxS2S3S4

Fg = 1 - Sg = 1 - SxSsSsS^

Note: All above expressions for Fq are equivalent.

Numerical example: Assume Fi_ = F2 = F3 = F4 = Sx = S2 = S3 = S4 = 0.5;

then

Sg = (0.5)4 = 0.0625
Fs = 1 - Ss = 0.9375
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1.2.1.2 Parallel Elements (i.e., Independent-Redundant)

r-#—

— 2 —

(=)

I— SYSTEM —t

(1/2, i.e., ONE
COMPONENT MUST

OPERATE TO SUP

PORT SYSTEM

FUNCTION)

System state probabilities:

S^ + SXF2 + F!S2 + FXF2 = 1

FxF2 = Fg

SiSa + SxF2 + FxS2 = S

£h
i

Htd

-2*

OR

PUMP 1

r**€P^
PUMP 2

r^Q^"

-i--.

(i.e., same as "a" in Ex. 1.2.1.1,
and general for any two-element
system)

Restate S in more conventional terms of elemental success probabilities

only:

SQ - S!S2 + Sx(l - S2) + (1 - SiJSjj
S]_ + s2 - s1s2

Restate S in simplest form:

ss = x - Fs
- 1 - FxF2

1.2.1.3 Any M-of-N Elements

rr^

•( = )•

'"— SYSTEM —<

( %, i.e., ANY TWO
COMPONENTS CAN

SUPPORT SYSTEM

FUNCTION )

HI -s-

~®-7

-<D--

- »-7-W^-<-

-G>~

Problem statement: If any two elements are failed, system is failed.
(Note: This corresponds to a situation of three half-capacity pumps
or electric generators.)
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System state probabilities:

ST.S2S3 + FiSaSg + SXF2S3 + S^^ + F^^ + F^^ + S1F2F3

FxF2F3 - 1

Fg = FxF2S3 + F!S2F3 + S1F2F3 + F!F2F3
S = SjS2S3 + FXS2S3 + SXF2S3 + S1S2F3

Simplify statements:

FG = (Si + Ft. = 1) F2F3 + Ft_F2S3 + FiS2F3

- F2F3 + F!F2S3 + F!S2F3

SQ = S2S3 + S1F2S3 + S1S2F3

1.2.1.4 Restricted Redundance

I ' T 3 1

I I—1 *
• 1• 4 '' •

1—11—1 i
1 o * 5 > :

- SYSTEM

Problem statement: If element 1 and either element 3 or element 4 are
good, or element 2 and either element 5 or element 4 are good, the
system is good. (Note: This corresponds to a situation where one
emergency generator is assigned to one reactor unit in a plant, a
second generator is assigned to the other reactor unit, and the
third generator is a spare that can serve either reactor unit;
elements 1 and 2 then represent the distribution systems, and ele
ments 3, 4, and 5 are the generators.)

This is a convenient point to introduce conditional probability as a
means to develop the system overall probability statement:

a) Sg = [Sg I1]*S! + [Ss II]Fi
(*S„, given that element 1 is good, etc.)

[S0 j1] = [Sc I1 & 3]S3 + [S. I1 & 3]F3b)

c)

d)

e)

f)

'S

[S
's

[s£
[s,

1 & 3] = (l) (i.e., certainty)

1& 3] = [Sg I1&3& 4]S4 + [Sg
I 1 & 3 & 4] = (1)

|1&3&4]=[SS|1&3&4& 2]S2 +
. I 1 & 3 & 4 & 2]F2

1 A 3 & 4]F4
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[SQ IU3&U2] = S5

[S_ I 1 & 3 & 4 & 2] = (0)

[S_ I1 & 3 & 4] = S5S2

[Sg |1& 3] = S4 + S2S5F4
[Sg I1] = S3 + S4F3 + S2S5F4F3
[Sa |1] = [Sg |1& 2]S2 + [Sg |1& 2]F2

g , l &2] = [Sg | l &2 &4]S4 + [Sg |
[Sg | 1 &2 &4] = (1)
[Sg I I &2 &4] = S5

1 &. 2] = S4 + S5F4

1 &. 2] = (0)

S

[S

[Se

1 & 2 & 4]F4

[Sg | 1] = S4S2 + S5F4S2
= S3S! + S4F3S1 + SsSsF^Si + S4S2Fx + S5F4S2FX

= SxS3 + SXF3S4 + S1S2F3F4S5 4- Ft.S2S4 + F!S2F4S5

= (i) - sQ

Note: Different, but equivalent, expressions will result from starting
the conditional probability problem from different points. Also,
the above expression can be expanded to obtain all of the "Success
State" terms by recognizing that, for example:

SiS3 = S^ (1) = S3.S3 [S2S4S5 + F2S4S5 + S2F4S5 + S2S4F5 4- F2F4S5 +

F2S4F5 + S2F4F5 + F2F4F5], etc.

1.2.1.5 Cross-Link or Bridge

I ' 1 1

• " 3 > •

I 4 1 5

SYSTEM

Problem statement: Any of the following minimum combinations of good
elements will result in the system being good: (l and 2) or (4 and
5) or (l and 3 and 5) or (4 and 3 and 2). (Note: This corresponds
to a situation where redundant load elements are fed from redundant

power networks, with a tie breaker. )
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By conditional probability:

3]S3 + [Sg |3]F3
[S I3] = (intermediate steps not shown)

= SiS2 + ST.F2S5 + F!S2S4 + FxFsS^Ss

[S I3] = S for simple parallel system with elements

1, 2, 4, 5

= SxSs + S4S5 - S^S^

SG = ST.S2S3 + S1F2S3S5 + F1S2S3S4 + FiF2S3S4S5 + SXS2F3 + F3S4S5 -
SxS2F3S4S5

Noting that S1S2S3 4- S^^ = S3S.2 (l),
Sc = SiS2 +S^S^s +F!S2S3S4 + FiF2S3S4S5 + F3S4S5 -S1S2F3S4S5

= (other equivalent expressions)

1.2.1.6 Standby - Parallel

ss = [ss

1

\

2

s YSTE M
._

Problem statement: If element 1 does not fail, or if element 2 does not
fail and the switch operates one time, the system is good.

By conditional probability:

l]Fi

[SG | 1] = [P: switch operates]S2

S = Si + Ft_S2 [P: switch operates]

1.2.1.7 A Generalized Event-Dependent (or "Contingent") Probability

Sg = [Sg Il]Si + [Sg
[ss |1] = (1)

EVENT 1: DISABLES

ELEMENTS 1 AND 4

1 1 1 /

—m— V i

EVENT 2: ACTIVATES

ELEMENTS 2 AND 3

-SYSTEM -
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Problem statement: Elements 1, 2, 3, and A form a simple series-parallel
system. All elements are subject to random failure. Event 1 dis
ables elements 1 and 4. Elements 2 and 3 cannot function unless ac

tivated by event 2.

By conditional probability:

a) Sc = [Sc | event l]*[P: event l] + [S | no event l] •
DO D

[P: no event l]

b) [Sg |event l] = (0)
c) [S | no event l] = [S | (no event l) &. (event 2)] •

[P: event 2] + [S | (no event l) & (no event 2)] •

[P: no event 2]

d) [S |(no event l) & (event 2)] = [S : as determined by

element failures alone] = [Sx + S2 - S1S2]S3S4 = S^S^ +

e) [S I (no event l) & (no event 2)] = (0)

c') [Sg |no event l] = [SXS3S4 +S2S3S4 -SiS^Sj*
[P: event 2]

a') Sg = [P: no event l]'[P: event 2]«[S1S3S(t 4- S2S3S4 - SjS^S^]

1.2.2 Combinations of Probability vs Time Functions

1.2.2.1 Series Elements — Continuous, No Repair

l—r SYSTEM *H

a) General:

Fg(t) = Fx(t) + F2(t)- F!(t)F2(t)
Sg(t) = S!(t)S2(t)

b) For constant failure rates, \ and J\2 (i.e., "exponential" failure
distribution):

Sl(t) = e->lb; Fx(t) =1 - e"^
-Apt „ ^^ n _-A2tS2(t) = e"A2b; F2(t) = 1 - e

Sq(t) =e"^VA2t =e"(^+A2)t
F (t) = 1 - e x <LI
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1.2.2.2 Parallel Elements - Continuous, No Repair

1

2

CSTF

•

-«——- •- QN :m ^M.

a) General:

Fg(t) =Fx(t)F2(t)
Sg(t) =Sx(t) +S2(t) -S!(t)S2(t)

b) For constant failure rates, 7\x and A2:

F„(t) =(l-e"^) (1- e"A2t)
=! _e"^* -e-*2t +e-(^1+A2)t

s •(t) =e-Axt+e-A2t.e-(A1+A2)t

1.2.2.3 Parallel Elements - Standby, No Repair

NO SWITCH: •---*—•

PARTS (o), 1--,—^
(A), (c),(e)

-*—t SWITCHSWI

PART(rf)

-Eh

•Q-

SYSTEM

a) Problem statement: Ifelement 1fails and then element 2 fails, the system fails. Element 2
is not subject to failure while in standby

By conditional probability.

Ss(t)=[Ss(t)|l]S,(t)+[Ss(t)|T] F,(t)
[Ss(t)|l]=(l)
[Ss(t)|T] =[S2(t)|T at timet]

Note qualification ofS2(t), namely that! is regarded as certainty at time t. Accordingly,
the probability ofT at 11 < t is:

[F,(t,)| 1at timet] Fi(t,) _l-e"

1 -e"Xlt 1 -e -\,t
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Then the probability of! occurring during dt! at t, (i.e.,given 1 at t)

d

dt:
[F,(t,)| 1at timet] dt,

X,
e"Ai11 dt,

1 -e-^i*

[S2(t)|l]=/ '
ti=t

t,=0

X, e"x'li dt.
1 -e"Xlt

= [P: given that element
2 is called upon, call
occurs during dt, at t, ]

1- e'ki V ^2 ~~ ^'

X, e-\,t _e-*2

Ss(t) =S,(t)+[S2(t) 1] F,(t)

= [P: an element
2 called upon
at t, has
survived tot,]

•)

-\2(t-t,)e-^2

=[P: an element
2 called upon
and surviving
at t, will then
survive to t]

:e-^lt + X, -\,t

X, ") 1 -e-x«M

= e"Mt +
^x2 - xi/

b) Problem statement: Same as (a), but by more concise "probability density function" method.

The probability density function (pdf) for a system describes the rate at which the failure
probability for the system is increasing. Usually, this function consists of several terms, each
one describing the contribution of one component to the total rate of increase of the system
failure probability. For a single-component system, exponential failure distribution, the
function is just:

e-\it_e-x2t

[Rate of Increase of Failure Probability] = — [F, (t)] =— 1 —e
dt dt

-A-i t = X,e -\,t

For a system of several components, all in continuous service, the corresponding expression is a
set of partial differentials of Fs(t) with respect to t and, respectively, each contributing
component.

The "standby" case —without the switch —is special because of its discontinuity. This system
can fail only when the last standby element fails. Consequently, the probability density
function can be expressed in just one term, if that term also includes the contributions of
preceding elements. For the two-element system, with exponential distributions, this is
developed as follows:
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[Failure pdf] = [Rate of Increase of System Failure Probability]

ti=t

T X^^i1! dt,

= [P: standby
element 2 is

called upon in

dt i at 11 < 1]

=[P: element
2 survives

tot,]

,-Mt-t,)

= [P: an element
2 placed in
service at t,

will survive

to t]

= rate of

increase of

failure

probability
of a surviving
element 2

= [P: an element 2 will be placed in service in dt, at t,
and will survive to t]

X,X2
e-*,t e-x2t

\ X2 — X, x, — X2

^0)=/' [Pdf]dt
-\,t, xie_A'l+-

X2 —X,

[1 - Ss(t)], as obtained in part (a)

e-\,t_e-x2tj

c) Problem statement: Same as (b), but with third standby element added. Element 3 is not
subject to failure until placed in service.

[Failure pdf]

•/.':

d Fs(t)

dt
3-element system

.t2=t

't2=0
X,X2

e-A-it2 e-^2t2

X2 — X, X, — X-

pdf for 2-element system
(see previous example)

dt.

[P: 2-element system fails in dt2 at

t2

[P: element 3 is called upon in dt2
at t2

[P:
element

3 survives

tot2]

-\3(t-t2)

: [P: element 3
placed in service
at t2 survives

tot]

= pdf for element 3

= rate of

increase of

failure

probability
of a surviving
element 3

An equivalent but more concise statement is:

,t2=t -t,=t2

i2=0 *'t,=0

.t? = t „t,=t

[Failure pdf of3-element system] = I /
t2=0 "'t,

=Tt2=t /,tl=l2[x1e-^til[x2e-^^-t')l[x3e-^(t-t2)]dt1dt2
",t2=0 *,t,=0 L J l '

pdf of
element 1

pdf of
element 2

pdf of
element 3

dt, dt2
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/t=t

[pdf of 3-elementsystem] dt
t=0

x3t

= 1
X.Xse^'1 X,X3e-^t X,X2e"A3

(X2 -X,)(X3 -X,) (X, -X2)(X3-X2) (X, -X3)(X2 -X3)

d) Problem statement: Same as (a), but with the switch added. The system can now fail in two
ways: either by element 1and the switch failing, or by element 2 failing. Because there are these
two modes, the single pdf used in (b) must be replaced by a more complex function. It isjust
as convenient in this case to use a conditional probability statement like in (a):

Ss(t)=[Ss(t)|l] S,(t)+[Ss(t)|T] F,(t)

[Ss(t)|l]=(D

[Ss(t)|T] =[Ss(t)
+ [Ss(t)

1 & switch fails] • [P: switch fails]

T & switch operates] • [P: switch operates]

[Ss(t) 1 and switch fails] =(0)

[Ss(t) IT &switch operates] =[S2(t) |T at time t]

X,- ~-xtSs(t) = e^l + -\2t [P: switch operates]
X,

e) Problem statement: Same as (a),but element 2 subject to random failure rate X2 Awhile in
standby and X2 Bin service. The system can now fail in two ways: by element 1failing after
element 2, or element 2 after element 1; again the single pdf in (b) must be replaced by a more
complex function,* and it is more convenient to use a conditional probability statement:

Ss(t)=[Ss(t)|l]S,(t)+[Ss(t)|T] F,(t)

[SS(0|l] =(0

[Ss(t)|T] =[S2(t)|T at timet]

*pdf =
(failure)

f ' X^-^dt, e-^Atie-^B^-ti)^
Jt,=0 '

: rate of increase of system failure probability
due to element 2 failures after element 1

failures

+ fX1e_xit(l -e-^A')

: rate of increase of

system failure probability
due to element 2 failures

before element 1 failures
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[S2(t) 1 at time

"'^fe)— e_A-2Ati

= [P: an
element 2 that

is called upon
at t, has
survived

tot.

X,

\,ty VX2d — X, —X-)(e-(Xl+*-2a)4 _ e""^2Bt
1 -e"

Ss(t) =S,(t)+ [S2(t) 1at timet] F,(t)

= e-Mt + X,

X2B - ^1 ~^2A

-(X,+\2A)t *-2B')

e-x2B(t-ti)

1.2.3 Probability vs Time Functions for Repairable Systems: "Markov
Chain" Problems

(Note: See discussion in Sect. 3.4.3.)

1.2.3.1 Repairable Single-Element System: Element has exponential fail
ure distribution with rate "X and exponential repair distribution
with rate u

System state a = Element 1 is good
System state b = Element 1 is failed

[P: System is in state a at time (t + At)] = P (t + At)

= [P: system is in state a at time t]

+ [P: system is in state b at time t] X
[P: system is repaired during interval At and
does not fail again in At]

- [P: system is in state a at time t] X
[P: system fails during interval At and is not
repaired again in At]

± [P: multiple failures and repairs within single At:
this P -*- 0]

P (t + At) = P (t) + P, (t) u At - P (t) A At ± (0)
3, EL D 3,

T. .. P (t + At) - P (t) d P (t)
Limit a a av t> f±.\ -o (+• \ -\
At -0 : = — =Pb(t) ^"Pa(t) A

At dt

''Expression analogous to that in part (a).
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Similarly:

P (t + At) =Pb(t) + Pb(t) 7\ At - Pb(t) uAt ± (0)

T- •*. Pv(t + At) - P. (t) d P (t)Limit _b^ J_ b^_ =_Jd = (t) _p (t)
At-° At dt a b

d P (t)
a—- = - P (t) A + P (t) u
dt a

d r\ (t)
2 = P (t) A - P (t) u
dt a

Pa(t) =1 -Pb(t), i.e., Pa(t) +Pb(t) = 1

d P (t)
a = -P (t) A + u - P (t) n
,, a a
dt

With the initial condition that the element was good at t = 0:

Pa(0) =1
.. -(A+y)t ^

P (t) =*£ ±Ji
a -v ,

A + u

With the initial condition that the element was failed at t = 0,

P (0) = 0
a

P (t)
y q-e-u^H)

A + u

With the initial condition that the probability of element failed at t = 0

is 50$:

P (0) = 0.5

P (t) = i—^ ^
a A + y

1.2.3.2 Two-Element System: Elements 1 and 2 have exponential failure
rates Ai and A2, respectively, and exponential repair rates Ui

and y2

This problem is solved first as a "generalized" two-element sys
tem; i.e., it is of no interest at first which states represent
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system failure or success. After obtaining a solution for every
state, we then combine them according to the element configura
tion to determine the system success/failure probabilities.

The system has four possible states:

State a E element 1 — good; element 2 — good
State b E element 1 — good; element 2 — failed
State c E element 1 — failed; element 2 — good
State d E element 1 - failed; element 2 - failed

For state a:

[P: system is in state a at time (t + At)] E p (t + At)

= P (t)
a

— [P (t)] x [p: failure of element 1 during At causes
a

system to leave state a]

— [P (t)] x [P: failure of element 2 during At causes
a

system to leave state a]

+ [P (t)] x [p: element 2 is repaired during At, causing
b

system to enter state a]

P: element 1 is repaired during. At, causing

system to enter state a]

—J [P: multiple events during At, such as repair of

both elements if state d existed at time t, or fail

ure and repair of one element, etc.; this P -»- 0]

P (t + At) = P (t) - [P (t)][(X! + A2) At] + [P (t)][y2 At]
a a a D

+ [Pc(t)][Ul At] ± (0)
T. ., P (t + At) - P (t) d P (t)
Limit _a a _ a _
At -* 0

+ [P (t)] x
c

At dt

- (Ai + A2) P (t) + y2 P, (t)
£L D

+ PiP (t) + (o) p (t)
c d

Similar development yields differential expressions for the other
three states. They can be represented altogether and solved as the
following matrix:

p (t)
a

(-Ai - A2) ^2 yi 0 T> (t)
a

Ph(t) A2 (-Ai - y2) 0 Ui P, (t)
b

Pc(t) =
Ai 0 (-A2 - yx) Vz P (t)

c

.Pd(t)J 0 Ai A2 {-\i1 - y2) P,(t)
_ d —I
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Typically, the initial conditions for solving the equations represent
an "all-new" system:

Pa(t = 0)

pc(o)
Pd(0)

i.e., there is no possibility of any
failures allowed at t = 0

Solving the differential equations for all the Pi(t) yields a set of
individual expressions, each describing the probability vs time that
a particular combination of failed and unfailed elements exists. Sys
tem expressions corresponding to Example groups 1.2.1 and 1.2.2 are
obtained simply by adding the Pj_(t) expressions for the system state
of interest. Thus, if the original two elements formed a parallel
.redundant system:

SS(t) =Pa(t) +Pb(t) +Pc(t)
Fs(t) = Pd(t)

Special constraints may be added in the matrix solution to yield
modified conclusions. For example, one form of reliability interest
is where we wish to know the [P(t): System has never failed]. This
is expressed in the equations by prohibiting any transfers out of
states corresponding to system failure (e.g., for the 2-element paral
lel system, transfers out of state d).

Differential equations like the example, but with more complicated
terms, can be written to represent element failure and repair dis
tributions other than exponential, to represent events, and to rep
resent interdependencies among elements (e.g., standby redundance).

1.2.4 Other Aspects of System Problems

1.2.4.1 Block or Logic Diagram Representation of Components or Events
That Have Multiple Effects in System

f

1
1

F UNC .TI0

3
N 1

I

1

1

FUNCTION 2 '

1 1

1

1

NO EVENT 3 1

1
2

1
1

1
1 2

1
1

EVENT 3
1
1

1

l_ J
1 '

L J

SYSTEM* —
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S = Si_S2[P: event 3] + FjS2[P: event 3] + SiS2[P: no event 3]

+ FiS2[P: no event 3] + SiF2[P: no event 3]

= S2 + SiF2[P: no event 3]

F = SjF2[P: event 3] + F,F2[P: event 3] + FjFjP: no event 3]

= FiF2 + SiF2[P: event 3]

*Note: For a complex system it would require formal methods
(e.g., Boolean) to make a network simplification like:

2

1 NO EVENT 3

SYSTEM EQUIVALENT

TO (*) ABOVE ~"

1.2.4.2 Approximation to System Failure Probability: Restricted Number
of Failures in System (i.e., larger number of independent fail
ures is considered too improbable to be worthwhile considering)

SYSTEM

a) Complete statement of system failure probability, by conditional
probability method:

F = Fi + S1F2F3 + S1S3F4F5F6 + S1S2F3F4F5F6

b) By conditional probability, allowing no more than two failures to
exist in the system:

Fs = [Fs I^]Fl + [Fs Il]Sl
[Fg I1] = (1)
[Fs I1] = [Fs I1& 2]F2 + [Fs I1& 2]S2

[Fs I1 & 2] = F3
[Fg I1 & 2] = (0)

since there is no other way in which just two failures can disable sys
tem.



[Fs | 1] = F2F3
Fs = Fi + SiF2F3
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1.2.4.3 Approximation to System Failure Probability: "Minimum Cut Set"

SYSTEM

The minimum cut sets are:

1, 2 5, 3 k J

System failure probability — rigorous:

Fg = Fi + SiF2F5 + SjS^F^Fs

System failure probability — by minimum cut set:

Fg = Fi + F2F5 + FaF^Fs

1.2.4.4 Sensitivity of System Probabilities to Changes in Elemental
Probabilities: Sensitivity Analysis

a) Simple change in component parameter:

Sensitivity* = [F | New value of component parameter]

— [F I Old value of component parameter]
o

(*Can be expressed as a fraction or percent change, or can be
with respect to S , SAt), F (t), etc.)

b) Rate of variation of system probability with change in component
parameter:

dS, 9S. 3S,

d (component parameter) |_3 (parameter l) 9 (parameter 2)_

AS„

A (component parameter)
; etc.
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For a two-element series system, exponential distributions of com
ponent failures:

Ss(t) =e'Alt e"X2t

d M1^ l,+ Aot—| =-t Sq(t) =-te"Xlt e"A2t
dAi S

A S0(t)
s % -t Sn(t)

AAi S'

9 S_(t) 9 S (t)

1.2.4.5 Testing

a) Average availability of a three-element series system over interval
T, where the component test intervals are, respectively, ti, t2, and
t3; also, assume ti < t2 < t3 and t3 < T < (t3 + ti)

A0 average over T=i- T/1J A_(t) dt + jtz A (t) dt
T Lo b tlS

+/t3 Ag(t) dt +/T Ag(t) dt]
to t 1 Jt3

b) Average availability of a three-element series system, each element
having exponential failure distribution, ALL ELEMENTS TESTED SIMUL
TANEOUSLY and at regular intervals of tt; rigorous method:

-(Ai+A2+A3)t
A (t) = e

1 rti -(Ai+A2+A3)tA._, average over tj. = — / e V'V1 '^ '^'" dt
S 11 fj

x _ e-(Ai+A2+A3)t
ti (Ai + A2 + A3)

c) Same as (b), but using midpoint approximations for individual com
ponent availabilities:

+. % -A]tl/2 -A2ti/2 -A3tl/2
A average over ti % e ' e ' e

o

d) Same as (c), but further approximating the component averages:

+ Wi AitA/ A2tA / A3tA
A average over ti -\, \1 £—H1 2 )\ ~/

e) Same as (d), but with different test intervals for each component
and for a T >> (any test interval):
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„, ^ /, AitA/-. A2t2W A3t3\A average over T % 11 —) ^1 ^ I11 £)

1.3 Examples of Analysis by Computer Programs

1.3.1 "Analytical" Approach: by "Automatic Reliability Mathematical
Model" (ARMM)

1.3.1.1 Organization of Analysis Program

a) Define reliability problem for each time interval in a sequential
series: changes from one interval to the next may include problem
objective (e.g., from "Availability" to "Mission Reliability," etc.),
system configuration, events considered, component or event prob
ability parameters, etc. In effect, each interval is a separate
problem. Group problem system elements by "Functions."

b) For each interval, determine significant failure combinations by con
ditional probability in "general" form.

c) For each interval, calculate by numerical integration (Simpson's rule)
the probability that each individual component will fail during that
interval, assuming it was "new" at the beginning. Store values for
future retrieval, either directly or as complementary values (i.e.,
nonfailure probabilities). Similarly, determine and store interval
event probabilities.

d) Select from (c) and combine according (b) the required factors to de
termine system failure probability over one interval.

e) Multiply together the complements of the values obtained by (d) for
all intervals to obtain overall "Mission Success" probability.

f) If desired, steps analogous to (b), (c), and (d) may be used to de
termine failure probabilities of individual functions for any inter
val or overall; however, like the main problem, every sequence as
sumes that a function is "renewed" (i.e., no carry-over of accumulated
probability) at the beginning of each interval.

g) Similar to (f), but function contributions to overall system failure
probability.

h) Similar to (f) and (g), but for individual components.

1.3.1.2 Computer Approach to Determining Significant Failure Combinations
for One Interval:
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FUNCTION A • FUNCTION C

SYSTEM

In following arrays, "V means component 4 is not failed, and is repre
sented by "switch" closed or logic gate open, etc. "V' means com
ponent 4 is failed. An array like 12345 F signifies a defined
set of failure combinations wherein 1, 2, and 3 must be good; 4 and
5 must be failed.

a) Unrestricted number of failures:

Step Combination Failure?^

1 12345678 F

2 12345678 F

3 12IU5678 F

4 123^5678

5 123^678 F

6 123^5678

T 123^5678

8 12345678 F

9 123^56*78

10 123^5678

11 1234?678

12 12345678

13 12345678

14 123^5678 F

15 12345678

16 12345678

IT 12345678

18 12345678
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Step Combination Failure?

19 12345678 — F

20 12345678

21 12345678

22 12345678

Most efficient statement of system failure probability, obtained by
conditional probability methods (see Ex. 1.2.1.4, etc.) is:

FQ = Fi + SjF2 + SiS2F3 + SiS2S3F^F5 + SiS2S3S4F6F7F8 +

SjSzSjF^SsFeFyFe;

corresponding element combinations are

S = I + 12 + 123" + 123^5 + 12346*78 + 12345678.

From computer-identified combinations:

S = 1 + 12 + 123 + 123^ + 12345678 + 12345678 + 12345678.

Noting that 1234678 = 12345678 + 123U5678, the two expressions for
S are equivalent.

b) Number of failures restricted to two; i.e., "Depth Controlled" to
two:

Step Combination Failure?

1 12345678 F

2 12345678 F

3 12345678 F

4 123^5678

5 123^678 F

6 123^56*78

7 123^5678

8 123^5678

9 12345678

10 123456*78

11 12345678

12 12345678

13 123456*78

14 123456T8
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Step Combination

12345678

Failure?

15

16 123k5678

17 12345678

[S : by computer] = [S : conditional probability]

= I + 12" + 123" + 123^5"

1.3.1.3 Typical Failure Probability Expressions for Individual Compo
nents :

a) Independent component, exponential failure distribution:

r . , ,- T ft=t5—tU -A?(t—tit) -v ,,
[F2: at end of interval 5] = 1 - J e z' H/ A2 dt

0

b) Standby redundance, exponential distribution (see Ex. 1.2.2.3.b):

[F4F5: at end of interval j] = j Am. A5
0

e-A4(t-t6) e-A5(t-t6)\
A5 — Xk Ai* — A5 /

c) General, any distribution (e.g., Weibull in 1965 program version):

[F__: at end of interval (i + l)] = /t=ti+l_ti [failure
0

probability density function for component KJ dt.

1.3.1.4 Probability of System Failure in One Interval:

Assume number of component failures restricted to two during inter
val 8, and that the following values had been calculated for compo
nent state probabilities over interval 8, by methods of preceding
example: Fj = 0.1, Si = 0.9; F2 = 0.01, S2 = 0.99; F3 = 0.01,
s3 = 0.99; f* = 0.1, s^ = 0.9; f5 = 0.1, s5 = 0.9.

[F„ 0] = [F^: °ver interval 8] = 0.1 + (0.9 x 0.01) +
S: o S

(0.9 x 0.99 x 0.01) + (0.9 x 0.99 x 0.99 x

0.1 x 0.1) = 0.1257

1.3.1.5 Probability of Mission Failure over N Intervals

x [1-FS:N]P= [1-FS;1] * [1-Fs:2]
1.3.1.6 Contribution of Function A to System Failure Probability During

Interval 1:
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[contribution of function A during interval l] = (Fg ,:no
qualifications] — [Fo.-,: FA prohibited]

= [Fi + SiF2 + SiS2F3 + SxSzSsF.tFs + SiSzSsS^FeFyFe +

SiS2S3F.tS5F6F7F8: interval l] - [F4F5 + S^FsFyFe +

FitS5F6F7F8: interval l]

1.3.2. Monte-Carlo Simulation: SAFTE Program Concept

1.3.2.1 Organization of Program

A) Define reliability problem for one interval of interest: during
this interval the system logical model does not change, i.e.,
the reliability objectives and component parameters do not
change. All elements are "good as new" at the beginning of the
interval, and any repairable element is restored to this condi
tion by repair.

B) For each component or event, a sequence of random occurrences
is determined by "Monte-Carlo," up to the end of the interval.
A repairable component (or reversible event) may by chance fail
and be repaired several times within one interval, or may not
sustain the first failure.

C) From (B), develop a cumulative list of system events in proper
sequence according to calculated time of occurrence. At each
event, log all of the individual conditions (e.g., component
failures) remaining at that time to contribute to system fail
ure.

D) For the system conditions effective following each occurrence
listed in (c), test the system logic model to determine whether
the system is failed or not.

E) Log and analyze the results of many iterations of (B—C^3). The
results of interest are: (l) number of runs in which system
failure occurred and (2) time-to-failure, averaged over all runs.

The above steps are illustrated in Fig. A.1-1.

1.3.2.2 Conduct of Runs and Interpretation of Results

A) Direct results as programmed (Ref. 20, p. 2.41)

1. Probability of system first failure within interval of run
(i.e. , at t < T0, Fig. A.l-l).
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DETERMINE TIME WHEN FIRST
RANDOM FAILURE OF COMPONENT OCCURS

COMPONENT NO. 1 PARAMETERS:
EXPONENTIAL FAILURE DISTRIBUTION;

X = \

-In <1-Z,)

1-1

DEVELOP EVENT SEQUENCE
AND SYSTEM STATE LIST

TIME EVENT

0 (START)

SYSTEM SYSTEM

STATE FAILED?

(ALL GOOD) NO

2-1

tH-3-1

(END)

F-2 ®-«-| F-2 NO—©-.
R-2 (§)-•- (ALL GOOD) NO—®-'

F-3 ®— F-1.F-3 YES^gH
R"1 <!>*-] F-3 NO—-©-

(F-3) (NO)

/ft/
^

SUCCESS?

FAIL?

SYSTEM LOGIC MODEL

GENERATE RANDOM NUMBER

0< Z < 1

("ROULETTE")

0.2

0.3

LOG RESULTS

CRITICAL* TIME TO

RUN COMPONENT FAILURE

1 - (NO FAIL)

2 3 *2-3

1 '1-1

n

•FINAL COMPONENT
FAILURE IN SYSTEM
FIRST-FAILURE SEQUENCE

Fig. Al-1. Monte Carlo simulation.
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2. Failure density function for system; i.e.,

d F (t)
= [P: system is unfailed at t]

dt

dFg(t)
for

dt

surviving systems

3. Cumulative probability that system has failed before t < T0;
i.e. ,

[ X) number of runs in which failure occurred']FQ(T0) %LN runs
N

4 Probability for each component that it is the final failure
in the sequence leading to first failure of the system.

B) Potential Further Interpretations of Results:

1 From (A-l) and assuming random distribution of system fail
ures, it is possible to calculate a system Ag and a system
MTFF by the simple relationships:

a) Fg(TQ) =l-e'^o

b) (MTFF)g = —
o

However, the values thus obtained are subject to serious errors
for the system with repairable components, since the system does
not reach steady state. In theory, the program could be modified
to approximate steady state by making T0 » (longest MTFF for
any component) and then logging only failures that occur after
some initial interval.

2. From (A-3), an Average Availability (or Average Reliability)
without repair over the run interval T0 could be determined by:

1 ft=T(
A = Average Availability = — J

10 t=o
Fs(t

^i-
runs in which S occurs X

t
_sys tern failure _

N

dt

Note: This method, although very general and conceptually easy
to follow, may require long computing runs. In situations
where it is considered applicable, information for all
time is obtained. The need to obtain statistically sig
nificant results means the generation of many system first
times to failure, as discussed in Sect. 3.5-3.1; this dif
ficulty is increased by the repair consideration.
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1.3-2.3 Use of "importance Sampling" to Reduce the Number of Runs Re
quired to Obtain Statistically Significant Results from Simula
tions

The term "Importance Sampling" refers to the greater statistical
significance of runs in which failure occurs, as compared to
runs in which no failure occurs. In very reliable systems, few

failures are expected; in order to improve the simulations of
such systems — i.e., to reduce the number of runs required to
obtain useful failure statistics — the input data are biased and
the output results are suitably corrected. This is illustrated
below for a simple three-component system in which all compo
nents have exponential failure distributions and none are re
pairable within the run interval; component 1 is assumed to be
very reliable and, therefore, rarely the cause of a system fail
ure:

2

1 '

>»

3 J

SYSTE M -

The system failure state probability expression is

Fg(t) = Fi(t) + Si(t) F2(t) F3(t) ,

which expands to

Fg(t) = Fi(t) [S2(t) S3(t) + F2(t) S3(t) + S2(t) F3(t)

+ F2(t) F3(t) = 1] + Sx(t) F2(t) F3(t)

Accordingly, we "expect" to observe the following system state
occurrences over N runs of duration T0 at the ends of the run

intervals:

N- Fi(Tq) S2(T0) S3(T0) = N (1 _ e-A1T0)(e-A2T0)(e-A3T0

% number of runs ending with system in state 123
(a very small number because Ai is very small)
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NFi(T0) F2(To) S3(T0) =N (l -e"^0)(l -e"^0)(e^3*0)
% number of runs ending with system in state 123

(also probably small)

(other cases of 1, etc.)

NSi(To) F2(T0) F3(T0) =N(e-AlT°)(l - e^'Hl -e^0)
% number of runs ending with system in state 123

(statistically significant because A2 and A3
are large)

In order to increase the "Importance" of component 1 in the
statistics, its failure rate is exaggerated: e.g., choose
X\ = lOAj. Then, one representative "expected" observation is

NFi(To) S2(T0) S3(T0) =N(l - e"^0) (e^2^ )(e"^0)
=N(l-e-10XlT°)(e-A2To)(e-X3To)

O/

state 123

e-ioAiT0we-A2T0w.,-A3To

% number_of biased runs ending with system in

To "unbias" the end results, correction factors are applied
wherever needed. In this case, they are simply:

E
N runs

observations of 123, 123, 123, and 123 at the"
ends of the biased runs

-AiTc

1 - e'
-loAiTo

Fi(To) ,

observations of 123 at the ends of"

the biased runs
N rims

-A,Tl-LO

-ioAiTo
% Si(To) F2(T0) F3(T0) ,

and similar corrections for every state expression involving component 1.
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Notes:

1. The above biasing-and-correction scheme is valid for observa
tions of system states made any time after system failure, i.e.,
"tfail K To' Provided the corrections are made to groups of sys
tem states, as shown. For individual states, the "premature"
observations are incomplete; e.g., if component 1 fails first,
it is_ not known what the final state of the system would be at
T0 (123, 123, etc.).

2. It is generally impractical to use Importance Sampling in simu
lations whose statistical results are to form the basis for

further calculated conclusions (e.g., for Average Availability)
or for conclusions that depend upon event sequences (e.g., prob
ability of System failing in one mode vs another, or System
MTFF, etc.).

1.3.3 Monte Carlo Simulation to Identify System Failure Modes, Combined
With Analytical Evaluation of Failure Mode Probabilities

Referring to Ex. 1.2.4.3, a conservative estimate of system fail
ure probability can be obtained by summing all of the minimum
cut set probabilities. Biased Monte Carlo simulations will
identify the cut sets efficiently, and the remaining analytical
evaluations of set probabilities are simple and straightfor
ward. This is the basis of several recent programs, includ
ing MINCUT and "Kinetic Tree Theory."

One difficulty encountered is that the simulation does not di
rectly identify the minimum cut set_s. For example, in the
following diagram one such set is 1. However, the simulation
would identify failure sets like 651, 7421, 831, etc.:

I— 4 —l
I— 2 —I

(1 "—<i— 5 —" •

—nn—
.. 6 11

,. 7 •'

8

The procedure in MINCUT to identify the critical sets is to "un-
fail" in succession each element of each actual failure set

found by Monte Carlo. Thus, for the 7421 case above, the
program would proceed to check whether system failure still
existed with 7421, 7421, and 7421, noting 1 as the critical
set. The following diagram shows that the elimination method
determines only one critical set in situations where there
may be several:
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If failure was reached in progression 1 -»- 2 -»- 3 -*• 5, yielding
set 1235, the elimination process might yield only set 35.
Actually, sets 15 and 25 may be just as important. However,
with a large number of simulations, we can generally depend
on the randomness to identify all sets, even though their
occurrence frequency may not be consistent with the real
probabilities. It should also be apparent that other methods
could be devised to identify sets by first order of arrival,
but there seems no reason to do so when the sets are to be
evaluated analytically.

1.4 Confidence

A brief introduction to statistical confidence was given in Section
3.8.1. Example group 1.4.1 explains some of the methods in elementary
terms, and group 1.4.2 illustrates several common applications. This
material is included primarily because engineers are called upon to assign
significance to confidence evaluations, often without adequate under
standing.

Distributions of a random variable, for example, component age at
failure, are discussed in Sections 4.2.1 and 4.2.4. The mathematical ex
pressions describing certain forms of distribution could represent ideal
populations of infinite size. The existence of such a population is moot.
However, a set of data, perhaps related to other prior experience or ex
pectations, may suggest that one of the principal distributions is a good
approximation, and that distribution form may then be assumed. The set
of data is thus regarded as a sample from a population that has the as
sumed distribution form.

Each sample has statistical properties corresponding to the popula
tion properties, for example, a mean and a standard deviation, or a bi
nomial proportion. The sample statistics can be viewed as estimates of
the population properties. However, the statistics vary among samples
from the same population, the amount of variation for those of interest
here tending to decrease with increasing sample size. Such variations
have their own frequency distributions, some of which have been described
mathematically. It can be proved, for example, that the means of uniform-
sized samples from a known normal population will also have a normal dis
tribution and that the standard deviations of such samples are related to

chi-squared distributions.

When the values of some characteristic of samples from a known popu

lation distribute predictably, then it can also be predicted what propor
tion of a large number of samples will have their statistics within any
arbitrary pair of limits. The same holds for unknown populations whose
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distribution form is known, except now the limits are predictable only
relative to the (unknown) value of the characteristic for the population.
In either case, the proportion of samples whose statistics are between
limits equals the probability that the value for one random sample will
be within the limit interval. This is the basis for confidence evalua
tions .

The practical confidence calculation concerns a sample of particular
size, say n trials or data values, presumed to be from a population whose
distribution form is known but whose distribution parameter value(s) are
unknown. The latter are estimated by the corresponding sample statistics.
A confidence level is then chosen, and the associated confidence limits,
or interval, are found by methods shown in this example group. These
methods exploit what is known, a priori, of the distributions of statis
tical properties among samples from populations whose random variable dis
tributions are of known form. Confidence level and confidence limits then
have the following significance: Repeated sampling and confidence inter
val (limits) calculations, all for the same sample size and same confi
dence level as the actual sample, will yield a percentage of the intervals
that bracket the true distribution parameter value of the unknown popula
tion; that percentage equals the confidence level percent. Hence the con
fidence level is the probability that the confidence interval for any one
random sample includes the true distribution parameter value of the popu
lation.

The remainder of the example group describes the confidence calcula
tions. It should be emphasized that the results are largely determined
by the distribution form assumed for the population. By comparing the
results of examples 1.4.2.2 and 1.4.2.3 given in Table Al-2, it can be
seen that different assumptions in this regard may lead to large varia
tions in the confidence interval.

Reference is made to tabulations of areas under distribution curves,
corresponding to intervals of the distributed variable and of binomial
probability distribution. Condensed versions of such tables appear in
many reliability texts, and expanded versions are found in Refs. 11 and
12. Use of the tables is sometimes confusing due to the different ways
of expressing and arranging the data. Thus the values sometimes corre
spond to intervals within the stated limits, and in other tables to por
tions of the distribution outside the limits (e.g., area under the curve
tails); the values may be expressed as percentages or fractiles of a
population, or again as probabilities that a random point will or will
not fall inside an interval.

1.4.1 Basis of Confidence Calculations

1.4.1.1 Confidence with Respect to the Mean of a Normally Distributed
Random Variable

The discussion is introduced with some elementary considerations in
probability concerning the distribution curve shown in Fig. Al-2a. In
addition to being of normal form, the curve is also "normalized," that is,
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it is a probability density plot and the total area under the curve is
unity, which signifies certainty. Between any pair of limits, like those
shown, the curve area then represents the portion of the total population
having values of the distributed random variable in the range defined by
the limits. Perhaps this variable might be a dimension deviation and the
range of interest like -0.040 to -0.045 in. The probability that any one
element randomly chosen from the population would have a value of the
variable within the range of a pair of limits is precisely the area of
the normalized curve between the limits.

Suppose next that we knew a certain population to be distributed
normally, as in Fig. Al-2a, but did not know the distribution mean; that
is, the curve shape and scale are known and the location in unknown.
Given a sample of just one element, the best guess we could make about
the location is that the observed characteristic value of the sample ele
ment is the same as the parent distribution mean value. Now we wish to
establish objectively how good the guess is. In this very special case,
the answer is almost obvious: If we were to take samples of one repeat
edly, calling the value of each an estimate of the population mean, then
the estimated means would distribute out identically as the parent distri
bution. And like the parent distribution, a definite proportion of these
"means" would fall between any pair of arbitrary limits. Our "confidence,"
then, that the actual unit sample is within an arbitrary pair of "confi
dence limits" is analogous to the general probability that any randomly
chosen element is within a corresponding interval of the parent popula
tion true distribution. As it pertains to the normal distribution, con
fidence is ordinarily expressed as a percentage of the total curve area
that occurs between symmetrical limits about the estimated mean, but the
evaluation could be made for any other interval desired.

The limits, while actually representing the distributed variable x,
are usually expressed in multiples of the distribution standard deviation
a:

[x. — x ) >- a
1 mean n ^ °°

n - 1

This adds greatly to the convenience in numerical evaluation of curve
areas, since the area between a given pair of limits expressed in mul
tiples of a is the same for all normal distribution curves.

The customary interpretations of confidence have only been suggested
thus far. Proceeding, we now briefly consider samples of two elements
each from the same parent normally distributed population. The mean of
each sample is the average of two values, and if a large number of sam
ples of two were taken, we could expect the means to distribute out in
some fashion. Evidently, this distribution should peak more sharply than
the corresponding distribution for samples of one, because the individual
estimates of a parent population mean are better. And it turns out that
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this distribution, shown in Fig. Al-2c, is also of normal form. Intuition
tells us that progressively larger samples will have increasingly sharper
distribution peaks, and the mean of a very large sample should be very-
close to the parent population mean. The property just described quali
tatively is defined precisely in the following relationship:

sample means _ parent distribution
distribution n : .„ \

/(n = sample size;

Since the distribution of means for samples of a particular size is nor
mal, the confidence that any one sample of that size is within a pair of
arbitrary limits is equivalent to the probability that any random point
from the "population of means" is within the same limits; the numerical
value again equals the area of the appropriate normal curve between the
limits, in this case the means distribution curve. The virtue of large
samples now becomes apparent: The proportional curve areas between pairs
of limits having identical a values is the same for all of the means curves,
but the numerical values of 0 in terms of the parent distribution random
variable decrease with sample size as shown above. Hence, a given level
of confidence is attributed to successively smaller intervals about a sam
ple mean as the sample size increases.

All of the above arguments are qualified by the early statement that
the curve scale is known. If the scale parameter, that is the o value,
is not known, any estimate of the curve location from sample data is sub
ject to greater uncertainty. The amount of the uncertainty depends on
sample size; for samples of 20 or more, the s estimate of c is generally
good enough that the error in the confidence interval about the estimated
distribution mean is negligible, using the normal distribution of means
just described. The latter method is illustrated in Example 1.4.2.3, in
cluding use of the tabulated areas of intervals under the normal distri
bution curve.

For samples smaller than 20, where it is known only that the parent
distribution is normal, the confidence intervals about the sample means
are determined by the Student's t distribution. Student's t is the quan
tity

x , - u
_ sample mean

t — ,

s/'rn

in which u is the population mean and n the sample size. Thus, many re
peated samplings of size n from the same normal population would yield
a particular percentage (the confidence level) of t values within any
pair of limits (confidence interval) of the t distribution for that size
of sample; the percentage corresponds now to that portion of the area
under the t curve and between the limits. The intervals and percentages
are tabulated. A simple calculation then converts the confidence inter
val in t to the desired interval in u. The procedure is shown in Example

1.4.2.4.
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1.4.1.2 Confidence with Respect to Standard Deviation for a Normal Popu
lation: The Chi-Square Distribution

If a normal distribution is to be described completely, its standard
deviation a must be known in addition to the mean. Estimates of a are
denoted by s and are obtained from samples as indicated earlier; again
it is desirable to establish confidence in such estimates. Invoking in
tuition once more, it seems that the standard deviations of small samples
from the same parent population should vary widely and erratically about
the population true a, and progressively larger samples should tend to
ward the true a. This situation is confirmed by the actual and unique
frequency distributions for different sample sizes of a quantity called
"chi-square":

x2
n (x. — x )2 2
v 1 mean Vs

v) " i=i a2 a2 '

where V = degrees of freedom = (sample size) — 1 = n — 1, and xis
the sample mean value of x. Note that for a fixed sample size, the cor
responding chi-square distribution (x*) represents in effect the relative
occurrence frequencies of s2/a2, which is the ratio of sample variance to
parent population "variance." Typical chi-square distribution curves are
shown in Fig. Al-3. Considering the total area under this curve as unity,
the area between an arbitrary pair of limits must represent the probability
that a random sample of size consistent with the curve (i.e., curve and
sample V are the same), drawn from any normally distributed infinite popu
lation, will have a Vs2/a2 value within the chosen limits. It follows
that confidence in the s value of a sample being within arbitrary limits
about the parent distribution 0 is equivalent to the probability that^the
Vs2/a2 = X value is within corresponding limits of the appropriate X
distribution. Example 1.4.2.3 illustrates the use of the chi-square dis
tribution area versus interval tables for this case, including the simple
conversion from interval in chi-square to interval in s.

1.4.1.3 Confidence with Respect to the Mean of an Exponentially Distrib
uted Random Variable

Much reliability work presumes the constant failure rate A for each
component or system. Age at failure for replaceable elements, or time
between failures for repairable units, is then the exponentially distrib
uted random variable of interest. Confidence is determined for an inter
val about a mean time to failure (MTTF) or a mean time between failures
(MTBF), whichever is appropriate; by inference, the confidence interval
may also be expressed in terms of A values. A variety of procedures are
available to cover different kinds of observations. Two of these are il
lustrated by Examples 1.4.2.1 and 1.4.2.2.

The simpler numerical example represents the case where a number of
like components are all observed from startup through failure, or where
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Fig. Al-3. Chi-square distribution.

a repairable system is observed over an interval that includes several
failures and ends with a failure. Direct use is then made of a property
of exponential distributions, namely, that the quantity

m
sample

2r
m
population

is distributed as chi-square.

of the mean.

Here, r is sample size and m is the value

More generally, components are observed under test or field condi
tions where a number are unfailed at the end of observation period; this
may be true, for instance, where failures are replaced as they occur.
Confidence is then based on relationships similar to the above, but se
lecting chi-square distributions suitable for truncated tests. In Ex
ample 1.4.2.2, the chi-square procedure' is based on the Poisson prob
ability law for number of failures observed in a fixed time.

1.4.1.4 Confidence in Binomial Distributions

The binomial confidence evaluation can be thought of as placing ar
bitrary "limits of improbability" on an actual observation and then back
calculating to find binomial distributions that satisfy the limits. To
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illustrate the procedure, suppose a sample of four showed one defective
and three good pieces. A first estimate of the parent binomial distribu
tion then would be that p, the proportion of defectives, is 1/4 or 0.25,
and q, the proportion of good pieces, is 3/4 or 0.75- The binomial ex
pansion of probabilities for the sample size is:

{l\l n (P: (P: (P: (P: a11defective) 3d&f^ 2dgf_ ^ ldef.t k good)
1 good) 2 good) 3 good)

A pair of limits in p is sought corresponding to 80% "symmetrical" con
fidence, that is, with the uncertainty divided equally between upper and
lower limits. The lower limit then is considered to be that population

(i.e., p value) for which 10$ of repeated samples of four would yield
one or more defective; this limit should satisfy

p1* + 4p3q + 6p2q2 + 4pq3 = 0.1

Similarly, in a population with the upper limiting value of p, 10$ of the
samples of four would have one or less defective, thus satisfying

4pq3 + q1* = 0.1

Fortunately, these calculations have all been worked out and the results
made available in tables and curves. The practical formula used is that
for probability of "r or more occurrences" in one sample:

where

> i \ v n' s n—s,s _ r n,p) = > , _ > p q
;! (n - s)!

s=r

n = sample size,
s = number of items found in state corresponding to p,

p = proportion of "p state" in main population,
q = proportion of "q state" in main population,
r = arbitrary whole number, less than n.

Binomial confidence finds application both in production sampling
testing and in sequential operating tests. These produce, typically, a
large number of successes and no or very few failures; the confidence
interval is determined for the ratio of successes to failures, which is
then regarded as the success probability.

1.4.1.5 Foisson Probabilities

Section 4.2.1.3 indicated how the Poisson distribution is a limiting
case of the binomial distribution. The Poisson distribution describes the
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probability of observing exactly r occurrences in time t, where the events
are random and occur at some known average rate of m in time t. Accord
ingly, confidence intervals about sample estimates of m are determined
from cumulative Poisson probabilities of r or more occurrences in time t.
The method is otherwise analogous to that for the binomial confidence in
terval in p, and curves for the cumulative Poisson probabilities are
available. Since t/m is the MTTF of interest in many observations, the
Poisson probabilities offer an alternative method to the chi-square for
determining confidence limits for random failure rates.

1.4.2 Examples of Confidence Calculations

1.4.2.1 Confidence Evaluation of System Mean Time between Failure (MTBF):
Exponential Distribution Assumed

A system is operated for 30,000 hr, during which time it accumulates
seven reportable failures. Determine the lower confidence limit (i.e.,
upper is then °°) such that there is 90$ confidence that MTBF is not less
than the limit.

,T = system running time

= 30,000 hr

r = number of failure accumulated

= 7

m = estimate of MTBF

= T/r

= 4286 hr

C = lower confidence limit
L

rm

X2 (0.10, 2r)

[X2 (0.10, 14) stands for: a) The particular x2 distribution for
samples with 14 degrees of freedom (see Fig. Al-3). b) The par
ticular value of X on the above distribution about which 90$ of
the x values are smaller and 10$ are larger.]

From tables:

X2 (0.10, 14) = 21.064
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1.4.2.2 Confidence Evaluation of Component Mean Time to Failure (MTTF):
Exponential Distribution Assumed

Four redundant safety channels each have one unit of a particular
device. Any failure of one of these devices is annunciated, and the de
vice can be replaced on line in a very short time. The system has op
erated the equivalent of over five years continuous, and it is desired to
assess the MTTF of the device class. The experience was as shown in

Table Al-1.

Assume all failures are "random," that is, there are no known wear-
out mechanisms or other factors to the contrary. Determine a symmetrical

Table Al-1. Component Failure Data for
Examples 1.4.2.2-1.4.2.4

1 2_ 3 k 5.

Device
Time Elapsed Failure

Order of Failure Operating
Event Since Initial Channel in Channel (e.g. , Time to
No. Startup (A, B, C, 1st, 2d, etc.) Failure

(hr) or D) (hr)

(0) (all new)
1 303 B 1 303

2 3,996 C 1 3,996

3 4,784 A 1 4,784

4 9,613 C 2 5,617

5 10,524 B 2 10,221

6 11,078 D 1 11,078

7 12,781 A 2 7,997

8 12,946 A 3 165

9 14,632 C 3 5,019

10 16,663 B 3 6,139
11 17,821 D 2 6,743
12 20,505 A 4 7,559

13 21,374 C 4 6,742

14 26,933 A 5 6,U28

15 28,260 C 5 6,886

16 28,7H • B 4 12,048

17 28,792 D 3 10,971

18 32,626 A 6 5,693

19 36,710 D 4 7,918

20 37,087 C 6 8,827

21 38,546 B 5 9,835

22 39,539 A 7 6,913

23 44,088 D 5 7,378

24 44,407 (termi
nate observa

tion)

C 7 7,320
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<% confidence interval about the MTTF, based on chi-square distribution
of the MTTF for samples from a parent exponential distribution of the MTTF.

Regard the experience as the equivalent of a test with a "fixed trun
cation time," and in which each failure is replaced. (See Ex. 1, p. 175,
Ref. 6.)

n = number of devices placed on test at time t = 0

= 4

t* = time at which life test is terminated

= 44,407 hr

6 = mean life, or MTTF

r = number of failures accumulated to time t*

= 2k

1 — a = confidence level

= 0.9 for this example, or

a = acceptable risk of error

= 0.1, or 10$

T = nt*

T = 4 x 44,407

= 177,628 hr

6 = mean life estimate, nt*/r

S 4 x 44,407
e - 2T

2T 2T

= 7401 hr.

Confidence interval =

From tables:

C2 (I-?, 2r) 'X2 (|, 2r + 2)

X2 (0.05, 50) = 34.8

X2 (0.95, 48) = 65.1

2T 2 x 177,628

X2 (0.05, 50) 34.8

2T 2 x 177,628

X2 .(0.95, 48) 65.I

90$ confidence interval for MTTF is

5,450 to 10,200 hr

= 10,200

= 5,450
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1.4.2.3 Confidence Evaluation of Component MTTF and Standard Deviation:
Normal Distribution Assumed

The problem background is the same as in Example 1.4.2.2, and the
data are from Table Al-1. The data again suggest that of a truncated
test, that is, one cut off at a specific time before the last element has
failed. There are methods for treating the truncated test problem (see
Ref. 2, p. 233), but the fact of several unfailed devices left at the end
of the test complicates the problem greatly. Noting that the remaining
devices in this case (i.e., in channels A, B, and D) have operated long
enough to rule out premature failures, it seems reasonable to ignore the
survivors and analyze only the actual failure data.

Proceeding on the latter basis, a 90$ confidence interval for the
mean is determined by areas under the normal curve tails as follows:

6 = mean time to failure estimate, or estimate of u for population

= X

= average of column 5, Table Al-1

= 6941 hr

s = standard deviation of sample

I

i = 24

i=l (Xi"X):
n - 1

where n = sample size and X. = time to failure of component i

s = 2920.

From tables:

farea under 1 _ nn v ["total area 1-\ r, rsr- rtotal area 1
= 0.05 x

il] Lunder curvejLone curve tai

when tail proceeds from a point ±1.645 standard deviations displaced from
curve midpoint (mean).

Population mean at 90$ confidence

1.645 s
= sample mean ±

= 6941

= 6941 ± 980

•n"

1.645 x 2920
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A 90$ confidence interval for the standard deviation a is determined from
the chi-square distribution curve areas as follows:

v = n - 1 = 24-1 = 23; X2 (0.05, 23) = 13.10; X2 (0-95, 23) = 35.16

a vs2
upper limit ^^ {Q^^ 23)

'6 = 3865V23 x 8.53 x 106 _
13.10

lower limit = JX2 (0.95, 23)

^ 23 *^ 10- =2360

Population standard deviation at 90$ confidence is interval between 2360
and 3865 hr.

1.4.2.4 Confidence Evaluation of Component MTTF: Small Sample; Normal
Distribution Assumed

The problem is the same as for Example 1.4.2.3, except that the sam
ple is now limited to the first ten data points of Table Al-1. No points
are excluded, or censored, although events 1 and 8 suggest premature fail
ure.

A 90$ confidence interval for the mean is determined from the Student's
t distribution curve areas as follows:

a = probability of a larger absolute value of t

= 1 — confidence

=1-0.9

= 0.1

From tables, t for sample size 10 is value for n — 1 = 9 degrees of free
dom:

t (0.1, 9) = 1-833

Population mean at 90$ confidence

ts

= sample mean ± —



= 5532 ±

1.833 x 3625'

/To
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= 5532 ± 2100

(Sample mean and standard deviation obtained as in Ex. 1.4.2.3, but for
first ten data points only.)

Note: To assume the normal distribution for these particular data is
questionable, since the sample mean and standard deviation range
suggest that the population could include many negative values of
time to failure. Other distributions should be better suited to

the data.

Table Al-2. Comparison of Confidence Intervals for
Population Mean Values, 90$ Confidence

Data from Table Al-1

Problem Treatment

Ex. 1.4.2.2: exponential
distribution, 24-point

sample

Ex. 1.4.2.3: normal dis

tribution, 24-point

sample

Ex. 1.4.2.4: normal dis

tribution, 10-point sam
ple

Same as Ex. 1.4.2.4, but 2

points censored to give an
8-point samplea

Same sample as Ex. 1.4.2.4,
but exponential distribution
of 10-point samplea

Calculations not shown.

Lower Limit

for 90$
Confidence

(hr)

Upper Limit
for 90$

Confidence

(hr)

5,450 10,200

5,961 7,921

3,432 7,632

5,096 8,6l6

3,940 12,300
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Part 2: Practical System Analysis Exercise

2.1 Basis System and Reliability Problem Statements

2.1.1 Function Diagram for System Conceptual Design: Core Spray System

RESERVOIR

SIGNAL SYSTEM:
J1 START "PREFERRED" PUMP

AND OPEN MAIN AND IN-
--] LET NO. 1 AND OUTLET NO.

1 VALVES ON "LOW PRES
SURE" SIGNAL

2 TRANSFER TO "ALTERNATE"
1 PUMP AUTOMATICALLY ON
' FAILURE OF "PREFERRED" J

2.—J

2.1.2 System Performance Objective

The spray system must start when the reactor pressure falls below a
set-point value and then run for 1 hr; demand may occur at any time
in a reactor operating cycle of 10,000 hr.

2.1.3 System Reliability Problem Statement

The principal "reliability" figure of merit in this problem is the
probability as a function of time that the spray system would start
on demand and complete 1 hr of operation. A second factor of in
terest is the same probability averaged over one operating cycle of
the reactor.

2.2 "Simple" Reliability Analysis Formulation for System Conceptual De
sign

2.2.1 Basic Assumptions and Method

The simplest form of system problem, mathematically, is an array of
components functionally connected in series and parallel, etc., and
each characterized by a constant failure rate (i.e., exponential
failure distribution) over the entire interval of interest. Accord
ingly, and wherever reasonable, the data are manipulated toward this
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form. Where this form is unrealistic, it is attempted to assign
values to the parameters such that the results will always be more
conservative than for the rigorous mathematical analysis.

2.2.2 Analysis Block Diagram, or Model

h RESERVOIR
MAIN

MOV

INLET

MOV-1

PUMP

1

INLET

MOV-2

PUMP

2

DISCHARGE

MOV-1

DISCHARGE

MOV-2

CONTROL

PORTION

OF SIGNAL

SYSTEM:

START

PREF'D PUMP,
ETC

CONTROL

PORTION

OF SIGNAL

SYSTEM:

START

ALT PUMP,
ETC

INSTRUMENT

PORTION OF

SIGNAL SYSTEMS:

RECOGNIZE

PRESSURE a

INITIATE

ACTION

CHECK

VALVE

SPRAY

HEADER,

NOZZLES,
PIPING

H

2.2.3 Data Input and Adaptation

2.2.3.1 Numerical values below are not from any actual data but are
intended merely to illustrate typical ways in which data banks
summarize information

a)
b)

c)

d)

e)

f)

s)

Reservoir: no data expected

Motor-operated valve:
valve body and parts subject to full stress,
2 x io-5 failure/hr
operator mechanisms, 1 failure/1000 cycles

Pump, centrifugal, including motor and starter:
1 x io-1* failure/hr in operation

Control portion of signal system:
(estimate might be based on assumed parts count of relays,
etc.; for the present, use 1 failure/500 cycles for each matrix)

Instrument portion of signal system:
(estimate might be based on experience with instrument
channels of same general category; for the present, use
1 x 10-It failure/hr)
Check valve: 1 x 10"5 failure/hr
Spray header and nozzles: no data expected

2.2.3.2 Problem Interpretations of Components Failure Data

a) Reservoir: assume "perfect" reliability, or A = 0 and R(t) = 1
b) Main motor-operated valve:

Consider valve body and parts as being subject to full stress
during entire interval of reactor operating cycle; ac
cordingly, use basic data directly:

-(2 x I0"5)t
R(t) = e
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The motor operator mechanism is required to operate just once
if there is a demand for system operation. Since the
reliability is a function of cycles rather than time, it
is appropriate to express the failure probability as a
constant instead of an exponential function of time, for
any one reactor operating interval:

R(t) = (constant) = 0.999-

c) Components in redundant pump legs:
Each element of leg 1 ("preferred") is on standby until the sys

tem is called upon and then is expected to operate for one
cycle or 1 hr. Each element of leg 2 ("alternate") is on
standby until, first, the system is called upon and, second,
leg 1 fails. To represent this situation rigorously would
require the complex expressions for standby, as shown in
Example 1.2.2.3. The following simplifying assumptions
shall be made, perhaps because the problem is to be ex
ecuted on a computer that is not programmed for anything
more complex. Assume that all valve bodies and parts are
continuously subject to full stress; actually, they are
isolated by the main valve and (partially) by the check
valve, so that they should be lightly stressed during standby:

^^v -(2 x l0"5)t , n
R(t) = e , each valve.

If leg 1 functions correctly, its valves need operate just
once to open. If leg 1 fails, at least one of its valves
must close to prevent recycle of leg 2 pumpage, and both
of the leg 2 valves must open to permit flow. A "con
servative" simplification would be to assume that each
valve must operate twice upon system demand:

R(t) = (constant) = 0.998, each valve.

Although the pumps are in standby, assume they have fail
ure rates the same as in continuous service. In addition,

introduce another factor from "judgment" to reflect the
possibility of pump failure on startup, noting that ser
vice reliability would be (unrealistically) perfect at the
beginning of a reactor operating cycle:

-(l x io-lMt
R(t) = e x 0.995, each pump.

Use value of controls reliability as originally estimated:

R(t) = 0.998, each leg.

d) Instruments (as originally estimated):

„,. s -(1 x lO-^t
R(t) = e

e) Check valve (as originally estimated):

R(t) =e"(l X10_5)t



177

f) Spray header and nozzles: Since no data are available, a reli
ability design preliminary objective may be assumed. Use

, v -(1 x 10-s)t
R(t) = e

g) Power supplies, lube oil, instrument air, etc: Reliability
estimates for these subsystems might be developed by
separate studies. Here, however, a lumped design objective
is used:

, . -(2 x 10"5)t
R(t) = e

2.2.4 Calculation of System Reliability

MAIN MOV

®1 RESERVOIR

R(t)= 1

VALVE BODY AND PARTS

R(t,= e-(2"°"5»
OPERATOR MECHANISM

R(t) =0.9991
R(l) = 0.999

e-(2x105h

LEG 1

INLET MOV 1 PUMP 1

® VALVE BODY, ETC

R(t) = er(2«K>5)t
OP MECH

R(t) = 0.998

run/standby
R(t) = e-(1«10,«).

START

R(t) =0.995

R(t) = 0.998e"•I2i I0~5M R(t) = 0.995e"
-H xt0"4)t

OUTLET M0\/ 1 CONTROLS 1

R(t) = 0.998
VALVE BODY, ETC
R(t)=e-(2xK>-=).

OP MECH

R(t) = 0.998

R(t 1 = 0.998 e"
(2x1 o-5)t

LEG 1 : R(t)= 0.998 x 0.9 9 5 x 0.998 x 0.998 x e"
2 x1(f 5 » 1 xio"" * 2x10" 5)i =0.893e-(,4x,0_5"

. ,-„ „ „,., -, -(14 xlO~5)t •' ®

INSTRUMENTS

R^e-""0"*"

CHECK VALVE

R(t)
-Ih (0 =)|

HDR AND NOZZLES

R(.)=e-(,*1Cf6)' R(t)

R(t): legs 1 & 2 in parallel

- 2 , [o.893e-(llt *10-5)t] - [0.893-r'11* * 10~5>t]
-(14 x 10"5)t -(28 x 10"5)t

= 1.786e vx" " " '" - 0.893e

R(t): system

- [l] x [0.999e-<2 *10"S)t] x [l.TSe^1" *W'S)t
-0.893e-<28 *10"S)t] x [e^1 *^^ x [e~^ **r>)t]

'PLIES, ETC [
=e-(2x<0~5>1 J
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x[e-(l x10"6)t] x[e-(2 x10-5)t]

=1.78e-(29-1Xl°"5)t-0.892e-(1+3-1><10"5)t
Average R of system over reactor cycle of 10,000 hr

10,000

t = 10,000
/ [R(t) : system] dt

t = 0

_ 1-78 [-105 /-2.91 _ ,Y1 _ 0-892 r-105 / -^.31 _ ,\|
" 10,000 L29.1 ve Al 10,000 L.43.1 V 'J

= 0.374

2.2.5 Assessment of "Simple" Reliability Analysis

a) From the numerical results it is concluded that the system is
unreliable.

b) From inspection of the model it is evident that major improvements
can be obtained from added redundance of the instruments,

the check valve, and/or the main MOV.

c) If the parallel pump legs had been a major source of unreliability,
it might be worth while to redo the problem more realisti
cally, that is, develop a more rigorous standby model.

d) Similarly, if the results of this analysis were to be compared
with the results for other configurations, it would be
necessary to treat the problem more rigorously.

2.2.6 Additional Refinements

a) Sensitivity analysis: By varying the failure rate parameters
one at a time, it can be determined where reliability im
provements have the most effect at least cost. For ex
ample, changing the "instrument" reliability from

-(1 x 10_lt)t . -(1 x l0"6)t
e to e

improves the average system reliability from 0.374 to
0.532.

b) Testing: An improvement in system average reliability equivalent
to the above can be obtained with the less reliable instru

ments if they are tested at intervals of 200 hr.

2.3 Failure Mode and Effect Analysis (FMEA)

2.3.1 FMEA for One Component of Conceptual Design (Note: Content of
this analysis is intended for comparison with material of following
example, which treats FMEA of corresponding detailed design.)



Item

Identification

Control portion
of signal sys
tem

Failure Mode and

Possible Causes

Fail to initiate pump
start or opening of

either valve in

"pref'd" leg

2. Fail to initiate pump
start or opening of
either valve in

"alternate" leg —
following failure of
pref'd. leg

3. Fail to initiate

closure of pref'd.
leg valves follow

ing failure of
pref'd. leg

Probability

Category:
X = Possible

0 = Unlikely

k. Inadvertent initiation

of system operation

5. Inadvertent opening of
both valves in one leg

plus main block valve;
no pumps operating

6. Fail to initiate open
ing of main block valve

7. False signal initiates
transfer from pref'd.
to alt. leg

(Etc.)

Effect on System

Preferred leg disabled

System fails

Required Response to Compensate,
and Comments

System, design must provide for
recognition of pref'd. leg
failure and automatic initia

tion of alt. leg operation,
and/or provide opportunity for
operator to correct situation

manually

System design should provide
opportunity for operator to cor
rect situation manually (Note:
this leg is the second line of
defense)

If net result of both

failures is that both

valves in pref'd. leg
remain fully or parti
ally open, system is
failed or degraded due

to recirculation of

alt. leg output

Reactor shutdown and

subsequent cleanup of
boron

Depend entirely on
check valve to pre
vent primary system
blowdown

System design should provide op
portunity for operator to cor
rect situation manually

System fails

Transfer to alt. leg

System design should provide redund
ant means to prevent accidental op
eration (economic)

System design should provide inde
pendence of valve control circuits
to ensure against this

Modify design to provide redundant
valve

Alt. leg must operate; design should
permit operator to restore pref'd.
leg to service if alt. leg fails

-J
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2.3.2 Failure Mode and Effect Analysis — Detailed:
fer to Alt. Leg

For Automatic Trans-

2.3.2.1 Scheme: When system is called upon, preferred leg attempts to
operate. At the same instant, the timer circuit is energized and
proceeds to time out. At the end of its interval, it makes up a
circuit that interrogates the preferred leg components; if any of
these are not indicating correct operation, the final control cir
cuitry initiates concurrent startup of the alternate leg and shut
down of the preferred leg. Manual controls can initiate or block
actions.

2.3.2.2 Circuits

120Vdc

RB1-4

II

RA1-2

II

TIMER CIRCUIT

CLOSED

AFTER

SET

II

CLOSED

AFTER

RESET

«—

set/reset

/reset

(SYSTEM
DEMAND)

,_ 1| ,
CS4-1

II

RA2-1

RA1-3

II

CLOSED

AFTER

SET

II

TIMER

MOTOR

RA2-2

II

RB1-1

INTERROGATE CIRCUIT

S1-2 PUMP 1: UV

• I—| r—• II •—|
INLET MOV-1

NOT FULL OPEN

RA2-3 II •RB2-1

I—
OUTLET MOV-1

•i [" (
NOT FULL OPEN

II

CS1-3

' " 1
i -— -

- —

LEG 1

TROUBLE

RELAYS

_ •

I (LUBE 1
1

OIL, ETC)

RB1-2

L—II—* i

CLOSED ON
LEG 2 FULL FLOW

• 1|

LEG 2 INLET MOV CIRCUITS

120Vdc

CS1: "ALT
LEG MASTER"

POSITION

T
i- < >

u o IU
< n o M
(- 7 o

2 —> < o
o T *- _j

o l/> if) CD i

1 X

2 X X

3 X

111111

480 Vac

3*

CS2 "LEG 2
INLET MOV"

o

POSITION

>-

UJ X
<n ;»
o o < UJ

c_> 1 h- a.

CD in o

1 X

2 X X

<< ^^5* <
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2.3.2.3 Detailed Failure and Effect Analysis for Portion of Automatic
Transfer Control

Item

Identification
Failure Modes and Possible Causes

Probability
Category:

X = Possible

0 = Unlikely

Effect on System
Required Response to Compensate,

and Comments

Control Portion of Signal System

(A) Automatic initiation of alternate pump leg operation

1) Timer
circuit

1-1) Fails to time out or develop
output response (i.e., ener
gize RA2)

a) Control power fails* X
b) "System Demand" contact does X

not make up*
c) Relay RA1 coil fails* X
d) Relay RA1 contact 3 hangs open* 0
e) Relay RA2 coil fails X
f) Set/Reset relay stays in "Re- X

set"

g) Timer motor fails X
h) Relay RBI contact hangs open 0

x) Operator error: CS1 not in X
"standby"

1-2) Delivers false output signal
when there is no demand for

spray

a) System demand contact jarred or X
vibrated closed

b) Short circuit around "Set" and 0
RA2-2 contacts in RA2 coil

circuit

c) RA1 relay jarred or vibrated X
closed

1-3)3 Delivers premature output
signal when there is a

demand for spray

a) Timer contacts improperly set X
b) Timer was interrupted in mid- X

cycle during test and not re
set

c) RA2-3 contact jarred or vibrated 0
closed before pref'd. leg
valves completely opened

2) Interrogate circuit
3) Inlet MOV-2 control circuit (
h) Outlet MOV-2 control circuit (
5) Pump motor control circuit (

(similar development)

)

-l) In conjunction with pref*d.
leg failure, prevents auto

matic transfer to alt. leg.

Transfer can still be ef

fected by manual controls:
CS1 for master control or

individual element controls

(CS2, etc.)

1-2) Alt. leg valves open and
pump starts: pump op
erates against blocked

inlet (main MOV") and
outlet (pressure > pump
characteristic), and could
sustain damage

1-3) Pref d. leg startup aborted;
alt. leg startup initiated.
Overall system response de
layed and automatic op
eration of system depends

entirely on alt. leg
reliability

Notes:

1-1) Manual control by operator;
if this is too slow, con

sider redundant timer

circuit

b)
Consider reversing aspect
of RA1 so that it is

"fail-safe" (risk leg 2
false start)

x) CS1 spring-return to standby
position

1-2) Consider adding annunciator
to indicate alt. leg start

1-3) Manual correction by operator,
if desired

Select timer with automatic

(spring) returh-to-start
feature

*Shown on Fault Tree, Ex. 2.U.2
1. Could also follow from item 3,

Ex. 2.3.1

2. Could also follow from item hy
Ex. 2.3.1

3. Could follow from item 7,

Ex. 2.3-1



OUTPUT

0
INPUTS

OUTPUT

INPUTS

RESTRICTION

INHIBIT
CONDITION

OUTPUT

OUTPUT

INPUTS

OUTPUT

INPUT

OUTPUT

INPUT

LOGIC OPERATIONS:

THE AND GATE DESCRIBES THE LOGICAL OPERATION WHEREBY THE
COEXISTENCE OFALL INPUT EVENTS ARE REQUIRED TO PRODUCE THE
OUTPUT EVENT.

THE PRIORITY AND GATE PERFORMS THE SAME LOGIC FUNCTION AS THE
AND GATE WITH THE ADDITIONAL STIPULATION THAT SEQUENCE AS WELL
AS COEXISTENCE IS REQUIRED.

THE AND/OR GATE DEFINES THE SITUATION WHEREBY THE OUTPUT EVENT
WILL EXIST IF ANY OR ALL OF THE INPUT EVENTS IS PRESENT.

THE PRIORITY EXCLUSIVE OR GATE FUNCTIONS AS AN OR GATE WITH THE
RESTRICTION THAT SPECIFIED INPUTS CANNOT CO-EXIST.

THE INHIBIT GATES DESCRIBE A CAUSAL RELATIONSHIP BETWEEN ONE
FAULT AND ANOTHER. THE INPUT EVENT DIRECTLY PRODUCES THE
OUTPUT EVENT IF THE INDICATED CONDITION IS SATISFIED. THE CON
DITIONAL INPUT DEFINES A STATE OF THE SYSTEM THAT PERMITS THE
FAULT SEQUENCE TO OCCUR, ANDMAY BE EITHER NORMAL TO THE SYS
TEM OR BE THE RESULT OF EQUIPMENT FAILURES. IT IS REPRESENTED
BY AN OVAL iF n DE5CR1DES A SPECIFIC FAILURE MODE, OR A
RECTANGLE IF IT DESCRIBES A CONDITION WHICH MAY EXIST FOR THE
LIFE OF THE SYSTEM. COULD CONTAIN PROBABILITY NUMBERS WHICH
ARE EITHER INHERENT TO SYSTEM OR ARE FUNCTION OF EFFECTS.

182

EVENT PRESENTATION:

THE RECTANGLE IDENTIFIES AN EVENT, USUALLY A MALFUNCTION. THAT
RESULTS FROM THE COMBINATION OF FAULT EVENTS THROUGH THE LOGIC
GATES.

THE RECTANGLE ISALSO USED TO DESCRIBE CONDITIONAL INPUTS TO INHIBIT
GATES. IT INDICATES A CONDITION THAT IS PRESUMED TO EXIST FOR LIFE OF
THESYSTEM.

THE CIRCLE DESCRIBES A BASIC FAULT EVENT THAT REQUIRES NO
FURTHER DEVELOPMENT. THIS CATEGORY INCLUDES COMPONENT
FAILURES V/HOSE FREQUENCY AND MODE OF FAILURE ARE DERIVED
THROUGH LABORATORY TESTING.

THE DIAMOND DESCRIBES A FAULT EVENT THAT IS CONSIDERED BASIC
IN A GIVEN FAULT TREE; HOWEVER, THE CAUSES OF THE EVENT HAVE
NOT BEEN DEVELOPED EITHER BECAUSE THE EVENT IS A INSUFFICIENT
CONSEQUENCE OR THE NECESSARY INFORMATION IS UNAVAILABLE.

THE OVAL IS USED TO RECORD THE CONDITIONAL INPUT TO AN INHIBIT
GATE. IT DEFINES IN STATE OF THE SYSTEM THAT PERMITS AN EVENT
SEQUENCE TO OCCUR, AND MAY EE EITHER NORMAL TO THE SYSTEM OR
BE THE RESULT OF EQUIPMENT FAILURES.

THE HOUSE INDICATES AN EVENT THAT IS NORMALLY EXPECTED TO
OCCUR. FOR EXA.VPLE, IT MAY BE USED TO REPRESENT THE EVENT,
"TIMING PULSES PRESENT." USED STRICTLY FOR DESCRIPTION (i.e.,
WHAT IS GOING ON? ..IN GROUND RULES OF EFFECTS.)

THE TRIANGLES INDICATE TRANSFER SYMBOLS. A LINE FROM THE
APEX OF THE TRIANGLES DENOTES A TRANSFER-IN AND A LINE FROM
THE SIDE DENOTES A TRANSFER-OUT. REFERS TO A WHOLE SUB-
FAULT-TREE REPEATED ELSEWHERE.

THE DOUBLE DIAMOND IS USED IN THE SIMPLIFICATION OF THE FAULT
TREE FOR NUMERICAL EVALUATION. THE EVENT DESCRIBED RESULTS
FROM CAUSES THAT HAVE BEEN DEVELOPED BUT ARE NOT SHOWN ON
A PARTICULAR VERSION OF THE FAULT TREE.

Fig. A2-1. Standardized symbols and symbol definition for fault tree construction.
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2.4 Fault Tree

2.4.1 Fault Tree for "Gross" Events

SYSTEM FAILS TO PROVIDE

CORE SPRAY WHEN REQUIRED

ALTERNATE LEG CALLED UPON AUTOMATIC

ALLY WHEN PREFERRED LEG DOES NOT START

CORRECTLY; SUBSEQUENTLY, ALTERNATE LEG
MAY BE STARTED BY MANUAL CONTROL

NO PUMPAGE FROM

ALTERNATE LEG

ALTERNATE LEG

INOPERATIVE

INLET MOV2 DOES NOT OPEN

SEE EX 2.4.2.

NO PUMPING
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2.4.2 Fault Tree for "Fine Structure" Events

INLET MOV 2 (i.e., LEG 2) DOES NOT OPEN

NO AUTOMATIC INITIATION NO MANUAL INITIATION

CONTROL CIRCUIT

FAILS TO INITIATE

VALVE CLOSURE
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2.5 Decision Tree for Events in Example 2.4.2: "Multiple Outcome" Tree

TIMER AND INTERROGATE CIRCUITS

CONTROL

CIRCUIT

FUSE

j "OPERATOR IN- | |"SYSTEM
TEGRITY": CSL | DEMAND"

1 IN "STANDBY" CONTACT

OTHER

CIRCUIT

ELEMENTSA G H I

INSTRUMENT

POWER AND

BRANCH CIRCUIT

MOTOR

CONTROL

FUSE

MOTOR

CONTROL

CIRCUIT

ELEMENTS

"OPEN"

STARTER

COIL
F

"OPERATOR INTEGRITY" '

BY MANUAL CONTROL J

Ss =[P: AUTOMATIC INITIATION OF MOV-2 OPENING, WHEN REQUIREDj = S4 SB Sc S0 SE SG SH S,
fss: DEGRADED] =[p: MANUAL INITIATION OF MOV-2 OPENING, WHEN REO'D | GIVEN NO AUTO INITIATION]

= bA % ?C S0FE SF % SHSI + SA 3BSCF0 SF SG SHSI

+ Sa S6 Fc SF SGS„ S, + SA FBSF SGS„ S!

<

^-<v

f-<^
<L
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<L <

<n

<fl

<x:

<z

<n

<z

<1

<1

<1

<2
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