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ABSTRACT

This report documents the development of MULTIREGION — a computer model

of regional and interregional socioeconomic development. The MULTIREGION
model interprets the economy of each BEA economic area as a labor market,
measures all activity in terms of people as members of the population
(labor supply) or as employees (labor demand), and simultaneously
simulates or forecasts the demands and supplies of labor in all BEA
economic areas at five-year intervals. In general the outputs of
MULTIREGION are intended to resemble those of the Water Resource Council's
OBERS projections and to be put to similar planning and analysis purposes.

The report has been written at two levels to serve the needs of multiple
audiences. The body of the report serves as a fairly nontechnical over-
view of the entire MULTIREGION project; a series of technical appendixes
provide detailed descriptions of the background empirical studies of
births, deaths, migration, labor force participation, natural resource
employment, manufacturing employment location and local service employment
used to construct the model.
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FOREWORD

The research leading to the MULTIREGION model was sponsored by the National
Science Foundation from 1971 through 1974, and by the ERDA Division of
Technology Overview (formerly the Division of Biomedical and Environmental
Research) from 1974 until present. While under NSF sponsorship, the work
was part of the Regional Environmental Systems Analysis (RESA) Program, an
interdisciplinary effort at ORNL consisting of parallel task teams carry-
ing out investigations into socioeconomic, land-use, ecological, and
sociopolitical topics for a 6500-square-mile region in East Tennessee. In
addition to these efforts, a data management and computational systems
task group provided electronic data processing support. For a complete
list of all documents produced during this period, see Reflections on
Regional Environmental Systems Analysis, ORNL/RUS-26, by C. E. Craven, Jr.

The outputs of the RESA project's socioeconomic task team include a number
of formal and informal papers on varying aspects of regional analysis, but
more importantly provided parameter estimates and techniques for projecting
population and employment. These tools, and the experience gained in
creating them, formed the foundation upon which our current regional pro-
jection system, MULTIREGION, was cast.

In 1974, as the RESA program was nearing completion, ERDA (then the Atomic
Energy Commission) began encouraging the national laboratories to partici-
pate more heavily in socioeconomic assessment research, and it became
apparent that the tools used in the East Tennessee analysis could be easily
and fruitfully extended to the nation as a whole. This has since been
accomplished — the end product is MULTIREGION.

We anticipate that MULTIREGION will prove to be a robust and invaluable
tool within a hierarchy of models operating and planned at ORNL. Because
the model allocates national activity levels, it can be employed to
analyze the implications of alternative national scenarios at the regional
level. We plan during the next year to operate at least one national
model at ORNL to provide flexibility in the development of national
scenarios.

A second major use of MULTIREGION is to drive regional energy demand
forecasts. We believe that for small regions of the nation, levels of
economic activity are prime determinants of energy demand, and we have
developed a subregional energy simulation system that, like MULTIREGION,
can analyze regional implications of national scenarios. This system,
which will be documented in a later publication, requires as input
MULTIREGION (or other) projections of regional population and employment.

Finally, a number of groups, both public and private, have expressed
interest in possible extensions of MULTIREGION to incorporate such vari-
ables as number of households, housing demands, and income distribution
within the projection system. One early request has been to extend the
time frame of the model to 2020 to permit long-term simulations for ERDA



policy purposes. We believe such extensions are both possible and desir-
able and will provide a firm basis for entertaining a wide range of
questions concerning energy and other national policies at the regional
level.

Over the past four years all authors of this document, with the exception
of G. W. Westley (Computer Sciences Division), have been affiliated with
the Regional Economic Group of the Energy Division. Present affiliations
of non-ORNL authors are: R. J. Olsen, Senior Research Associate, Charles
River Associates, Inc.; H. W. Herzog, Jr., Assistant Professor of Economics
and Consultant, University of Tennessee and Energy Division, ORNL respec-
tively; L. G. Bray, Economist, Tennessee Valley Authority; S. T. Grady,
Staff Economist, Science Applications, Inc.; and R. A. Nakosteen,
Consultant, Tennessee Valley Authority.

David J. Bjornstad, Leader
Regional Economic Analysis
Energy Division

Oak Ridge National Laboratory
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1. INTRODUCTION

It has often been said that there are no simple solutions, only intelli-
gent choices. The socioeconomic analysis described in this report will

not produce quick or simple solutions; it is intended, however, to make

a modest contribution to intelligent choices.

For more than a decade there has been a growing recognition of the need
for a national/regional impact accounting system that would apply con-
sistent measures and procedures across functionally defined regions to
evaluate the interregional trade-offs and disglacements caused by policies
and projects of national and regional origin. We have tried to make a
contribution to some of these common needs of public and private agencies
by building upon their accumulated accomplishments and those of many
skilled regional scientists, economists, and demographers. The result

is a computer model of regional and interregional socioeconomic develop-
ment — MULTIREGION — which interprets the economy of each BEA economic
area as a labor market, measures all activity in terms of people as
members of the population or as employees, and simultaneously simulates
or forecasts the demands and supplies of labor in all BEA economic areas
at five-year intervals. In general the outputs of MULTIREGION are
intended to resemble those of the Water Resources Council's OBERS pro-
jections? and to be put to similar planning and analysis uses.

This research has been supported by the NSF-RANN program from 1971
through 1974 and by the ERDA Division of Technology Overview since July
1974 for public use. This document represents one aspect of a concerted
effort to make these results available to as broad a user community as
possible. This chapter summarizes our perceptions of user needs, the
basic outlines of the methodology developed, some apparent requirements
for technology transfer, and the plan of the remainder of this document.

1.1 USER NEEDS: THE CHALLENGE

It may appear trite to note that the economy of the nation at any one
point in time is equal to the sum of the economies of its constituent
regions. But, much economic policy making at the national level tends

to proceed with insufficient attention to the fact that all areas do not
respond equally to national stimuli. At the local level, decision making
appears so diffuse that most of the actors tend to proceed as though
their regions and agencies are relatively independent of occurrences in
nearby areas. In fact, the participants at most levels recognize that
regional systems are highly interdependent but they have simply not

had the tools available that would allow them to come to realistic grips
with questions of interregional trade-offs and displacements. Hence, the
growing recognition of the need for a national/regional impact accounting
system. Pending the development of such a system or systems, numerous
private and public agencies proceed with economic policy analysis,
physical and human resource planning, and numerous investments from

a base of weak regional information.
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An initial effort to better understand the information needs of regional
decision makers seemed to indicate that most frequently they sought
information on population, labor force, employment, industrial activity,
and income.? From these data they appeared to be quite content to use
relatively simple multipliers, ratios, or participation rates to derive
numerous measures of natural, physical, and human resource requirements and
impacts. Upon closer examination the core information requirements appear
to be accurate and sufficiently detailed furecasts of regional population
and employment, central requirements are forecasts of manpower, income,
numbers of households, energy, etc., and peripheral requirements are
forecasts of conditions that are almost unique to each application.

Another dimension of the information needs of regional decision makers
concerns the uses to which the information may be put. Some regional
questions deal with "What are conditions now?" or 'What are conditions

likely to be in the future if present circumstances continue to prevail?',
while other questions deal with '"What if ...?" For example, what if we

build a new road or give a tax subsidy to industry? In general, the first

set of questions could be addressed with information developed from relatively
simple extrapolations of past trends, while the second ''what if' set requires
information based on some understanding of the structure of regional and
interregional economic processes.

1.2 MULTIREGION: OUR RESPONSE

Our response to these information needs of regional decision makers has
been to approach the core requirements through the creation of a socio-
economic computer model — MULTIREGION — to forecast and simulate regional
demographic and economic activity in terms of population and employment
within the context of given national control totals.

We began by selecting those theoretical elements necessary to view a
region's economy as a labor market (Fig. 1.1).“% Basically, a region's
labor supply may be affected through changes in mortality, fertility,
migration, and labor participation while its labor demand may be affected
through changes in its attractiveness as a location for natural-resource-
based industries, manufacturing, and local service industries. Labor
market equilibrating forces are imbedded in the sensitivities of each of
these components of labor supply and demand to regional and interregional
socioeconomic conditions.

Next, these labor market concepts and sensitivities were quantified by
applying regression analysis techniques to existing Census of Population
socioeconomic accounts aggregated to BEA economic areas — mutually
exclusive functional economic areas that include the total land area and
population of the United States (Fig. 1.2).5 Interregional interdependence
has been built into many of these analyses through the inclusion of
measures of access to interregional markets by truck transportation. While
the lack of appropriate regional data has at times constrained the endeavor,
the results that have emerged do seem to form a meaningful and operational
representation of regional and interregional labor market processes.
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Finally, these empirical results for mortality, fertility, interregional
migration, labor force participation, natural-resource-based employment,
manufacturing employment, and local service employment have been assembled
into a computer program or model of regional and interregional labor market
equilibrating processes — a firm basis for extrapolations from the past and
present to future regional socioeconomic conditions and impacts. MULTIREGION
provides values for employment by 37 industry groups, population by 32 age
and sex cohorts, and labor force by 16 age and sex cohorts for the U.S. as

a whole (exogenously given) and each of the 173 BEA economic areas at
five-year intervals.

At this time, MULTIREGION exists as a very active experiment in regional
and interregional analysis. We hope it will continue to exist and evolve
over time but the extent to which it does and the directions in which the
experiment may move depends on its utility to a variety of user communities.

1.3 TRANSFER OF TECHNOLOGY

A major goal of most government-supported research and development projects
is that the results be communicated to and used by as broad an audience

as possible. We have found the transfer of technology to a large user
community to be much more difficult, expensive, and time-consuming than
could be imagined beforehand. From our experiences the ingredients
necessary for a successful transfer to a substantial user community should
include at least (1) a clear and complete documentation of research results
and computer programs, (2) readily available data sets and computer programs
to replicate and revise empirical results, (3) relatively simple computer
codes and data bases designed for the modest computing facilities generally
available to the user community, plus (4) much time and patience.

It is hoped that the present documentation of MULTIREGION will satisfy

the first requirement. All data bases used in the background empirical
analyses as well as the data bases and computer codes required to use
MULTIREGION are being made available to the general public on a cost
reimbursable basis through the Regional and Urban Studies Information
Center of Oak Ridge National Laboratory. The MULTIREGION computer code
has been written in FORTRAN IV, level H for use on IBM equipment with

550k bytes of core storage available, two tape drives, and one disc storage
unit; computing facilities of these general dimensions are usually avail-
able at most state universities and public agencies. At this point we

can neither assess the amount of time and patience required for successful
technology transfer nor ensure their presence in the required amounts.

1.4 THE PLAN OF THIS BOOK

There has been a deliberate attempt to write this report at two levels
to serve the needs of multiple audiences. The body of the report has been
written at a fairly nontechnical level to serve as an overview of the
entire MULTIREGION project; a series of technical appendixes have been
included as detailed descriptions of the background empirical studies used
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to construct MULTIREGION. It is expected that the general reader and
most potential users will be able to follow the discussions through
essentially all chapters and that the most interested technical reader
will have the fine details of the technical appendixes at his or her dis-
posal.

In the chapters that follow, this report attempts to: (1) introduce the
concept of functional economic areas, in general, and BEA economic areas,

in particular; (2) describe the regional projections systems that are
generally available to the public at the time of this writing; (3) enumerate
the individual decisions that together have formed the general research
strategy of this project; (4) highlight some of the dimensions of MULTIREGION
including the general computational steps required to reconcile regional
labor supplies and demands; (5) summarize the empirical results for each

of the components of the population and employment sectors; (6) specify

the precise requirements and procedures for using the model; (7) describe

a possible national future; (8) present a possible regionalization of that
national future; and (9) suggest some possible implications of our experiences
for future research and development in interregional socioeconomic processes.

REFERENCES FOR CHAPTER 1
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Alonso, '""Balanced Growth: Definitions and Alternatives,' September
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BEA economic areas were defined by the Office of Business Economics
(now the Bureau of Economic Analysis) of the U.S. Department of
Commerce in 1969 and are finding increasing use as a geographic grid
for regional economic analysis.



2. THE REGIONAL SETTING: BEA ECONOMIC AREAS

Because regional economic systems are very complex and interdependent,
careful attention must be paid to the selection of spatial and theo-
retical perspectives that might illuminate the most important processes

at work. BEA economic areas were selected as our spatial perspective
because regional scientists are increasingly of the opinion that func-
tional economic areas (FEA's) are the most useful geographic units for

both regional economic analysis and policy prescription. The selection

of the BEA economic areas as the spatial units of analysis very naturally
led to a theoretical perspective that views the economy of each region as a
labor market.

This chapter begins with a brief review of the definition of functional
economic areas, in general, and of BEA economic areas, in particular.
Then, selected population, labor force and employment characteristics
of BEA areas are described to reinforce the labor market perspective.

2.1 FUNCTIONAL ECONOMIC AREAS AND THE DEFINITION OF BEA ECONOMIC AREAS

Three broad types of regions can be distinguished: homogeneous regions
(e.g., State Economic Areas or Standard Metropolitan Statistical Areas,
SMSA's], nodal regions (e.g., BEA Economic Areas or functional economic
areas), and planning regions (e.g., Economic Development Districts,
states, or municipalities). Wh11e a high degree of correlation of
behavior among its various parts is basic to the idea of a region,?

it is the cause of the correlation which varies among these three types
of regions. Firstly, it is the uniformity of characteristics among

the component subregions that defines a homogeneous region; the uni-
formity of terrain, climate, industry mix, income level, or population
density can be used to bind the component subregions together. Secondly,
it is a complementarity of function between component subregions
(especially between the core and periphery) that is used to define a
nodal region; the complementarity of place of residence, place of work,
and place of shopping ties the subregions together. Finally, it is the
uniformity of public decision-making procedures that defines a planning
region; a common set of administrative procedures, officials, and
regulations binds the subregions together.

The functional interdependencies within nodal regions "are most clearly
visible as flow phenomena — flows of population, goods and services,
communications and traffic'" with the heaviest flows tending to polarize
toward .and from one or two dominant centers, which are usually large
cities.?® The fundamental forces of transfer costs, scale economies, and
density of market which may vary by industry, space, and time have led
to a central-place theory"* which suggests the partitioning of space into
a hierarchy of trading areas. Each step up in the hierarchy involves

a more complex mix of trading activities with greater emphasis on the
most specialized urban activities. The urban center depends on the

2-1
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periphery as a source of demand for its more specialized goods and
services (e.g., elaborate medical procedures), while the periphery
depends on the urban center as its source of supply of these more spe-
cialized activities. Simultaneously, both the urban center and the
periphery supply their own local areas with less specialized goods
(e.g., groceries). The recognition of the fundamental importance of
these functional interdependencies within and between nodal regions has
led to increased research into the delineation of functional economic
areas as a necessary first step in developing a viable regional devel-
opment strategy for subnational areas of the United States.®

With strong impetus provided by the work of Karl Fox and Brian Berry,
the task of defining functional economic areas (FEA's) of the U.S. has
evolved through many useful stages. With the explicit assumption that
""the scarcest commodity is time' and as a consequence that ''people tend
to arrange themselves into concentric circles around the center of their
labor market areas, with 'distances' from the center measured in terms
of minutes,'® Fox and Kumar defined fairly mutually exclusive FEA's

for the state of Iowa. Choosing the central city to be an SMSA or a
city of 50,000 or more persons, the Iowa FEA's were delineated on the
basis of "one hour's driving time, which approaches the outer limit of
the home-to-work commuting radius for workers employed in the central
city."7 Actual commuting patterns (from the 1960 Census of Population)
and the existence of a consistent hierarchy of retail trade areas within
Iowa gave strong support to the delineation of FEA's on the simplified
basis of one hour's driving time.

The major thrust of Fox's work has been that FEA's, which can be meaning-
fully defined, "should be used explicitly for analyzing and implementing
economic development programs of a type which rely heavily on local
initiative and local recognition of mutual interests."® Furthermore,

he believes the analytical use of other spatial units, such as the county,
SMSA's, or State Economic Areas (SEA's), "impede(s) our understanding

of spatial economic organization."

A specific contribution of Berry to the evolution of FEA's was the
application of commuting patterns to delineate the apparent functional
regionalization of the U.S. in 1960. Defining a functional economic
area to be "all those counties within a labor market for which the
proportion of resident workers commuting to a given central count¥
exceeds the proportion commuting to alternative central counties" 0
and using SMSA's, cities of 50,000 or more residents, and some regional
centers of less than 50,000 as FEA central cities, Berry found that
350 FEA's so defined included 96 percent of the total U.S. population
in 1960. In addition, Berry has suggested that FEA's that have con-
siderable amounts of inter-area commuting could be clustered into
"consolidated urban regions."

By starting with something like Berry's 350 FEA's it was likely that
compromises and adjustments could produce a set of mutually exclusive
areas that account for the total area and population of the U.S. In
fact, in the latter half of the 1960's the Regional Economic Division
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of the Office of Business Economics (OBE — now the Bureau of Economic
Analysis), U.S. Department of Commerce delineated functional economic
areas to facilitate its program of regional measurement, analysis, and
projection of economic activity. Preliminary definition of these economic
areas was completed in September 1967, and a revised map dated January
1969 (see Fig. 1.2) shows 173 mutually exclusive functional economic

areas that cover the whole of the continental U.S. (171) plus Alaska

and Hawaii. A list of BEA area names is included in Table 2.1.

As with Berry's study, the OBE relied heavily on commuting patterns
data from the 1960 Census of Population to delineate their FEA's. The
mechanical procedures used were the following:

First, economic centers were identified. Standard metropolitan
statistical areas were chosen where possible. Each SMSA has a
large city at its center which serves both as a wholesale and
retail trade center and as a labor market center. However, not
all SMSA's were made centers of economic areas because some are
integral parts of larger metropolitan complexes. The New York
City area, for instance, encompasses not only the New York City
SMSA but also Jersey City, Newark, Patterson-Clifton-Passaic,
Stanford, Norwalk and Bridgeport SMSA's. The Seattle economic
area includes Seattle-Everett and the Tacoma SMSA's. 1In rural
parts of the country, where there were no SMSA's, cities of from
25,000 to 50,000 population were utilized as economic centers
provided that two other criteria were met. These other criteria
were: (1) that the city form a wholesale trade center for the
area, and (2) that the area as a whole have a population minimum
of about 200,000 people. (There are some exceptions to the size
criteria in sparsely populated areas.) After identifying economic
centers, intervening counties were allocated to the centers.
This assignment was made on the basis of comparative time and
distance of travel to the economic centers, the journey to work
pattern around the economic centers, the interconnection between
counties because of journey to work, the road network, the linkage
of counties by such other economic ties as could be found, and
certain geographic features.

In places where the commuting pattern of adjacent economic centers
overlap, counties were included in the economic area containing
the center with which there was the greatest commuting connection.
In the case of cities where the commuting pattern overlapped to a
great degree, no attempt was made to separate the two cities;
instead, both were included in the same economic area.

In the more rural parts of the country, the journey to work infor-
mation was insufficient to establish boundaries of the economic
areas. In these areas, distance of travel to the economic centers
was the major determinant.ll



BEA
Number

[ N N

BEA area name*

Bangor, Maine

pPortland, Maine
Burlington, Vt.

Boston, Mass.

Hartford, Conn.
Albany-Schenectady-Troy, N.Y.
Syracuse, N.Y.
Rochester, N.Y.

Buffalo, N.Y.

Erie, Pa.

Williamsport, Pa.
Binghamton, N.Y.-Pa.
Wilkes-Barre-Hazleton, Pa.
New York, N.Y.
Philadelphia, Pa.-N.J.
Harrisburg, Pa.
Baltimore, Md.
Washington, D.C.-Md.-Va.
Staunton, Va.

Roanoke, Va.

Richmond, Va.
Norfolk-Portsmouth, Va.
Raleigh, N.C.
Wilmington, N.C.

Greensboro-Winston-Salem-High Point, N.C.

Charlotte, N.C.
Asheville, N.C.
Greenville, S5.C.
Columbia, S.C.
Florence, S.C.
Charleston, S5.C.
Augusta, Ga.

Savannah, Ga.
Jacksonville, Fla.
Ortando, Fla.

Miami, Fla.

Tampa-St. Petersburg, Fla.
Tallahassee, Fla.
Pensacola, Fla.
Montgomery, Ala.
Albany, Ga.

Macon, Ga.

Columbus, Ga.-Ala.
Atlanta, Ga.
Birmingham, Ala.
Memphis, Tenn.-Ark.
Huntsville, Ala.
Chattanooga, Tenn.-Ga.
Nashville, Tenn.
Knoxville, Tenn.
Bristol, Va.-Tenn.
Huntington-Ashland, W. Va.-Ky.-Ohio
Lexington, Ky.
Louisville, Ky.-Ind.
Evansville, Ind.-Ky.
Terre Haute, Ind.
Springfield, I11.
Champaign-Urbana, I11.

BEA

Number

59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116

Table 2.1. BEA area name list

BEA area name*

Lafayette-West Lafayette, Ind.

Indianapolis, Ind.
Muncie, Ind.
Cincinnati, Ohio-Ky.-Ind.
Dayton, Ohio

Columbus, Ohio
Clarksburg, W. Va.
Pittsburgh, Pa.
Youngstown-Warren, Ohio
Cleveland, Chio

Lima, Ohic

Toledo, Ohio

Detroit, Mich.

Saginaw, Mich.

Grand Rapids, Mich.
Lansing, Mich.

Fort Wayne, Ind.

South Bend, Ind.
Chicago, I11.

Peoria, I11.

Davenport-Rock Island-Moline, Towa-I1l.

Cedar Rapids, lIowa
Dubuque, lowa
Rockford, Il1.
Madison, Wis.
Milwaukee, Wis.

Green Bay, Wis.
Wausau, Wis.
Duluth-Superior, Minn.-Wis.
Eau Claire, Wis.

La Crosse, Wis.
Rochester, Minn.
Minneapolis-St. Paul, Miun.
Grand Forks, N.D.
Minot, N.D.

Great Falls, Mont.
Billings, Mont.
Bismarck, N.D.
Fargo-Moorhead, N.D.-Minn.
Aberdeen, S.D.

Sioux Falls, S5.D.
Rapid City, S.D.
Scottsbluff, Neb.
Grand Island, Neb.
Sioux City, Iowa-Neb.
Fort Dodge, Iowa
Waterloo, Iowa

Des Moines, lowa
Omaha, Neb.-lowa
Lincoln, Neb.

Salina, Kans.

Wichita, Kans.

Kansas City, Mo.-Kans.
Columbia, Mo.

Quincy, I11.

St. Louis, Mo.-I1t.
Paducah, Ky.
Springfield, Mo.

*Areas are named for the largest SMSA or, where there is no SMSA, for the largest city.

A map of BEA areas appears on page ,-L’u

BEA
Number

117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173

BEA area name*

Little Rock-North Little Rock, Ark.
Fort Smith, Ark.-Okla.
Tulsa, Okla.
Oklahoma City, Okla.
Wichita Falls, Tex.
Amarillo, Tex.
Lubbock, Tex.
Odessa, Tex.
Abilene, Tex.
San Angelo, Tex.
Dallas, Tex.
Waco, Tex.
Austin, Tex.
Tyler, Tex.
Texarkana, Tex.-Ark.
Shreveport, La.
Monroe, La.
Greenville, Miss.
Jackson, Miss.
Meridian, Miss.
Mobile, Ala.
New Orleans, la.
Lake Charles, La.
Beaumont-Port Arthur-Orange, Tex.
Houston, Tex.
San Antonio, Tex.
Corpus Christi, Tex.
Brownsville-Harlingen-San Benito, Tex.
El Paso, Tex.
Albuquerque, N.M.
Pueblo, Colo.
Denver, Colo.
Grand Junction, Colo.
Cheyenne, Wyo.
Salt Lake City, Utah
Idaho Falls, ldaho
Butte, Mont.
Spokane, Wash.
Seattle-Everett, Wash.
Yakima, Wash.
Portland, Ore.-Wash.
Eugene, Ore.
Boise City, Idaho
Reno, Nev.
Las Vegas, Nev.
Phoenix, Ariz.
Tucson, Ariz.
San Diego, Calif.
Los Angeles-Llong Beach, Calif.
Fresno, Calif.
Stockton, Calif.
Sacramento, Calif.
Redding, Calif.
Eureka, Calif.
San Francisco-Oakland, Calif.
Anchorage, Alaska
Honolulu, Hawaii

v-C
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For a number of reasons, these BEA Economic Areas seem destined for a
lifetime at least as useful and durable as that already experienced

by SMSA's. First, BEA areas have been delineated for the entire United
States whereas FEA's as defined by others have usually covered only a
portion of the nation. Second, BEA areas incorporate many of the
criteria often suggested for FEA delineation. Third, BEA areas have been
used by the Regional Economics Division of BEA and the Economic Research
Service of the U.S. Department of Agriculture in a joint venture in
regional measurement, analysis, and projection of economic activity for
the U.S. Water Resources Council.!? In the process BEA's county personal
income, employment, and population estimates have been cumulated to

BEA areas and published with the likelihood that regional scientists

will use these data and demand more on the same spatial grid for some
time to come. Fourth, the BEA is currently attempting to implement a
"National-Regional Impact Evaluation System' which will essentially be

a simulation model of the macro economy of BEA areas.!3 Finally, the
Bureau of the Census has published the Public Use Samples of Basic
Records from the 1970 Census by 'County Groups' which are very closely
related to BEA areas. The nation has been divided into areas and sub-
areas called "county groups' where ''the 'areas' delineated correspond

to economic areas designated by the Bureau of Economic Analysis (formerly
the Office of Business Economics), Regional Economics Division [or
occasionally combinations of related economic areas where necessary to
meet (minimum of 250,000) population criteria]."* All of these charac-
teristics and applications of BEA areas have strongly influenced our
choice of this spatial unit of analysis.

2.2 POPULATION

Because they have been defined in large part on the basis of minimum
commuting across boundaries, each BEA economic area tends to encompass
the place of work and place of residence of its labor force and, thereby,
qualifies as a labor market. Perhaps the best way to introduce BEA areas
is to maintain the labor market perspective to describe significant
patterns of population, labor force, and employment .13

2.2.1 Population size

The most natural starting point is population size. As the frequency
distribution in Table 2.2 indicates, BEA areas range in size from about
100,000 persons to in excess of 10,000,000. More precisely, in 1970
BEA 101 — Scotts Bluff, Nebraska — was the smallest with a population
of 105,000 while BEA 14 — New York — was the largest with 18,272,000.
Obviously, most BEA areas lie in between these extremes — especially
in the 300,000 to 2,000,000 range (125 areas) — but the largest areas
do dominate the nation. For example, the New York area alone accounts
for 9% of the nation's population and the ten largest account for 35%.
BEA areas may be interpreted as labor markets but they are clearly

of substantially different sizes.
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Population size distributions of BEA areas
1950, 1960, and 1970

Number of BEA areas

Population size 1950 1960 1970
Over 10,000,000 1 1 2
5,000,000 — 9,999,999 4 4 5
3,000,000 — 4,999,999 3 4 4
2,000,000 — 2,999,999 4 7 11
1,000,000 — 1,999,999 23 29 34

500,000 — 999,999 48 48 45

400,000 — 499,999 23 25 21

300,000 — 399,999 29 26 25

250,000 — 299,999 12 8 10

200,000 — 249,999 12 12 9

150,000 — 199,999 6 5 2

100,000 — 149,999 6 4 5

50,000 — 99,999 _2 _ 0 _ 0
Total 173 173 173
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Turning to population growth, which may be simply thought of as an

added dimension of size, the compound annual population growth rates for
the periods 1950-1960, 1960-1970, and 1970-1973 for each BEA area have
been compiled in Table 2.3. By simply scanning this table, the substan-
tial unevenness of growth over time and space becomes apparent. For
example, four BEA areas that were growing more rapidly than the nation
during the 1950's have actually lost population during the early 1970's —
Cleveland, OH; Rockford, IL; Wichita, KS; and Seattle, WA. At the other
extreme, thirteen BEA areas that were losing population in the 1950's
have grown more rapidly than the nation during the early 1970's —
Knoxville, TN; Bristol, VA-TN; Huntington and Clarksburg, WV; Lexington
and Paducah, KY; Grand Forks, ND; Columbia and Springfield, MO;

Tyler and Texarkana, TX; Little Rock, AR; and Fort Smith, AR-OK. While
there are certainly more moderate examples, these extremes do illustrate
the possibility that sharp reversals in regional growth can occur within
relatively short periods of time.

Figures 2.1, 2.2, and 2.3 add visual reinforcement to these growth
reversals as well as help to identify the regions of most persistent
growth and decline. For example, growth has been rapid and continuous
in most areas of the West, Southwest, central Texas and Florida but
negative or slow in broad areas of the remainder of the nation. While
some exceptions to slow growth have appeared over time in scattered
locations in the upper Great Lakes region and in the vicinity of
Washington, D.C., the most widespread improvement during the 1970-1973
period occurred throughout the interior South.

2.2.2 Population composition

Because the components of population change — fertility, mortality,

and migration — tend to be age and sex specific, the nature and sources
of growth usually affect population composition which further influences
the nature of subsequent change. This idea may be illustrated through
use of population age and sex pyramids, graphic forms that dramatize

an important dimension of population composition while standardizing

for size. In particular, consider the 1970 age and sex pyramids of

BEA areas 13, 18, and 37 (Fig. 2.4) where the outline of the nation's
pyramid has been superimposed to emphasize regional deviationms.

BEA 13, Wilkes Barre-Hazelton, PA, is representative of regions

that have experienced periods of sustained absolute decline or rates

of growth below the national average; the result is an over abundance of
older persons (45 years old and above), an absence of children, and a
shortage of young adults (20 to 35 year olds). BEA 18, Washington, D.C.,
is representative of regions that have experienced periods of sustained
above average growth; the result is an abundance of young adults, middle
aged persons, and children (sometimes), and a shortage of older persons.
This same pattern is present for other rapidly growing areas such as
Dallas, Houston, Atlanta, Las Vegas, Sacramento, etc.
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Table 2.3. Annual compound population growth rates
for BEA areas: 1950-60, 1960-70, 1970-73

BEA Population (thous.) Annual compound growth rate
No. 1950 1960 1970 1973 50-60 60-70 70-73
1 311 337 321 334 0.8 -0.5 1.3
2 653 691 740 771 0.6 0.7 1.4
3 435 449 502 524 0.3 1.1 1.4
4 5173 5668 6338 6520 0.9 1.1 0.9
5 2078 2542 2966 3034 2.0 1.6 0.8
6 1130 1239 1332 1385 0.9 0.7 1.3
7 1167 1342 1445 1468 1.4 0.7 0.5
8 722 851 1016 1020 1.7 1.8 0.1
9 1499 1736 1789 1808 1.5 0.3 0.4
10 411 444 459 475 0.8 0.4 1.1
11 387 405 419 431 0.5 0.3 1.0
12 660 725 765 774 0.9 0.5 0.4
13 756 689 692 707 -0.9 0.0 0.8
14 14161 16406 18272 18277 1.5 1.1 0.0
15 5502 6481 7281 7409 1.7 1.2 0.6
16 1425 1581 1723 1782 1.0 0.9 1.1
17 1925 2348 2670 2744 2.0 1.3 0.9
18 1655 2260 3090 3224 3.2 3.2 1.4
19 337 361 395 412 0.7 0.9 1.5
20 717 768 831 856 0.7 0.8 1.0
21 784 889 1009 1033 1.3 1.3 0.8
22 839 1056 1232 1248 2.3 1.6 0.4
23 1351 1479 1621 1677 0.9 0.9 1.1
24 373 448 482 499 1.8 0.7 1.2
25 864 1016 1142 1188 1.6 1.2 1.3
26 1138 1285 1489 1556 1.2 1.5 1.5
27 357 359 391 405 0.1 0.9 1.1
28 677 741 817 870 0.9 1.0 2.1
29 469 551 610 643 1.6 1.0 1.7
30 397 406 400 418 0.2 -0.1 1.4
31 290 368 430 452 2.4 1.6 1.7
32 379 422 461 454 1.1 0.9 -0.5
33 366 403 417 417 1.0 0.3 -0.1
34 662 882 1051 1136 2.9 1.8 2.6
35 302 648 941 1066 7.9 3.8 4.2
36 775 1644 2430 2727 7.8 4.0 3.9
37 697 1299 1797 2129 6.4 3.3 5.8
38 255 310 344 373 2.0 1.0 2.7
39 204 313 382 411 4.3 2.0 2.5
40 667 669 686 709 0.0 0.3 1.1
41 438 453 460 480 0.3 0.2 1.4
42 436 469 496 507 0.7 0.6 0.8
43 425 462 488 471 0.8 0.6 -1.1
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Table 2.3 (cont'd.)

BEA Population (thous.) Annual compound growth rate
No. 1950 1960 1970 1973 50-60 60-70 70-73
44 1469 1793 2296 2467 2.0 2.5 2.4
45 1620 1680 1725 1775 0.4 0.3 1.0
46 1578 1613 1700 1757 0.2 0.5 1.1
47 498 552 671 693 1.0 2.0 1.1
48 604 650 718 764 0.7 1.0 2.1
49 1191 1280 1426 1512 0.7 1.0 2.0
50 894 876 904 964 -0.2 0.3 2.1
51 823 786 762 796 -0.5 -0.3 1.5
52 1525 1422 1309 1352 -0.7 -0.8 1.1
53 734 708 753 797 -0.4 0.6 1.9
54 900 1087 1220 1238 1.9 1.2 0.5
55 756 747 771 788 -0.1 0.3 0.8
56 254 250 252 255 -0.2 0.1 0.3
57 437 471 490 496 0.8 0.4 0.4
58 313 354 390 391 1.2 1.0 0.1
59 205 227 250 255 1.0 1.0 0.6
60 1107 1384 1613 1659 2.3 1.5 1.0
61 434 501 551 561 1.4 1.0 0.6
62 1440 1744 1889 1911 1.9 0.8 0.4
63 785 1002 1159 1165 2.5 1.5 0.2
64 1275 1552 1763 1826 2.0 1.3 1.2
65 377 333 326 344 -1.2 -0.2 1.8
66 3588 3749 3716 3714 0.4 -0.1 -0.0
67 633 749 770 783 1.7 0.3 0.5
68 3140 3898 4255 4210 2.2 0.9 -0.4
69 228 259 276 282 1.3 0.6 0.8
70 816 967 1054 1080 1.7 0.9 0.8
71 3652 4582 5207 5244 2.3 1.3 0.2
72 585 698 798 845 1.8 1.3 1.9
73 831 990 1124 1170 1.8 1.3 1.4
74 727 889 1034 1051 2.0 1.5 0.6
75 440 517 597 612 1.6 1.4 0.9
76 562 681 747 763 1.9 0.9 0.7
77 6039 7323 8193 8280 1.9 1.1 0.4
78 518 572 628 656 1.0 0.9 1.5
79 497 552 605 611 1.1 0.9 0.3
80 244 288 330 336 1.7 1.4 0.7
81 280 292 301 312 0.4 0.3 1.2
82 397 492 560 556 2.2 1.3 -0.2
83 325 377 455 473 1.5 1.9 1.3
84 1489 1848 2066 2110 2.2 1.1 0.7
85 759 831 926 961 0.9 1.1 1.2
86 307 322 350 371 0.5 0.8 2.0
87 417 449 429 433 0.7 -0.5 0.4
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Table 2.3 (cont'd.)

Population (thous.) Annual compound growth rate
BEA
No. 1950 1960 1970 1973 50-60 60-70 70-73
88 205 205 219 237 0.0 0.7 2.6
89 254 257 269 279 0.1 0.5 1.2
90 200 230 245 254 1.4 0.6 1.3
91 2164 2528 2935 3015 1.6 1.5 0.9
92 229 223 220 233 -0.3 -0.1 1.9
93 178 189 182 185 0.6 -0.4 0.6
94 187 226 222 231 1.9 -0.2 1.3
95 213 245 246 258 1.4 0.1 1.5
96 147 149 144 147 0.1 -0.3 0.7
97 338 342 335 344 0.1 -0.2 0.9
98 151 142 132 135 -0.6 -0.7 0.7
99 360 372 365 368 0.3 -0.2 0.3
100 208 237 231 243 1.3 -0.3 1.6
101 114 116 105 104 0.1 -1.0 -0.4
102 336 322 323 329 -0.4 0.0 0.5
103 480 467 454 460 -0.3 -0.3 0.5
104 282 280 266 269 -0.1 -0.5 0.4
105 401 427 426 434 0.6 -0.0 0.7
106 728 759 782 812 0.4 0.3 1.3
107 631 720 794 847 1.3 1.0 2.2
108 301 320 323 336 0.6 0.1 1.2
109 376 379 349 349 0.1 -0.8 0.0
110 600 735 728 720 2.1 -0.1 -0.3
111 1773 2049 2249 2314 1.5 0.9 1.0
112 370 367 397 413 -0.1 0.8 1.3
113 299 301 299 297 0.0 -0.1 -0.2
114 2582 2945 3248 3242 1.3 1.0 -0.1
115 628 580 558 582 -0.8 -0.4 1.4
116 836 791 830 889 -0.6 0.5 2.3
117 777 771 864 928 -0.1 1.1 2.4
118 288 252 289 304 -1.3 1.4 1.7
119 814 891 1014 1055 0.9 1.3 1.3
120 999 1040 1156 1223 0.4 1.1 1.9
121 425 460 455 454 0.8 -0.1 -0.1
122 367 451 437 445 2.1 -0.3 0.6
123 251 326 328 343 2.7 0.1 1.4
124 207 337 319 321 5.0 -0.6 0.2
125 290 290 264 272 0.0 -0.9 1.0
126 134 126 124 127 -0.6 -0.1 0.6
127 1574 2063 2736 2799 2.7 2.9 0.8
128 351 374 403 447 0.6 0.8 3.5
129 416 452 559 631 0.8 2.2 4.1
130 537 518 553 587 -0.4 0.7 2.0
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Table 2.3 (cont'd.)

Population (thous.) Annual compound growth rate

BEA

No. 1950 1960 1970 1973 50-60 60-70 70-73
131 364 315 329 345 -1.4 0.4 1.6
132 392 445 453 462 1.3 0.2 0.7
133 481 515 532 547 0.7 0.3 0.9
134 614 556 506 498 -1.0 -0.9 -0.5
135 464 489 510 526 0.5 0.4 1.0
136 418 402 393 404 -0.4 -0.2 1.0
137 525 664 724 759 2.4 0.9 1.6
138 1529 1884 2148 2232 2.1 1.3 1.3
139 531 655 748 764 2.1 1.3 0.7
140 297 373 394 397 2.3 0.5 0.3
141 1246 1758 2362 2519 3.5 3.0 2.2
142 845 1065 1229 1312 2.3 1.4 2.2
143 403 495 516 547 2.1 0.4 2.0
144 320 369 355 401 1.4 -0.4 4.2
145 440 646 681 730 3.9 0.5 2.4
146 358 500 572 634 3.4 1.4 3.5
147 347 424 509 561 2.0 1.8 3.3
148 838 1169 1523 1687 3.4 2.7 3.5
149 176 239 251 271 3.1 0.5 2.5
150 183 221 229 242 1.9 0.3 1.9
151 712 901 1061 1158 2.4 1.7 2.9
152 252 286 300 321 1.3 0.5 2.3
153 198 213 234 243 0.7 1.0 1.2
154 566 659 687 715 1.5 0.4 1.4
155 1532 1879 2363 2340 2.1 2.3 -0.3
156 365 398 406 418 0.9 0.2 1.0
157 1186 1348 1637 1737 1.3 2.0 2.0
158 362 458 541 584 2.4 1.7 2.6
159 205 241 265 294 1.7 0.9 3.5
160 104 150 206 233 3.8 3.2 4.2
161 86 166 317 353 6.7 6.7 3.7
162 541 945 1316 1523 5.7 3.4 5.0
163 207 357 454 533 5.6 2.4 5.5
164 556 1033 1357 1469 6.4 2.8 2.7
165 5160 8087 10436 10628 4.6 2.6 0.6
166 737 916 1036 1070 2.2 1.2 1.1
167 434 537 643 670 2.2 1.8 1.4
168 538 854 1089 1178 4.7 2.5 2.7
169 130 153 176 189 1.6 1.4 2.3
170 82 132 121 126 4.9 -0.8 1.3
171 2945 4001 5090 5267 3.1 2.4 1.1
172 128 226 300 330 5.8 2.9 3.2
173 499 632 768 832 2.4 2.0 2.7
Total 151870 179322 203794 209832 1.7 1.3 1.0
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Fig. 2.4. 1970 population age and sex pyramids

for BEA economic areas #13, #18, and #37.
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In contrast to the normal pattern of sustained rapid growth, the pyramid
for BEA 37, Tampa-St. Petersburg, FL, represents the results of a very
special or selective type of sustained growth. The movement of retirees
to Florida's mild climate has resulted in an extreme abundance of persons
aged 55 and above and a shortage in all other age groups. Where the
cause of growth has been similarly age selective, e.g., colleges and
universities or Armed Forces bases, appropriately abnormal population
compositions result. However, it is interesting to note that the move-
ments of retirees to the mild and arid Southwest and West must have been
only a small part of the overall migratory streams to those areas because
the population pyramids of places like Tucson and Phoenix closely resemble
that of Washington, D.C.

While there are other dimensions to population composition, such as
education, income, and race, these examples have focused on age because
the components of population change are usually very age selective. As
a result of past growth, there are substantial differences in population
composition among BEA areas that will influence the nature of future
population changes.

2.3 LABOR FORCE

The labor force is usually defined to include employed persons plus
unemployed persons actively looking for work.l® There are substantial
differences among BEA areas in the relative size and composition of the
labor force.

2.3.1 Labor force participation

Rather than study directly the absolute number of workers or man hours
in the labor supply, most economists have tried to explain 'labor force
participation rates.'" If the noninstitutionalized population of
working age (14 or more years old) is represented by P and the actual
number of persons willing and able to work is designated by L, then

Labor Force Participation Rate = %—x 100
It is this ratio of L to P, termed the labor force participation rate
(LPR), that may be examined across BEA areas.

Table 2.4 summarizes the variability in age and sex specific labor
participation rates among BEA economic areas. The coefficients of
variation imply relative stability across regions in the participation
of males aged 25 through 64 and relative instability for all other

age and sex groups. These last groups are most often referred to as
discretionary workers because their participation tends to be positively
correlated with work opportunities.
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Table 2.4. Variability of labor force participation
rates among BEA areas: 1960 and 1970 data.

Standard Coefficient
Age Mean deviation of variation
group (x) (s) (s/x)
Males
14-17 26.7 6.1 .23
18-24 76.5 7.3 .10
25-34 94.2 2.3 .02
35-44 94.9 2.1 .02
45-64 87.1 4.0 .05
65 § over 28.0 5.6 .20
Females
14-17 14.6 4.9 .34
18-24 45.9 7.2 .16
25-34 39.1 7.4 .19
35-44 45.9 6.6 .14
45-64 43.0 5.5 .13
65 § over 10.0 1.8 .18

Figures 2.5 and 2.6 help to identify those regions with especially high
or low labor force participation in 1970. Generally, there have been
broad areas of especially low labor force participation in Appalachia,
the Midsouth, the upper Great Plains, and the southern Rocky Mountains.
Especially high participation has occurred in more scattered areas such
as Hartford, Rochester, and Washington, D.C. in the Northeast; the
Carolina-Georgia Piedmont, Dallas, and Houston in the South; Cleveland,
Dayton, Ft. Wayne, Indianapolis, Milwaukee, and Minneapolis in the
Great Lakes region; and Denver and Reno in the West. Obviously, some
of these conditions result from the participation decisions of discre-
tionary workers and are therefore the result of regional differences

in the rate of economic development. But, in other areas particular
industrial and institutional forces may be at work; for example, the
clerical worker concentrations of the insurance industry in Hartford
and government in Washington, D.C.

2.3.2 Labor force composition

Units of labor are obviously not homogeneous between or even within
BEA economic areas. To some extent better labor might be a substitute
for more labor for regional economic development. To even consider
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such differences in labor force composition, however, a method for equating
different types of labor is necessary. One measure that has been proposedl?
focuses on the average skill level of employed persons and is defined

to be
2; wit Eijt
Labor Skills Index., = _1
jt S
- ijt
i
where E.. represents employment in occupation i in BEA 2rea j at time

t and W;% is the national median real income of employed civilians in

occupation i at time t. Thus, this index attempts to arrive at a
satisfactory indicator of labor quality by assuming persons within occupa-
tions are homogeneous and that the skill content of occupations is pro-
portional to differences in the national level of money income.

BEA area values of this labor skills index for 1960 are displayed in Fig.
2.7. Above average skill levels existed in the eastern industrial

belt extending from Boston to Washington to Chicago, the three extended
metropolitan areas on the Pacific coast, the Denver-Salt Lake City area, and
in a handful of metropolitan areas scattered about the rest of the nation.
Especially low skill levels existed in the agricultural areas of the

Great Plains and Southeast. While these results should not be too sur-
prising, the spatial distribution of recent changes (1960 to 1970) in
labor skill levels may be. The portions of the 1960 to 1970 change in

the labor skills index due solely to changes in occupation mix (i.e., with
occupation income weights held constant at 1960 values) are graphed in
Fig. 2.8. During the decade of the 1960's, there were especially large
increases in labor skill levels across a broad section of the South,

in Burlington, VT, northwest of Chicago, and in the northern Great Plains.
But, there were also especially large decreases in labor skill levels

in the general areas of Buffalo-Erie, Duluth-Superior, west Texas, and
northern and southern California.

2.4 EMPLOYMENT

Regional population and employment growth undoubtedly proceed hand in
hand. But, in some regions such as Florida and the Southwest population
growth has seemed to precede and lead to subsequent employment growth
while in many other regions such as Washington, D.C., employment growth
has appeared to lead to subsequent population growth. While unraveling
the causes and consequences of regional economic growth and development
is indeed the subject matter of this report, the issue is complex and
will not be addressed in this chapter. Instead, some facets of recent
regional employment growth will be described at this point.
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2.4.1 Components of regional employment growth

The historical relationship of regional growth to industrial structure
has often been described with a technique known as shift and share
analysis!8 which decomposes overall regional growth into a number of com-
ponents. In particular, the difference between national and regional
aggregate growth is usually decomposed into two parts — an "industry

mix" (or share) effect and a residual '"competitive' (or shift) effect.
The basic assumption of this method is that regions should be expected

to receive their share of the national growth of industries in which

they are specialized. Thus, regions specialized in industries that have
grown slowly at the national level would, as a consequence, be expected
to grow slowly while regions specialized in fast growing industries would
be expected to grow rapidly. To the extent that a region has grown

more rapidly or more slowly than the rate suggested by its industry

mix, that region has experienced a favorable or unfavorable ''competi-
tive" shift. Algebraically, the following identities hold:

d.. g.. + k.. +c..
1] 1] 1] 1)

n. . d.. —g.. = k.. +c..
ij ij ij ij ij

I

n.. — k

C.. ..
ij ij ij

where
dij = employment growth in sector i of region j,
gij = national growth effect,
nij = net employment shift,
kij = industry mix effect, and
cij = competitive effect (a residual).

Figures 2.9, 2.10, and 2.11 display the net employment shift, industry
mix, and competitive shift components of 1960 to 1970 BEA area employment
growth, respectively. From Fig. 2.9, net employment growth was sig-
nificantly positive (substantially above the national average) in the
general areas of Washington, D.C., Atlanta-Huntsville, Florida, Houston
and Dallas, Denver and Pueblo, Arizona, Nevada, and southern California;
it was significantly negative in the large region running from west

Texas to the upper Great Plains. These results closely correspond to

the population growth rates previously shown in Fig. 2.2.



Fig. 2.9. Net employment shift: 1960 - 1970.
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Fig. 2.10. Industry mix component of employment growth:
1960 - 1970.
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From Fig. 2.10, industry mix was especially favorable to growth, that is,
weighted with fast growing industries,in a belt running from Boston to
New York to Syracuse and in Detroit, Lansing, Dayton, Washington, D.C.,
Denver, Albuquerque, San Francisco, and southern California. Industry
mix was especially unfavorable to growth in the heavily agricultural
areas of the Great Plains and the Southeast.

When these two effects are put together, the residual or competitive
shift component indicates that some areas grew rapidly in spite of
unfavorable industry mix conditions while others grew slowly in spite

of favorable conditions. Figure 2,11 indicates that especially favorable
(positive) competitive shifts were widespread across much of the South,
in Colorado, and in the Southwest while especially unfavorable (negative)
competitive shifts were scattered across much of the Northeast and the
area running from west Texas to the northern Great Plains. Of course,
these results do not distinguish regions that have had positive competitive
effects because people have caused jobs from those regions where jobs
have attracted people.

2.4.2 Regional employment specialization

Shift and share analysis is a useful tool for making broad comparisons
of regional employment growth patterns but the results depend on the
degree of regional employment specialization. In this section the

trends in regional specialization are examined through the use of employ-
ment location quotients which measure the relative under- or over-
representation of an industry in a region. Algebraically,

. . _ E../E.
Location quotlentij = _%% %5 x 100 ,
E. /E
i
where
E.1j = employment in industry i in region Jo
Ej = total employment in region j,
Eius = employment in industry i in the U.S., and
E'® = total employment in the U.S.

Thus, if an industry is overrepresented in a region the location
quotient will exceed 100; if underrepresented, the value will be less
than 100.

Summary statistics of the BEA area distributions of employment location
quotients are presented in Table 2.5. While discussion will focus on
the coefficients of variation, the unweighted means and standard devia-
tions do deserve some comment. The mean values deviate from 100 only



Table 2.5.

Summary statistics of the BEA area

distributions of employment location quotients.

Unweighted means Standard deviations Coefficient of variation National
(x) (s) (s/x) employment :
1970
1950 1960 1970 1950 1960 1970 1950 1960 1970 1950 1970/1950
Rank Rank Rank Rank
1. Agriculture 162.90 175.79 188.28 95.21 125.46 157.51 .58 20(t) .71 18 .84 17 1.45 .40 34
2. Forestry and fisheries 154.64 159.06 176.56 286.92 234.55 294.45 1.86 8 1.47 10 1.67 4 .90 .79 29
3. Mining 136.71 165.10 169.96 238.27 273.96 281.05 1.74 10 1.66 6 1.65 6 .95 .67 32
4. Contract construction 105.16 106.06 107.03 25.28 21.62 19.27 .24 31 .20 32 .18 32 .75 1.28 20
5. Food and kindred products 94.30 101.28 114.07 54.27 51.25 69.99 .58 20(t) .51 22 .61 21 1.05 1.04 26
6 Textile mill products 78.70 96.19 106.70 203.81 264.73 284.16 2.59 3 2.75 2 2.66 2 1.03 .81 28
7. Apparel 45.34 64.12 84.54 62.94 80.51 102.43 1.85 9 1.26 13 1.21 11 .65 1.21 23
8. Printing and publishing 69.00 73.23 75.76 35.30 32.29 32.50 .51 24 .44 24 .43 25 .84 1.62 9(t)
9. Chemicals and allied products 72.83 77.48 79.71 80.08 92.26 87.59 1.10 15 1.19 14 1.10 12 1.00 1.57 14
10. Lumber products and furniture 140.34 146.17 148.09 193.76 220.98 203.82 1.38 13 1.51 8 1.38 9(t) 1.00 .86 27
11. Nonelectrical machinery 73.59 76.12 81.40 116.77 97.33 86.32 1.59 12 1.28 12 1.06 13 .67 1.61 11
12. Electrical equipment 57.66 62.50 74.40 112.75 83.63 77.57 1.96 7 1.34 11 1.04 14 .53 2.53 2
13. Motor vehicles and equipment 54.18 58.87 65.79 179.74 159.23 160.60 3.32 1 2.70 3 2.44 3 .73 1.22 22
14. Other transportation equipment 55.35 61.05 69.77 118.53 108.82 101.18 2.14 4 1.78 5 1.45 8 .68 2.44 3
15. Paper and allied products 92.19 102.31 108.00 151.91 153.68 149.48 1.65 11 1.50 9 1.38 9(t) .84 1.45 15
16. Petroleum refining 83.72 97.46 97.46 261.44 276.79 289.74 3.12 2 2.84 1 2.97 1 .95 .77 30(t)
17. Primary metals 60.85 66.39 74.53 126.86 128.71 114.04 2.08 5 1.94 4 1.53 7 .74 1.08 25
18. Fabricated metals and ordnance 58.64 67.30 78.82 76.57 72.62 67.72 1.31 14 1.08 15 .86 16 .66 1.82 6
19, '"All other" manufacturing 66.46 71.79 81.44 70.48 66.85 66.40 1.06 16 .93 17 .82 18 .77 0 1.29 19
20. Railroad 109.14 110.39 118.02 57.06 61.01 73.00 .52 23 .55 20 .62 20 1.19 .48 33
21. Trucking and warehousing 98.16 99.03 97.05 31.69 27.85 26.58 .32 26 .28 28 .27 27(t) .84 1.62  9(t)
22. Other transportation services 72.77 72.00 70.39 47.25 49.35 46.30 .65 18 .69 19 .66 19 1.02 1.36 17
23. Communications 84.90 89.28 87.93 23.57 20.99 20.35 .28 28 23 31 .23 31 .82 1.60 12
24, Public utilities 95.92 102.06 107.60 24.51  26.96  26.39 26 30 .26 29 .25 29 .96 1.33 18
25. Wholesale trade 88.24 90.48 89.89 26.01 22.94 21.72 29 27 .25 30 24 30 .83 1.59 13
26. Retail trade 97.40 102.09 102.37 12.40 9.64 10.33 13 34 .09 34 10 34 .77 1.42 16
27. Finance, insurance,
and real estate 72.39 78.14 79.27 26.79 22.53 21.17 .37 25 .29 26(t) .27 27(t) .73 2.01 4
28. Lodging and personal services 98.02 103.53 107.42 26.52 42,98 49.29 .27 29 .42 25 .46 24 1.70 1.18 24
29, Business and repair services 97.73 86.70 81.99 19.84 25.33 25.46 .20 32 .29 26(t) .31 26 1.55 1.81 7
30. Amusement & recreation services 92.67 91.63 93.08 64.66 86.85 95.59 L7017 .95 16 1.03 15 1.47  1.26 21
31. Private households 104.06 114.94 122.30 57.34 58.00 60.28 .55 22 .50 23 .49 22(t) .89 .77 30(t)
32. Professional services 97.08 99.38 100.58 18.19 17.27 16.41 .19 33 .17 33 .16 33 .84 2.80 1
33. Public administration 95.30 97.12  96.82 58.01 51.15 47.76 .61 19 .53 21 .49 22(1) .80 1.70 8
34, Armed Forces 125.51 127.37 127.37 259.16 207.61 211.40 2.06 6 1.63 7 1.66 5 .81 1.95 5
Coefficient of specialization 24.87 22.52 19.99 7.01 6.17 5.62 .28 .27 28
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because the location quotients for individual regions have not been
weighted by total employment size; too much significance should not be
placed in the deviation of these mean values from 100. The standard
deviation values begin to give insights to the extent of spatial concen-
tration by industry; high values tend to indicate that an industry has
been concentrated in a few places (e.g., mining, textile mill products,
and petroleum refining) whereas low values tend to indicate that an
industry has been dispersed almost in proportion to total employment
or population (e.g., wholesale and retail trade and contract construc-
tion). Still, because the means about which these standard deviations
were computed vary across industries and time, comparisons are not
really proper.

Coefficients of variation put these measures of dispersion on a more
comparable basis by standardizing for the size of the mean; comparisons
of coefficients of variation can be made across time and industries.

The coefficient of variation values have been ranked within each year
from highest (most concentrated = #1) to lowest (most dispersed = #34);
there have been quite a few changes in rank over time. The ratios of
1970 to 1950 coefficients serve to highlight the general trend toward
less spatial concentration (or more spatial dispersion); the ratios

are less than one for most industries. To further highlight the trend
toward less spatial concentration, these ratios have been plotted against
national employment growth in Fig. 2.12, The ratios for most industries
have been near or below 1.0 regardless of their national growth rates.
Exceptions worth noting are the growing spatial concentration of the
rapidly growing business and repair services industry, the declining
agriculture and railroad industries, and the moderately growing recrea-
tion related lodging and personal services and amusement and recreation
services industries. As a result of these industry trends toward spatial
dispersion, the economies of most regions are becoming more diversified;
this is reflected in the declining mean value of the coefficient of spe-
cialization!® shown at the bottom of Table 2.5.

2.5 LABOR MARKET CONDITIONS

Up to this point BEA area population, labor force, and employment patterns
and trends have been described separately. In this section the combined
effects of these separate elements upon labor market conditions are
described. In particular, labor market tightness is defined in terms

of the employment pressure index?0 and 1960 and 1970 conditions are con-
trasted.

The employment pressure index (EPI) is simply the ratio of the number
of employed persons plus the Armed Forces to the number of persons of
working age (15 through 64 years old); the ratio is expressed as a
percentage. 1960 and 1970 BEA economic area values of the EPI are
computer mapped in Figs. 2.13 and 2.14, respectively. Perhaps the most
notable change has occurred in the West where generally tight labor
market conditions prevailed in 1960 but where substantial areas of
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slack existed in 1970. This is no doubt the result of employment
growing more slowly than population during this particular period.

In the South, labor market conditions showed broad improvement. There

were fewer depressed areas in 1970 than in 1960 because employment grew
more rapidly than population during the decade. In the Northeast, the
geographic extremities around Washington, D.C., and northern Maine showed
improvement but New York state declined. Labor market conditions in

the Great Lakes region remained relatively unchanged but those in the

Great Plains experienced a broad decline. While not without its own
limitations, the employment pressure index is a useful device for combining
the separate regional growth patterns of people and jobs.
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is from that of the nation.
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3. REGIONAL PROJECTIONS MODELS

After a brief discussion of some of the dimensions by which regional
models may be classified, this chapter reviews five existing regional
projections systems to permit the reader to view MULTIREGION in better
perspective. While many regional models exist, and even more have existed
at some points in the past, the five selected for review tend to be
those that have been implemented across all subnational areas of the
United States (e.g., across all states) and those currently used or
having the prospect of being used by a broad set of public and private
users for a variety of regional planning and analysis purposes. It
should also be pointed out that only two of these five models existed
when the work on MULTIREGION began.

3.1 SOME DIMENSIONS OF REGIONAL MODELS

There are a number of dimensions by which regional models may be classified
to highlight their similarities and differences. Without becoming involved
in a potentially endless methodological discussion, we feel the reader

may usefully classify regional models according to whether they (1) produce
projections or forecasts, (2) are based on demographic and/or economic
concepts, and (3) are regional or multiregional.

3.1.1 Projections versus forecasts

Although the distinction between regional projections and forecasts is

apt to be more important to the maker than to the user, it deserves to be
made. Shryock and Siegell draw the distinction as follows: projections
are the end products of models worked out to illustrate certain analytical
relationships and may be based upon assumptions that appear to be likely
or unlikely as of a given date whereas forecasts are projections based
upon assumptions that are considered by the forecaster to be most likely

to occur. Thus, by these criteria all forecasts are projections but not
all projections are forecasts. To the maker of projections, the distinction
is important because it permits experimentation and removes a degree of
responsibility from the analyst's shoulders. But to the user community,
the distinction is finely drawn and sounds artificial; in the absence of
explicit forecasts, illustrative projections tend to be used as forecasts.?
The reader may safely consider most regional models to be projections
systems.

3.1.2 Demographic and/or economic concepts

Regional models are usually based on demographic and/or economic concepts.
At one extreme there are naive demographic models which tend to assume that
jobs follow people and focus on demographic trends in births, deaths, and
migration. At the other extreme there are naive economic models that assume
that people follow jobs and focus on economic events such as industrial



location processes and consumption and investment decisions. Because the
truth probably lies somewhere between these extremes, an increasing number
of regional models attempt to include both demographic and economic concepts;
but even in these cases, the end result can usually be described as mostly
economic or mostly demographic rather than truly balanced.

3.1.3 Regional versus multiregional

Most regional models may be applied to one, most or all subnational regions
(e.g., all states) at the same time but only a few models must be applied
to all areas simultaneously because they embody a significant degree of
interregional interdependence. Models of this latter type may be clearly
classified as '"multiregional."

3.2 FIVE REGIONAL PROJECTIONS MODELS

The five regional projections models that will next be reviewed are those
of the Bureau of the Census (CENSUS), the National Planning Association
(NPA), the Bureau of Economic Analysis (OBERS), Curtis Harris, Jr. (HARRIS),
and Chase Econometric Associates, Inc. (CHASE). Each of these models has
been implemented across all subnational areas (e.g., across all states) and
the resulting projections are being used by a fairly broad user community.
In addition to the brief specifications of some of the dimensions of each
model found in Table 3.1, the reader should note that all of these models
are regional allocation models in that they step-down or allocate predeter-
mined national projections to regions.

3.2.1 Bureau of the Census

The Bureau of the Census uses a cohort-comgonent demographic model to derive
subnational population projections series. The cohort-component model
assumes that population '"this period" is equal to population "last period"
plus births, minus deaths, plus inmigrants, minus outmigrants, plus net
immigrants for each age-sex cohort. Separate assumptions are made for

each component of future population change — births, deaths, outmigration,
inmigration and net immigration — as follows.

Births - State to national ratios of the general fertility rate are pro-
jected to reach unity in 50 years. The projected ratios are applied

to previously estimated national fertility rates to derive fertility rates
for states which are then applied to projections of the female population,
aged 15 to 44, for each state to derive the projected number of births.
Births by state are normalized so their sum over all states for each
5-year period equals a predetermined national total.

Deaths - A single set of national mortality (survival) rates is used for
all states; no allowance is made for state differences because they are
expected to have very little effect on the resulting population projections.



Table 3.1. Some dimensions of five regional projections models

Multiregional
Subnational {interregional Basic items
Model areas Basic concepts interdependence) ? Time step forecast
CENSUS States DEMOGRAPHIC No 5-year intervals population
to 2020
NPA States ECONOMIC/demographic No 5 years to 1985 population
and employment
OBERS BEA areas ECONOMIC/demographic No 5 years to 2020 population
and earnings
HARRIS Counties ECONOMIC/demographic  Possibly Annual to 1985 output, employ-
and BEA ment and
areas population
CHASE States and ECONOMIC Possibly Annual for 10 output, employ-
SMSA's years ment and income

¢-¢
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Qutmigration - Qutmigrants are computed using rates observed for each

state in a base period (e.g., 1965-1970). Projected outmigrants for all
states in each 5-year period are summed to form a '"pool" of migrants.

Under Series I assumptions, out-migration rates are held constant over time;
under Series II assumptions, they are assumed to converge to the base
period national average rate.

Inmigration - The estimated '"pool" of migrants is next allocated to the
states as inmigrants using the percentage distribution (shares) of the
absolute number of inmigrants among the states observed in the base period
(e.g., 1965-1970). Under Series I assumptions, in-migration shares are
held constant over time; under Series II assumptions, they are assumed

to converge toward the population distribution of the states. Thus,
under Series II migration assumptions, in about 50 years, the number of
persons migrating from a state would be matched by an equal number moving
in, resulting in zero net migration for each state.

Net immigration from abroad - Net immigrants are allocated to the states
according to the state of residence of the foreign-born residing in the
U.S. in the base year (e.g., 1970) but residing abroad five years earlier
(e.g., 1965).

3.2.2 National Planning Association

While the National Planning Association (NPA) periodically prepares fore-
casts of population, labor force, households, employment, personal income,
and personal consumption expenditures for each of the 50 states, the driving
force in their model is economics and the demographic dimension is reconciled
to the needs of the regional economies. Because NPA's estimates of income
and expenditures are really simple add-ons to their employment, labor

force, and population projections, we focus our review on the latter.
Historical analyses of each area to the nation are used in NPA's projections
system as follows.®

Basic employment - Basic commodity producing industries include agriculture,
forestry and fisheries, mining, and manufacturing. State employment pro-
jections for each basic industry are derived by applying the results of
historic shift and share analysis (e.g., for 1965-1970) to each industry's
base year (e.g., 1970) employment. The projections are normalized so the
sum over states of projected employment in each industry equals predeter-
mined national totals.

Service or non-basic employment - Service or noncommodity producing indus-
tries include: construction; transportation, communication, and public
utilities; retail and wholesale trade; finance, insurance, and real estate;
services; and civilian government. State employment projections for each
service industry are derived by a multiplier concept. For historic years
the multiplier ratios of employment in each service industry to total

basic employment is formed for states and the nation and state values are
related to national values. These region-nation relatives are trended for
projections years. For a particular projections year the trended region-
nation relative for each service industry is applied to the corresponding
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projected national multiplier to derive a regional multiplier which is
applied to the sum of projected basic (commodity) employment for that region.
After this process is repeated for each industry and state, the sum over
states of employment in each service industry is forced to predetermined
national totals.

Population - State population projections at five-year intervals are
developed in two steps: first, a cohort-component method is used to project
the '"closed" (no migration) population of each state and second, net migra-
tion is set equal to whatever is necessary to eliminate the differences
between projected employment and projected closed population labor force

by state. Like the Bureau of the Census, NPA uses region-specific fertility
rates and national mortality (survival) rates to project the number of
births and deaths by state. These procedures are applied to base period
(e.g., 1970) population by age and sex to project the closed population by
state. Then region-specific projections of labor force participation by

age and sex are applied to the projected closed population to derive esti-
mates of labor supply by states under conditions of no migration.

Estimates of population migration are derived under the assumption that
the labor force moves to accomodate employment opportunities. First, net
population migration is derived from projected net labor force migration
through the application of population/labor force ratios. Then projected
net migration by age and sex is derived by using the age-sex pattern of
migration by state observed during a historic period (e.g., 1965-1970) .
Throughout this process, estimates (summed over states) are frequently
forced to national totals and interregional balances are enforced (i.e.,
the sum over states of net migration by age and sex must equal zero.

Other regional conditions - In general, other dimensions of regional
activity — households, income, and expenditures — are projected from the
already projected composition of population and employment through the
application of trended ratios or rates sometimes normalized to corres-
ponding national values.

3.2.3 Bureau of Economic Analysis

The OBERS projections of regional economic activity have been prepared for
the U.S. Water Resources Council by the Department of Commerce's Bureau of
Economic Analysis (formerly the Office of Business Economics) and the
Department of Agriculture's Economic Research Service as a baseline for
planning regional water resource use.® Once more, concepts from economic
base theory are used to allocate national totals of employment and earnings
to BEA economic areas after which regional population estimates are
adjusted to meet regional economic needs.

Basic industry employment and earnings - Industries are divided into
basic'® and ''residentiary" categories like NPA and each category is treated
separately. For each industry a separate curve is fitted to each region's
shares of national total income and employment for the selected years for
which data are available; a least-squares regression line is fitted to the
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logarithm of the percentange shares and the logarithm of time. These
curves are then extended into the future and projected values of regional
employment and earnings shares are read from the curve. These are examined
for inconsistencies and irregularities and adjusted where necessary. The
results are applied to predetermined national totals to derive regional
projections of employment and earnings in absolute terms.

Residentiary industry employment and earnings - Projections of regional
earnings and employment in each residentiary industry are derived
separately using multiplier concepts and then reconciled where necessary.
Historic employment and earnings location quotients are projected into

the future under the assumption that they converge toward 1.0 over time.
Projections of regional employment and earnings multipliers for each
residentiary industry are derived by multiplying the projected location
quotients by the corresponding projected national ratios of employment

and earnings to total national employment and earnings. These multipliers
are then applied to the regional total of already determined basic employ-
ment and earnings plus an estimate of total residentiary employment and
earnings to project the absolute level of employment and earnings in each
residentiary industry. All projected values are normalized so the sum
over states equals predetermined national totals. In specific regions
where some residentiary industries are serving export markets, exceptions
are taken to these general procedures.

Population - Interregional migration is the most critical component of
population change and the OBERS projections assume that except for
retired persons, the principal motivating factor in migration is economic
opportunity. Thus, the largest part of BEA area population is projected
as a function of employment. This is accomplished by grouping population
into three age cohorts — (1) the labor pool aged 15 to 64, (2) the pre-
labor pool aged 0 to 14, and (3) the post-labor pool aged 65 and over —
and projecting each separately. The regional ratios of labor pool to
employment of the base period (e.g., 1970) and the regional ratios of
pre-labor pool to labor pool are assumed to move toward national average
values over time. Regions with large concentrations of post-labor pool
populations in the past are assumed to have large concentrations in the
future. At all stages, the across region sums of projected values are
forced to predetermined national totals.

3.2.4 Curtis Harris, Jr.

Curtis Harris and associates at the University of Maryland have prepared a
multiregional multi-industry model to forecast output, employment, popula-
tion, earnings, personal income, consumption expenditures, government
expenditures, investment and foreign exports at annual intervals for all
counties and BEA economic areas in the U.S.7 While the structure of the
model is too complex to be recounted here in detail, the general steps in
forecast preparation appear to be as follows.
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Output and employment - Output by industry in period t is first determined
for each region as a function of regional conditions in period t-1 including
the costs of material and labor inputs, the transport costs of shipping the
product out and inputs into the region, the size of local output and input
markets, and the level of output in t-1. Once output by industry and

region is determined, employment in general is estimated to be that amount
necessary to produce the forecast output. All forecast values are normalized
to sum across regions to predetermined national totals.

Population - Population is estimated for four age (0-14, 15-34, 35-64, and
65 and over) and two race cohorts by cohort-component methods where the
numbers of births, deaths, and net migrants are forecast separately. Births
during period t are related to the population aged 15 to 34 at t-1 and
deaths during t by age and sex are related to the corresponding populations
of these cohorts during t-1. The net migration of persons aged 15 to 34
and 35 to 64 is made a function of labor market conditions in t-1 and
regional employment change during t. The net migration of persons aged

0 to 14 is made a function of the concurrent net migration of persons

aged 15 to 64 and the net inmigration of persons 65 and over is dependent
upon the number of persons 65 and over in each region in t-1. All fore-
cast population values are forced to sum to predetermined national totals
and net migration by cohort summed over regions must equal zero.

Other regional conditions - Regional estimates of total labor force,
unemployment, income, personal consumption expenditures, and international
trade are variously determined as functions of current and lagged conditions
including output, employment and population.

In closing it must be pointed out that Harris has encountered certain
difficulties in using the county version of this sophisticated model. First,
it is noted that "in keeping with the overall assumption of no abrupt
regional changes, certain [arbitrary] limits in forecast values were placed
on changes in output, employment, earnings, and labor force"® which also
led to adjustments in population forecasts. Second, the computation

costs associated with recomputing the marginal transport costs of shipping
products out and supplies into each region after each interation of the
county model have been so high as to warrant the substitution of alterna-
tive procedures;9 this leaves the multiregional character of the imple-
mented model in question.

3.2.5 Chase Econometric Associates, Inc.

A regional economic forecasting service has recently been made available to
subscribers by Chase Econometric Associates, Inc. Economic variables are
forecast on an annual basis out ten years for each of the fifty states and
for all SMSA's. While knowledge of the internal structure of the model is
not generally available,l0 it does appear to be interregional in that the
growth in each state is linked to the growth in competitive states. In
addition, the model attempts to capture regional differences in the cyclical
responsiveness of each industry. The forecasts are purely economic; popula-
tion is not treated.
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The model begins by forecasting output or value added by industry and region
as a function of the relative profitability of doing business in each region
and a general cyclical variable that represents the notion that recessions
fall most heavily on those regions with the greatest concentration of
obsolete facilities. Once output is forecast, employment is estimated as

a function of output, relative regional labor costs, etc. Regional wage
rates and personal income are forecast as functions of the regional rate of
growth of output and national wage rates. Finally, other variables are
forecast as functions of past and present regional levels of output, employ-
ment and income. Populat.on is not treated.

3.3. OTHER REGIONAL PROJECTIONS MODELS

The five regional projections models that have been reviewed are rather
unique in that they have been implemented across all subnational areas.
Numerous other models do exist but they are operational for only one or
a few subregions of the nation. Two classes of particular note are
regional econometric and interindustry models.

3.3.1 Econometric models

Interest in regional macroeconometric models (especially for states) dates
from the mid 1960's and probably arose from the qualified forecasting success
of similar national models. Since that time models have been constructed
for most states and for some smaller and larger areas. However, each of
these modeling efforts has required a substantial front-end investment in
the development of regional income and expenditure data that could be econo-
metrically linked to national activity levels. As a result regional econo-
metric models and data bases have almost always been custom-tailored for
each region. The models are not sufficiently alike to permit their outputs
to be meaningfully summed over regions. However, as first-generation models
have now been completed for almost all states, this methodology may be
experiencing a Eeriod of consolidation that promises more consistent work

in the future.!l

3.3.2 Interindustry models

Another type of model that has experienced increased use for forecasting and
analysis on a region-by-region basis is the interindustry or input-output
model. The approach's advantages are its richness of industrial and inter-
industry detail and its simple internal structure — an impact or forcasted
activity level in one industry can be traced through to effects upon linked
industries through simple matrix manipulations. However, its application
requires a very substantial front-end investment in the development of
regional (interindustry) accounts; the resulting models and data bases

have as a consequence been custom-tailored for most regions.!? oOnly
recently has any substantial progress been made toward a consistent meth-
odology for all regions (states).!3
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To provide regional forecasts or projections, interindustry models must be
driven by forecasts of regional final demands and technological (interindustry)
change. While some progress has been made toward internalizing these require-
ments, 1% the most common practice has been to rely on one Or more of the
regional projections models already mentioned.

3.4 DO WE NEED ANOTHER REGIONAL MODEL?

After being exposed to these models, the reader may justifiably ask, 'Do
we need another regional model? Do we need MULTIREGION?" In fact, we
posed the same question in the spring of 1971. The answer at that time
was a very clear "yes' because there was an obvious need for better assess-
ments of the regional and interregional economic impacts of environmental
policies and projects; the regional projections systems existing at that
time, Census and NPA, could not meet this need. At the present more
regional models exist but the answer remains unchanged. In part, this is
because progress comes slowly but also because we have not had sufficient
time to experiment with and judge the new alternatives.
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4. RESEARCH STRATEGY

When the present research project began in earnest in the spring of 1971,
the Nation was in the midst of a crisis of concern about the quality of
our environment; as this is being written in the spring of 1976, we are
experiencing a similar concern about our nation's ability to produce energy
in the amounts required for a prosperous and independent future. This
chapter reviews the research decisions made during the former period of
greatest environmental concern that have led to a product — MULTIREGION —
that is apt to be most heavily used for regional planning and analysis
during the present period of public concern over energy. While everything
has not worked out exactly as planned and much remains to be done, we are
quite pleased that the research strategy set down during May 1971 has
proved to be quite durable and suitable. This chapter reviews our early
decisions to concentrate on the possible, to choose meaningful regional
units, to use an empirical approach to model building, to maintain suffi-
cient demographic and economic detail, to incorporate interregional inter-
dependence, to concentrate on secular trends, and to adjust the empirical
components as the model was assembled and tested.

4.1 CONCENTRATE ON THE POSSIBLE

Intellectually it is easy and perhaps necessary for a researcher to become
very concerned with what information and analytical methods would be
desirable for a thorough assessment of regional public policy questions.
But, in the process one can very easily spend too much time exploring
academic methodological questions to which the answers may not ultimately
matter. Research experience may be the only effective control over these
tendencies.

In the present instance our challenge was to contribute multidisciplinary
insights and analytical quality to the public response to environmental
issues. Our response was not independent of the personalities, disciplines,
and institutions involved. An economist, land-use planner, ecologist,
political scientist and systems analyst formulated a response within the
high-technology tradition of Oak Ridge National Laboratory. In general,
it was decided to integrate the contributions of these disciplines to
environmental issues through regional systems simulations using computer
models. A simple schematic of how these regional models were expected to
interact and influence public policy appears in Fig. 4.1. Attention then
quickly passed to the desirable internal details of each model and the
linkages among them. It was at this point that the conceptual details

of a regional socioeconomic model were specified as shown in Fig. 4.2.
Similar blueprints for other components were drawn and taken together
they formed Dynamic Regional Environmental Assessment Models — D.R.E.A.M.

The conceptual design of complex regional socioeconomic model is usually
easy, their implementation is always difficult. In our case, some con-
sideration was ititially given to the use of an elaborate macroeconometric
and/or interindustry approach but the paucity of meaningful time-series

4-1
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data for small multicounty areas led instead to the pragmatic approach
outlined in Fig. 4.3. In this alternative a region's economy is viewed

as a labor market and all activity is measured in terms of people as
members of the population or as employees. The decision to view the
regional economy as a labor market was greatly influenced by the existence
of the Battelle model of the economies of the Susquehanna River Valley.
While the Battelle model was not the only one available in 1971, and

has apparently not been actively maintained or improved upon, it was

at that time the best documented.! We did learn enough from Battelle's
public documentation to determine that their approach was indeed possible.
From that point on, we were able tc_concentrate on implementing a labor
market model of BEA economic areas.

4.2 CHOOSE MEANINGFUL REGIONAL UNITS

BEA economic areas were selected as the geographic unit of analysis because
they incorporate many of the criteria of functional economic areas, and
have been officially delineated for the entire United States. As
functional economic areas, BEA areas contain both the place of work and
place of residence of their populations and, thereby, reinforce their
interpretation as labor markets for purposes of analysis. As officially
delineated areas covering the entire U.S., they seemed assured of a long
and useful lifetime because other agencies were likely to adopt the same
spatial grid for public policy analysis.

But the choice of BEA areas was not without problems. Although they were
officially designated in 1969, very few BEA area data were publicly
available as of 1971. Our decision to use this spatial grid meant that

a substantial effort had to be devoted to cumulate county data to BEA area
units prior to beginning some of our empirical analyses. To date, such
machine readable county data sources as the 1952, 1956, 1962, 1967, and
1972 County and City Data Books, the 1960 and 1970 Censuses of Population,
and County Business Patterns have been cumulated to BEA areas.?

4.3 USE AN EMPIRICAL APPROACH TO MODEL BUILDING

At an early stage it was decided that an empirical approach to model
building was to be used: the model was to be assembled from the results

of formal econometric analyses of interregional migration, labor force
participation, manufacturing employment, and local service employment.

This decision was, in part, a reaction to the appearance in the early
1970's of a number of nonempirical systems simulation studies that claimed
to show or represent the counter intuitive effects of various public policy
op‘cions;'+ as researchers, we wanted to see evidence of these effects

before embracing the idea.

This general empirical strategy led, in turn, to the following specific
decisions.
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Census of Population data

In the absence of a more comprehensive regional socioeconomic accounting
system, empirical analyses were to be confined to Census of Population data
or non-Census data reconciled to Census definitions. To maximize the
probability that the separate pieces of the model would ultimately fit
together they had to be based on comparable terms; data from non-Census
sources could be compiled but were not to be analyzed until they were
reconciled where necessary to Census definitions.

Pooled cross-section data

The lack of meaningful time-series data for small regions has frequently
confined regional analysis to cross-section data at one point in time.

Yet we all know that variation over space is not the equivalent of
variation over time. The attractiveness of augmenting the variation

over space contained in cross-section data with some variation over

time led to a pseudo time-series analysis through use of pooled cross-
section data.® In addition to providing better estimates of the sensi-
tivity of a dependent variable to changes in socioeconomic conditions,
this procedure would permit the full use of the abundant supply of explana-
tory variables present in each cross-section to explain significant shifts
over time.

Single-equation estimation procedures

Simple single-equation regression procedures such as the ordinary least
squares (OLS) model were to be used for all initial investigations. As
a starting point the overall model would be visualized as a series of
single-equation submodels (e.g., the male in-migration rate submodel

or the female labor force participation rate submodel) and the parameters
of each equation would be estimated separately with the direction of
causation assumed to run from the independent variables to the dependent
variable. As the likely specification of the model and, thereby, the
structure of regional economic development was better understood from the
single-equation results, the model could be reestimated using simultaneous-
equations regression methods.®

"Transformed" regression analysis

A "transformed" regression analysis would be used in those instances
where the ordinary least sguares (OLS) model gave results with extremely
heteroscedastic residuals. As a result of Census procedures, the
observed values of many socioeconomic variables are derived from a

15% to 25% sample of households; for small geographic areas such as
counties and some State Economic Areas (SEA's), these variables contain
an intrisically large sampling error. Thus, since this sampling problem
is most acute in SEA migration data,® a "transformed" regression model
would be used where a weighted least squares procedure is applied to
each observation of those variables subject to sampling error (i.e.,
resulting from the 15% to 25% sample in the Census). As a consequence
of using the more appropriate "transformed" regression analysis rather
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than OLS, (1) parameter estimates would be different, (2) estimates
of the standard errors of the parameters would be unbiased, and
(3) statistical tests of parameter significance would be valid.

4.4 MAINTAIN SUFFICIENT DEMOGRAPHIC AND ECONOMIC DETAIL

There appears to be a natural tendency among many researchers to believe
that more detail — greater spatial and/or sectoral disaggregation — will
lead to more useful and better scientific results. When circumstances
permit, it is the rare individual who can turn down 4-digit Standard
Industrial Classification (SIC) detail in favor of 2-digit detail; the
statistician's advice that it may be better to be vaguely right rather
than precisely wrong is often not heeded.

In most regional analysis, however, the option of more detail is only
available at extreme increases in cost; the problem most often is one

of maintaining sufficient detail in the face of data constraints. In

the present case, the decision to pool data from successive Censuses
added to these data constraints as the information from each Census
tended to be compiled differently. For example, because labor force
participation was reported in greater age detail for 1970 than for 1960;
we were limited to the six age cohorts common to both years. Also, since
the 1970 Census included more industry breakdowns for the services sector
and fewer for manufacturing than the 1960 Census, the common set of
industry groups was fewer in number than for each census year separately.

While the decision was to proceed within each component of the model
(e.g., within migration or labor force participation analyses) with the
maximum detail common to both census years, it did not seem practical to
restrict analyses to the level of detail common across concepts. For
example, if one chose to restrict analysis to those age intervals for
which data were available in common across births, deaths, migration, and
labor force participation, only six age cohorts would be maintained —
0-14, 15-24, 24-34, 35-44, 45-64, and 65 and over. While this might
appear to maintain sufficient detail for some purposes, very significant
subinterval events such as a surge in births would be averaged into rela-
tive nonexistence because the model would age one-third of the 0-14
interval during each five-year time step.

Thus, it was decided that the empirical analysis of each component

would proceed at the maximum detail allowed by the pooled data set;

where differences in level of detail exist in adjacent concepts (e.g.,
migration and births and deaths), procedures would be designed into the
computer program of MULTIREGION to achieve an appropriate matching. For
example, forecast migration rates for 45-54 year olds would be partitioned
into separate rates for 45-49 and 50-54 year olds.

Following these rules MULTIREGION tracks population for males and females
separately within each of 16 age cohorts listed in Table 4.1. Because
migration analyses could only be done for eleven age cohorts, rates fore-
cast for the 45-54, 55-64, and 65 and over cohorts are mechanically adjusted
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Table 4-1. Age detail maintained within the population sector

Population, births, Five-year Labor force

and deaths migration participation
g—g not apgfgprlate 5 not appropriate
10-14 10-14 i

15-19 15-19} s 14-17

20-24 20-24 18-24

25-29 25-29 ~

30-34 30-34 25-34

35-39 35-39 } i

40-44 40-44 35-44

45-49

50_54} 45-54

5559 45-64

oo } 55-64

gg—gi 65 and over 65 and over

75 and over

to apply to separate five-year intervals. Labor force participation
analysis could only be done for six age cohorts so these results are
applied to portions and aggregates of five-year population cohorts. For
example, the labor force participation of 14-17 year olds is based on an
estimate of the population aged 14 to 17 built up from one-fifth of the
population aged 10 to 14 plus two-fifths of the population aged 15 to 19.

MULTIREGION tracks employment separately for each of 379 industry groups
as listed in Table 4.2. At an early stage, it was decided that separate
analytical procedures would apply to (1) export employment — the spatially
sporadic activities generally oriented toward serving persons and busi-
nesses outside of the region, (2) local service employment — the more
spatially ubiquitous activities generally oriented toward serving the
region's population and businesses, and (3) natural-resource-based
employment — agriculture, mining, and export recreation associated with
facilities such as the Great Smoky Mountains National Park. While much
time and energy could have been spent trying to distinguish between the
local and export components of each industry, it was decided that each
industry would be assigned to a category on an all-or-nothing basis in
general according to the average size and regional variation of its
employment location-quotient as found in Table 2-4. The final assignments
of each industry are found in Table 4-2.



Table 4-2. Industry detail maintained within the employment sector

Industry

Classification

Agriculture

Forestry and fisheries

Metal mining

Coal mining

Crude petroleum and natural gas mining
Nonmetallic, except fuels, mining

Contract construction

Food and kindred products
Textile mill products
Apparel

Printing and publishing

Chemicals and allied products h
Lumber products and furniture
Nonelectrical machinery
Electrical equipment

Motor vehicles and equipment
Other transportation equipment r
Paper and allied products
Petroleum refining

Primary metals

Fabricated metals and ordnance

All other manufacturing J
Railroad transportation h
Trucking and warehousing
Other transportation services
Communications

Public utilities

Wholesale trade

Retail trade

Finance, insurance, and real estate >
Lodging and personal services
Business and repair services
Amusement and recreation services
Private households

Professional services

Public administration

Armed forces J

Natural resource

Local

Export

Local

Export

Local

Exogenous
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4.5 INCORPORATE INTERREGIONAL INTERDEPENDENCE

From the beginnings of this project, it has been our intuitive belief
that the gradual completion of the Interstate highway system has had
substantially different impacts on the economic development of various
parts of the nation. For example, these highways have been replacing
two-lane country roads in the South while they have usually paralleled
turnpikes or four-lane highways in the Northeast. While low-wage
labor, inexpensive electricity, and other important resources have
existed in the South for a long time, why has rapid economic development
only recently taken place? Have the Interstate highways stimulated the
region's economic development through increased access to national
markets?

To consider this question among others, it was decided that interregional
economic interdependence would be built into the model through the use of
appropriate measures of interregional access to markets. Specifically,
market potentials defined in terms of access by the time of truck trans-
portation would be included in the behavioral relationships wherever
appropriate to consider the differential regional impacts of the gradual
completion of the Interstate highway system.!0

A corollary to this basic decision was that all regions had to be modeled
or forecast simultaneously in a truly interdependent system. Thus, the
commitment to true interregional interdependence was a commitment to all
regions.

4.6 CONCENTRATE ON SECULAR TRENDS

MULTIREGION is intended to simulate secular economic developments rather
than short-term business cycles. While this has always been the goal,
the option of even considering short-term phenomena was closed by data
restrictions. The most severe restriction is the lack of generally
available data on interregional migration on an annual basis. Local
labor markets like BEA areas are very "open' to the movement in or out
of people and jobs even during the relatively short time span of a year
or two. Unfortunately, the migration data that is available on an annual
basis from the Continuous Work History Sample of Social Security card-
holders is not yet satisfactorily understood.!! Thus, it was decided
that MULTIREGION would be programmed to operate in five-year time steps
to 1985: or 1970, 1975, 1980, 1985. More recently that decision has
been modified to complete the computer program in such a fashion that

the model could be run out to the year 2020 with the explicit understanding
that adjustments to the model would be necessary to properly represent
probable technological and behavioral changes during more distant time
periods.
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4.7 ADJUST THE EMPIRICAL COMPONENTS AS THE MODEL IS ASSEMBLED
AND TESTED

Because the ultimate test for any regional model must be its usefulness,
scientific and other considerations may sometimes need to bend in favor
of a more useful overall model. Just as the overall quality of a sports
team may be different from the sum of the qualities of its individual
members, the best overall model may not be formed from the best consti-
tuent parts.

Thus, we have always assumed that numerous adjustments would need to be
made to the empirically derived components for the sake of a ""good"
overall model. While the exact nature of some of these adjustments could
not be anticipated, it was generally assumed that MULTIREGION would be
programmed where necessary to adhere to national control totals, inter-
regional balances, floors and ceilings, and trends in the residuals about
empirically fitted relationships. For example, the sum of agricultural
employment over all BEA areas would have to equal a predetermined national
total. Interregional balances would require, for example, that the sum
over all BEA areas of 20 to 24 year-old male outmigrants equal the sum of
20 to 24 year-old male inmigrants. As an example of a floor, regional
employment and unemployment rates could not be negative. Residuals or
deviations about a fitted regression line, especially if they show some
consistency over time for a given region, often have a story to tell us
about the atypical nature of that region; frequently these historic
deviations would have to be added to or substracted from the forecast
values produced by the basic model to improve overall forecast accuracy.

Finally, it has always been assumed that the model would be used to track
history (e.g., 1960 to 1970) and that the results of these experiments

would be used to further adjust the parameters of the overall model. In
particular, the model would be run from one known condition, 1960,

through an intermediate unknown, 1965, to another known condition, 1970,
where actual and forecast values would be compared and appropriate adjust-
ments would be made to the overall system before moving on to true "futures'.
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L. R. Klein makes the following comment in a recent attempt to chart
the future development of econometrics: '"Since econometric methods
are now being taken up in several countries that have a weak data
base, it is likely that there should be more reliance on supplemen-
tary samples of cross-section data. These can, in principle, be
obtained to fill in some irreparable time-series gaps. Research on
pooling will be needed in these cases, and also research on drawing
inferences from time sequences of cross sections should be further
developed." L. R. Klein, "Whither Econometrics?'" J. Amer. Stat.
Assoc., 66(434), pp 415-21 (June 1971). The same statement applies
to regions of the U.S.

This step might have to wait until migration data are available for
BEA economic areas.

In many econometric studies the assumption of a constant variance
about the regression line is unrealistic. In the present case,

the variance of the residuals was clearly negatively correlated with
size of region measured by population.

The smallest SEA contained 7,797 households in 1970 and 6,068 in 1960
while the largest contained 3,892,447 in 1970 and 3,453,032 in 1960.

The 25 percent (1960) and 15 percent (1970) sampling procedures used

for place of residence should have resulted in approximately 1,170
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households being sampled from the smallest SEA in 1970 and
863,258 from the largest SEA in 1960. Because migration data
are not available for BEA areas we must use SEA data with its
intrisically high sampling variability.

This level of industry detail is available only because (1) 1970
Census employment data were recompiled for the Bureau of Economic
Analysis to provide a consistent set of data on employment by
industry for 1940, 1950, 1960, and 1970 and (2) we have decom-
posed aggregate 1970 mining employment into four subindustries.

See Appendix H '"Market Assessibility' for more details.

At an early stage of our analysis CWHS data for some multicounty
areas in East Tennessee was prepared for us by the Tennessee
Valley Authority but we were unable to reconcile those numbers

to Census of Population data for the same areas and time period.
Since that time some progress has been made toward understanding
the nuances of CWHS data; see K. Nelson, Evaluating Social
Security Measures of Migration: Results for 28 SMSAs by Sex, Race,
Age, and Earnings — 19656-1970, (in preparation).



5. OVERVIEW OF THE MODEL

The purpose of this chapter is to highlight some of the dimensions of
the computer program — MULTIREGION — that has resulted from the research
strategy just outlined. This is done by briefly reviewing, (1) the
elements of a region's economy when viewed as a labor market, (2) the
general computational steps required to reconcile regional labor supply
and demand, (3) the labor market equilibrating forces found in empirical
analysis of population and employment, (4) the process of employment

and population reconciliation embedded in MULTIREGION, and (5) the
output that may be expected from a simulation or forecasting exercise.

5.1 A REGION VIEWED AS A LABOR MARKET

Although a complete and comprehensive theory of why and how regions grow
and develop does not presently exist, many elements of such a theory have
existed for some time.! The subset of these theoretical elements needed
to view a region as a labor market are seen in Fig. 5.1. Basically, a
region's labor supply may be affected by changes in mortality, fertility,
migration, and labor force participation while its labor demand may be
affected by changes in its attractiveness as a location for natural-
resource-based industries, manufacturing, and local service industries.

The economist's classic supply/demand representation for labor markets
(Fig. 5.2) leads one to expect both a price and quantity response to any
disequilibrium situation. Starting from an equilibrium (wo, qo) defined

by the intersection of demand and supply schedules DO and So, an exogenous
shift of the demand schedule to D1 creates an excess demand (qa - qo) at
the prevailing wage W Under these circumstances and without the migration
of jobs or people, market forces would tend to a new equilibrium (wl,ql)
defined by the intersection of D1 and So. The movement along So represents
a price-induced increase in labor participation and the movement along D1
represents a price-induced substitution of relatively less expensive inputs
for labor in the production process. With the migration of jobs and people
allowed for, a less severe change in price and quantity would result; D1
shifts back to D2 as the region becomes a less attractive location for
industry and SO shifts out to S1 as people are attracted by the region's
tight labor market conditions. The location of the final equilibrium
really depends on the sensitivity of regional labor demands and supplies to

changes in regional and interregional prices and socioeconomic conditions.



POPULATION SECTOR

ORNL-DWG 76-5451

LAST PERIOD’S BIRTHS POPULATION LABOR FORCE LABOR
POPULATION . DEATHS
AGING THIS PERIOD PARTICIPATION SUPPLY
MIGRATION
EMPLOYMENT SECTOR
REGIONAL EMPLOYMENT
IN AGRICULTURE
MINING
MANUFACTURING
OTHER EXPORT IND.
RELATIVE

FORECAST OF

NATIONAL ECONOMIC —®» REGIONAL

ACTIVITY

Fig. 5.1,

ATTRACTIVENESS

!

REGIONAL SERVICE EMP.
RETAIL TRADE
PROFESSIONAL SERV.
OTHER

A region's economy as a labor market.

COMPARE

DEMAND

LABOR MARKET
CONDITIONS

Z-S



ORNL-DWG 76-5450

PRICE
OF
LABOR

—>

>
QUANTITY
OF

LABOR

Fig. 5.2. The economist's supply-demand representation of a
labor market.

As suggested by the research decisions enumerated in the last chapter,

these labor market concepts and sensitivities have been quantified by apply-
ing regression analysis techniques to existing Census of Population socio-
economic accounts aggregated to BEA economic areas. While the lack of
appropriate regional data has somewhat constrained the endeavor, the results
that have emerged form a meaningful and operational representation of regional
and interregional labor market processes — a firm basis for extrapolation
from the past and present to future regional socioeconomic conditions and
impacts. MULTIREGION is a computer program or model embodying these
representations of regional and interregional labor market equilibrating
processes.
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5.2 THE OVERALL COMPUTATIONAL SEQUENCE

The computational process used by MULTIREGION to prepare regional forecasts
of population and employment may be reviewed with the aid of Figs. 5.3
through 5.5. A few characteristics of MULTIREGION deserve mention at this
time because they significantly impact the computational sequence. First,
MULTIREGION operates in five-year time steps (1970, 1975, 1980, 1985, ----),
even though some labor supply and demand components adjust to regional
socioeconomic conditions contemporaneously, or at least, with a lag of less
than five years. As a consequence, a multi-stage computation process (Figs.
5.3 and 5.4) is followed where last period values of some explanatory
variables (e.g., labor market tightness and population density) are

used to produce first-stage estimates of regional labor supply and demand;
the first-stage labor market conditions then are used to compute revised
regional estimates. The computation process then continues in this fashion
through a user specified number of stages. Second, MULTIREGION operates
within the context of a given national economy so that across-region sums
of employment, population and labor supply are forced to predetermined
national totals (the shadowed boxes in Fig. 5.5). Third, interregional
migration balances are imposed so that across-region sums of outmigrants
and inmigrants are equal. Finally, MULTIREGION imposes some ceilings and
floors to regional labor market conditions to prevent irrational results
such as negative unemployment rates.

During any five-year time step, computations for each BEA economic area
proceed as follows: (1) trial population values are computed where popula-
tion "this period" is assumed to equal population '"last period,' plus births,
minus deaths, plus inmigrants, minus outmigrants; (2) trial labor supply
values are computed by multiplying the estimated population by labor
participation rates; (3) trial labor demand values are computed as the

sum of forecasted agriculture and mining employment, the region's share

of forecasted national manufacturing employment, and local service employ-
ment; (4) trial labor market conditions (e.g., unemployment rates) are
computed by bringing together trial labor supply and demand values; and

(5) final labor market conditions are computed by reiterating steps 1
through 4 a user specified number of times. At this point, regional and
interregional conditions are recompiled and the computations for the

next five-year time step may begin as is shown in Fig.5.4.

5.3 THE POPULATION SECTOR

At this point the labor market equilibrating forces identified by our
empirical analyses need to be highlighted; more thorough discussion of
these analyses are contained in subsequent chapters and in technical
appendixes. We begin with the components of the population or labor supply
sector — mortality and fertility, migration, and labor force participation.
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