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FOREWORD

The Fifth International Conference on Information Processing in Medical
Imaging was held at Vanderbilt University in Nashville, Tennessee on June 27-
July 1, 1977. Like the previous meetings in the series, its objective was to
bring together the leaders of research in computer techniques in medical
image analysis to share the advances they had made, to constructively criticize
each other's work, and to develop directions for further research. An
additional objective was to present to the community at large a view of the
state of the art in this field by publication of these proceedings.

The participants included medical physicists, mathematicians, computer

scientists, engineers, and physicians. The conference emphasized mathematical
and computer related matters over strictly clinical matters, though the
clinical relevance of the techniques discussed was a prime concern. Within
this framework, the subject matter was wide ranging. In addition to topics
relating to scintigraphy, which were featured in previous meetings, this
conference also focused much attention on the processing of radiological
and ultrasonic images, the reconstruction, enhancement and characterization

of computerized axial tomography (CAT), made with x-rays (transmission CAT) and
gamma rays (emissions CAT), and display systems for 2 and 3-D information.

We wish to thank the Program Committee (Dennis Kirch, Charles Metz,

Bernard Oppenheim, Stephen Pizer, Ronald Price, Keith Britton, Robert Di Paolo,

Brian Pullan, Peter Schmidlin, and Andrew Todd-Pokropek) for their work in

putting this conference together, and the Session Chairmen (Charles Metz,
John Goddard, Craig Coulam, Bernard Oppenheim, Stephen Pizer, Thomas Gustafsson,

Andrew Todd-Pokropek, Dennis Kirch, Lloyd Knowles, Bruce Line and Ronald

Price) for their contributions at the meeting and in the production of the dis

cussion summaries which appear in these proceedings.

We also must thank the several U.S. Government organizations whose support

was essential to the planning and conduct of the meetings and to the publi
cation of the proceedings. These include the U.S. Department of Energy (form
erly, Energy Research and Development Administration), the FDA Bureau of
Radiological Health and the Armed Forces Radiobiology Research Institute.
Significant contributions were made by several companies which made it possible
to support travel costs for foreign participants at the conference. These
included major support from Phillips Medical, El Scint, Inc., and Informatek
States, Inc., along with contributions from ORTEC, Inc., Ohio Nuclear, Picker,
and Searle Radiographics.

The Biomedical Computing Technology Information Center (BCTIC), through
its director, Betty F. Maskewitz, who chaired the conference publications
committee, agreed to publish these proceedings as a state-of-the-art review.
The conference organizers, the participants, the financial sponsors, and the
BCTIC staff join in the hope that these proceedings will contribute to a
broader understanding of the problems, the challenges, and the successes in
information processing in medical imaging.

-The Editors and Publisher
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CINE-DENSITOMETRIC ANALYSIS OF CORONARY ARTERIOGRAMS

T. Sandor and S. Paulin
Department of Radiology

Harvard Medical School and Beth Israel Hospital
Boston, Massachusetts, U.S.A.

ABSTRACT

A combination of three densitometric analyses are described to
assess the hemodynamic significance of obstructive lesions in the
coronary arterial tree. These are: (1) The measurement of the
degree of stenosis, (2) assessment of the myocardial blush on
selected areas in the myocardium, and (3) assessment of washout
in individual coronary arteries. The measurements are directly
carried out on angiograms recorded on 35mm cine film.

INTRODUCTION

In coronary arteriograms radiopaque substance is injected
through a catheter into the coronary arteries, which in turn is
exposed to x-rays and either single films in rapid series or cine
films of the heart are taken. The information from such films is
currently extracted subjectively by the radiologist. Computer-
aided densitometry can be used to facilitate the extraction of
quantitative information from these films. Such techniques are
being developed in our laboratories for assessing the hemodynamic
significance of coronary arterial obstructions from 35mm cine
angiograms.

The quantitation of these lesions and their consequences is
carried out in three steps:

(1) The degree of stenosis is determined.

(2) The myocardial blush in areas distal to the obstructive
lesion is measured as a function of time and compared to
areas associated to a normal artery.

(3) The turnover rate of the contrast medium in an individual
blood vessel (washout-curve) is assessed.
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METHOD

Densitometry

1,2
The densitometric analysis is based on the Lambert-Beer law

which describes the attenuation of a narrow monochromatic x-ray
beam to an intensity I from an incident intensity IQ when pass
ing through a layer of material with mass-per-unit-area X m the
following form:

I= lQ exp (- jj X) (1)

where Jj- is the mass attenuation coefficient. From the above rela
tionship, it follows that In (I0/I) is proportional to X provided
u/P is constant, that is:

In |° = const. X (la)

When film is used for image detection, the optical density result
ing from the transduced radiation can be expressed as:

D = log
incident radiant flux

10 transmitted radiant flux
(2)

Comparing Eqs. (la) and (2) indicates that:

D ~ X (3)

Using this concept, densitometric determination of the amount of
the attenuating matter can be performed. For polychromatic x-rays,
the relationship (la) is not strictly correct because the mass
attenuation coefficient is a function of the energy of the x-ray
photons.

To test the validity of Eq. (3), the following experiment was
carried out: radiolucent tubings of known diameter were filled with
contrast medium and placed in 20cm of water. Cine angiograms of
these blood-vessel phantoms were taken on 35mm film (Kodak Double
X) with a Phillips 9" image intensifier and were subjected to
densitometric analysis. From the digitized image, one-dimensional
optical density distributions were extracted perpendicular to the
axis of the blood-vessel phantom. The area enclosed by the dis
tributions of the respective phantom images was computed and
plotted against the known geometric cross-sectional area of the
tubings. The results are shown in Fig. 1 and indicate good
linearity in a range of about 1 to 4 mm "blood vessel" diameter,
which is the range of interest in coronary angiography. For fil
tration of the x-ray equipment 1mm of aluminum was used.

Scanning

In conventional cine densitometry, Ijhg projected image of the
film is used for densitometric analysis ' . In the present
case, densitometry is applied directly to the cine film. Since
the small image size necessitates a demagnification between the



object and image spaces of at least seven, a scanning aperture
of 25 microns x 25 microns was used when blood-vessel profiles
were measured and of 50 microns x 50 microns when specified areas

within the heart contour were

studied.
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Fig. 1. Measurement of
linearity in densitometry by
using blood vessel phantoms.

The scanner was a rotating
drum-type device that digitized
the images into 256 gray levels
in an optical density range of
0-2.5 Out of these 256 levels,
about 130 could be distinguished
with having statistical signifi
cance. The data from the scanner

were stored on 9-track magnetic
tape, and this tape was used as
input for a computer.

Computer and Peripherals

All computations were done
by a PDP 11/70 minicomputer
located in the Radiology Depart
ment of Peter Bent Brigham Hosp
ital. The computer had a core
memory of 192K and was interfaced
to two RK05 disks of 1.2 x 10b
words each and a RP04 disk of

44 x 10^ words. Other periph
erals included a Tektronix 4014 terminal with a hard copy unit,
and a sonic pen digitizer, GRAF-PEN, SAC, Inc., Conn. Several
terminals were linked to the computer via dedicated telephone
lines; one remote terminal used for this project was a Tektronix
4010 binary graphic terminal in conjunction with the sonic pen
digitizer. Both Tektronix terminals had electronic cursors, which
could be controlled by thumb wheels. The operating system of the
computer was RSX-11D.

Analysis of Stenosis

Densitometric analysis of a stenosis implies a comparison of
the averaged amount of contrast medium in the abnormal segment of
blood vessel to that in the adjacent normal segment of the same
vessel Formally,

Stenosis (%) = 1 - Yax Vn
x 100 (4)

where Va and Vn denote the averaged amount of contrast medium
in the abnormal and normal segments, respectively.

The computer program that has been developed to estimate the
percentage value of a stenosis according to Eq. (4) has the follow
ing main features:

(1) It reads that data from tape to disk and displays them
on the Tektronix 4 014 storage scope.
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resulted in a slope of -0.20 + 0.02. From these data, it followed
that the coefficient of variation identified as the intraoperator
error is 6% for a 75% stenosis and about 4% for a 90% stenosis.

The interoperator error was also determined by using the above
data and the percent stenosis values calculated by the three oper
ators were averaged and the coefficient of variation determined.
The results are seen in Figure 6 and the data again indicated a
strong dependence of variability on the value of percent stenosis.

Analysis of the Myocardial Blush

Assessment of the myocardial blush implies the determination of
the accumulation change of contrast medium in the myocardium with
time. Since the shape of the heart varies during the heart cycle,
an area identified within the heart image contour will, therefore,
change both in shape and size from systole to diastole. To obviate
this problem for the analysis, cine frames have to be chosen from
the same phase of the heart cycle; this is achieved by using an
event marker which is related to the simultaneously-recorded EKG.
The basic concept of the procedure is based on a digital subtrac
tion technique and is the following:

The angiographic recording includes a pre- and post-injection part,
during which the patient is expected to remain motionless as much
as possible. From the pre-injection part, one frame is chosen at
a given instant of the heart cycle and this is the "mark", a term
borrowed from subtraction radiography. Cine frames for the rest
of the analysis are selected from the post-injection part at iden
tical instances of the remaining heart cycles. On each frame the
accumulation of the contrast medium is determined by integrating
the optical density distribution over specified areas; these values
are subtracted from the integral determined for the same area of
the mask. Plotting the data against time represents the contrast
turnover curve for selected areas in the myocardium.

The computer program which was developed to facilitate the
above approach has the following main features:

(1) The cine frames for the analysis are scanned with a
scanning aperture of 50 microns x 50 microns and stored
on disk.

(2) A constantly well-visualized segment of the border of the
cine frame was used to establish a coordinate system
automatically for each frame (Fig. 7).

(3) In the next step, the operator chooses a frame from the
post-injection part of the study and displays it on the
storage scope. He can identify up to three polygons as
analyzing windows by using the electronic cursors.

(4) The position coordinates of these polygons are trans
ferred to the rest of the cine frames. The computer
carries out the integration and subtraction and plots the
data for each window. Since the length of the study
covers 7-15 heartbeats, this sets the number of data
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Analysis of Washout in Individual Blood Vessels

Propagation of contrast medium within arteries is assumed to
reflect grossly the magnitude of existing blood flow. Under
normal conditions, simultaneous filling and clearance of the coron
ary arterial tree is the rule. Differences in washout when ob
served in individual branches should reflect regional changes in
myocardial flow. To measure such changes densitometrically, the
variation of the amount of contrast with time within peripheral
branches of affected arteries has to be established and compared
with unimpaired vascular regions. There are several approaches
that we intend to pursue:

(1) The operator identifies on each frame a one-dimensional
analyzing window across the vessel image to be analyzed.
The optical density profiles will then be extracted by
the computer and the corresponding contrast transfer
curve will be determined. Such a program has been devel
oped. We found that the poor display capability of our
present storage scope is a serious hindrance for this
method. The difficulties are most severe at the begin
ning and at the end part of the washout curve where the
image contrast is very low. Repeated thresholding is
necessary and this slows down the analysis.

(2) A second alternative is the extension of the principles
applied to the analysis of myocardial blush, that is, to
use the EKG to select cine frames in identical phases of
the heart cycles. This way the analyzing window has to
be identified on one frame only and it can be transferred
automatically to the rest of the frames. This approach
is promising and is currently under development.

(3) Our final aim is to achieve advanced automation of the
analysis. To achieve this the transfer of the analyzing
window from frame to frame has to be carried out with
respect to some anatomic landmark that moves in concert
with the selected segment of the blood vessel. A bifur
cation of the vessel, for example, might serve for such
purpose provided that the visualization of this landmark
is adequate throughout the study.

DISCUSSION AND CONCLUSIONS

Visual inspection of cine—radiographic films obtained in con
junction with the selective injection of contrast agents into the
coronary arteries of man has been the traditional way of evaluating
the degree of coronary artery disease. This analysis is usually
performed by observers who are well familiar with the anatomy and
patho-physiology of the coronary circulation. Observations of
this kind include the scrutiny of the arterial anatomy for the
presence or absence of organic changes such as wall irregularities,
narrowings or occlusions which may vary in degree, number and
location. Additional findings may be the demonstration of com
pensatory collateral vascular channels as well as variations in
the intensity and time delay with which the injected contrast med
ium is propagated into the different areas of the vascular tree.
Although such an interpretation has proven to be of great value in



unequivocal situations of arterial blockage, the validity of such
a subjective reading in more complex cases must be questioned,
particularly in light of the results of more recent published
studies which reveal considerable inter- and intra-observer errors
7,8,9.

The technique developed by us for cine-densitometric analysis
of coronary arteriograms is an effort to reduce the above-mentioned
uncertainties of subjective interpretation. The described
approach is so designed to record objectively the findings to which
the observer pays attention. Quantitation of stenoses is accom
plished by operator-interactive use of high precision densitometry,
which has high reproducibility for narrow lesions. It should be
emphasized, however, that the mere identification of a stenosis,
even with 100% accuracy, is not sufficient for the characteriza
tion of the lesions' hemodynamic impact because of the frequently-
developed compensatory collateral pathways of different degree.
Our analysis includes, therefore, an effort to analyze changes in
contrast propagation and intensity of filling as they occur in the
peripheral arterial tree and, consequently, in the intensity of
contrast accumulation in the capillary bed, to so-called angio'-
graphically-detectable "myocardial blush". This concept has
certain similarities with diagnostic techniques of myocardial
isotope scanning, where areas of underperfusion are identified by
a relatively lower intensity or time delay of activity disappear
ance. Regional underperfusion of certain areas following selec
tive arterial injections is observed in coronary arteriograms and
can be documented densitometrically as shown in our present
studies. The physical properties of contrast agents do, however,
differ from isotope tracers and it is, therefore, premature to
speculate as to what degree the angiographically-demonstrable
changes relate to stages of myocardial ischemia or infarction.
These questions are being investigated in our ongoing experiments
in animal models and compared with the results of other diagnostic
methods as used in clinical materials.

Based upon our preliminary results, we are hopeful that the
here-described technique will improve information extraction from
clinically-performed selective coronary arteriograms.
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DISCUSSION:

Questions to Dr. T. Sandor focused on technical aspects of the work

described.

D. Ochs asked if the images shown in the presentation were taken directly

from the Tektronix scope, and, if so, how the gray levels were achieved.
Sandor replied that the Tektronix scope was indeed used; and although not

marketed as a gray-scale display, it is, in fact, capable of generating
about ten distinguishable shades of gray. S. Pizer questioned what was meant

by "ten distinguishable shades" and pointed out that the number of such levels

can depend upon the pattern in which the levels are presented to an observer,
ambient brightness, acceptable error rate, etc. Sandor replied that he had
done no observer performance experiments to determine the number of distinguish
able gray levels but that he considered his previous statement to be an ade
quate description of the gray-scale capabilities of the display in question
under the circumstances of its use.

B. Pullan inquired whether it was necessary to correct for the variable
"gamma" of the image recording system at different levels of exposure. In
reply, Sandor stated that no correction is required when using cine film
because exposures are well within the linear range of film response. The
variation of exposure from one cine^ film to another is not a problem, since the
sensitometric curve of the film used is linear from densities of about 0.2

to 1.8. A serious problem could occur if no corrections were made when using
large format X-ray film to image large blood vessels, however, because optical
densities behind the vessel could then lie on the "toe" of the film H and

D curve.

In response to questions from W. Anderson and C. Metz, Sandor stated that
he had not attempted any geometrical corrections for blood vessels that lie in
planes not perpendicular to the X-ray beam and agreed that such vessels are
difficult to identify from the cine^ film itself.

A. Todd-Pokropek asked if any attempts had been made to automate the
identification of vessel boundaries using edge detection algorithms. Sandor

replied that he and his colleagues had tried many such methods but that the
results to date have been unreliable and the methods very slow on his computer.

K. Britton inquired whether the quantitative results of this work were used
directly by cooperating physicians in the sense that they could establish a
percentage stenosis above which they would operate and below which they would
not. Sandor explained that at present this was not possible because the
decision to operate must be based not only on fractional stenosis but also on
other clinical variables. In response to another question from Britton, he
stated that simple "meter stick" measurements of vessel diameter directly
from the film had resulted in an overall 19% relative error in stenosis
determination; whereas the method reported here yielded, for example, about
6% relative error for 75% stenoses.

A. B. Brill and an unidentified member of the audience asked questions
concerning the effects of heart cycle phase on the stenosis measurements.
Sandor replied that his measurements to date had held phase constant using
cine frames keyed on the R-wave of the EKG and that about 14 frames with
similar phase were available during a typical study. He stated that he had
not yet investigated the extent to which results depended on the phase selected;
he doubted much variation but hoped to investigate that point in the future.
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A SURVEY OF COMPUTER PROCESSING OF CHEST RADIOGRAPHS*

R. P. Kruger

University of California

Los Alamos Scientific Laboratory
Los Alamos, New Mexico 87545, USA

ABSTRACT

This paper will survey the published work of several inves

tigators who have concerned themselves with various aspects of
computer measurement and diagnosis of anatomy present in chest

radiography. It is hoped that, at the very least, it will pro
vide a reasonably complete annotated bibliography of this body
of research.

INTRODUCTION

During the past decade the field of computer image processing has under

gone remarkable growth. From a small nucleus of academic and industrial labora
tories, this discipline has expanded into application areas ranging from in

dustrial inspection and earth resources to medicine. Within this latter con
text there have been numerous modest research efforts directed towards auto

matic and semiautomatic mensuration and diagnosis of medical radiographs. A
particular interest has been shown in the application of scene analysis and
pattern recognition algorithms for automated measurement and/or diagnosis of
anatomic features recorded on the standard posterior-anterior and/or lateral
chest radiograph. The motivation for this research has in part been a recog

nition that demographically it is the single most prevalent radiographic exam
ination performed. In 1970 approximately 650 million human subject radiographs
were exposed. Of this number, 36 percent were chest radiographs.

This survey will be devoted to a historical and chronological review of

past and current research and development efforts in this narrowly defined area.
The goal is to inform the reader or the perspective researcher of the results

of work which have been completed and published. This report will be divided
into three major sections: An introduction, followed by scene segmentation al

gorithms as applied to chest radiography, and finally applications of automated
diagnosis.

SCENE SEGMENTATION APPLIED TO THE CHEST RADIOGRAPH

Scene segmentation in its most context-free form is a very difficult and

as yet unsolved problem. Given an arbitrary scene, it would necessitate the

*

Work performed under the auspices of the Energy Research and Development
Administration, Contract No. 7405-ENG-36.
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division of the scene into a finite recognizable number of components. Two
distinct approaches to scene segmentation which have been extensively used can
be described by the terms top-down or bottom-up. Top-down scene segmentation
refers to a philosophy of parsing a scene into increasingly more specific local
components. It relies on a global specification often referred to as a "world
model" to guide this search. The bottom-up philosophy by contradistinction
initially detects salient local components and uses these with a global model
to globally segment the scene. In a completely context-free environment this
would require storage of an infinite number of component descriptions using an
alphabet of suitable primitive scene descriptors. A paradox exists because in
order to detect a scene component, it must be described in some analytic man
ner. However, a description of the component is needed a priori in order for
successful detection to occur. If constraints are applied which limit the num
ber of recognizable scene components but still allow these components to be
placed in any orientation and/or spatial position in the scene, the paradox is
resolved since some context dependence has been introduced into the world model
in the form of a priori knowledge of scene composition. Numerous scene primi
tive descriptor alphabets have been devised which are orientation and/or posi
tion independent. The resulting component descriptions are often robust enough
to allow a degree of within-component spatial distortion and still provide for
correct description and recognition.

The automated detection and description of major anatomical features in
one or several standard radiographic views is in many respects an even more re

strictive representation since spatial context dependence of normal anatomy is
more or less defined. Consider the standard posterior-anterior (PA) and lateral
chest radiographs as stylized in Fig. 1. Both views can be macroscopically
divided into a finite number of discrete anatomical components whose
locations are interrelated in an approximately fixed anatomical context. Trans-
juxtaposition of anatomy will not occur, and as a result context is more strict
ly defined. Scene segmentation algorithms can then be more goal directed and
less complex.

Heart and Mediastinal Measurement Algorithms

2
The work of Becker et al. is the first example of automated feature ex

traction applied to the PA chest radiograph. This work involved the automated
computation of the cardiothoracic ratio (the ratio of heart width to chest width)
on 37 PA chest radiographs from the horizontal spatial signature. Kruger3 ex
panded this initial work to include the computation of additional indices shown
in Fig. 2. Some of the more useful measurements were

1)

2)

3)

4)

5)

6)

7)

THr: The thoracic distance is a lateral width of the thoracic

cavity at the right diaphragm. This measurement was used to
normalize all linear measurements.

MDL: The chest midline is a vertical line which divides the

thoracic cavity into two more or less equal halves.

MLE (MRE): The normalized maximum left (right) extent is the
distance from MDL to the left (right) cardiac boundary.

CTR: MLE + MRE.

TA: The estimated thoracic area is a rectangular approximation

of the thoracic cavity and was used to normalize all cardiac
projection area measurements.

LA(RA): The left (right) cardiac projection area is the normalized
area of the heart between the MDL and the left (right) cardiac border.

TCA: RA + LA.
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8) RP(LP): This is a contour measurement designed to measure the
shape of the right (left) vascular band above the right (left)
heart apex. The contour is approximated by a fourth-order
least-squares polynomial.

The algorithm designed to accomplish these measurements can be best char
acterized as a bottom-up approach utilizing a collection of heuristic image pro
cessing techniques. The goal was to segment the scene by enclosing the cardiac
projection in a rectangular box and then creating a binary representation of
that projection for later measurement. The technique entailed the use of spa
tial signatures similar to those mentioned earlier. The initial horizontal and
vertical signatures were computed by summing the picture elements in the col
umns and rows of the image array, respectively. The horizontal signature was
very characteristic of the shape noted. Figure 3 illustrates a typical hori
zontal signature. The MDL was computed first and was chosen as the peak magni
tude of the center portion of the horizontal signature. The LEH (left edge of
the heart and REH (right edge of the heatt) were then chosen as those points
where five consecutive first derivatives were either greater than or less than
zero. The initial estimate of LEC (left edge of chest) and REC (right edge of
chest) were then chosen as secondary signature peaks measured from LEH and REH,
respectively. The THr measurement was taken to be the difference between LEC

and REC. The TOH (top of heart) and BOH (bottom of heart) were likewise chosen
from first derivative analysis of the vertical film profile or signature. The
initial estimates of TOH and BOH were then used to create a refined horizontal
signature and final estimates of MDL, LEH, REH, LEC, and REC were computed. The
image region between the new MDL and LEH was likewise summed to create a refined

vertical signature from which TOH and BOH were reestimated. The LEH, REH, TOH,
and BOH defined the vertices of the so-called cardiac rectangle as shown in
Fig. 3. Within this rectangle an image histogram was computed. This bimodal
histogram was then easily thresholded to create a binary image within the rect
angle. Once this binary representation was available, it was a relatively
straightforward task to complete the heart outline as shown in Fig. 4. This
algorithm was applied to 320 chest radiographs on a 256 x 256 pixel grid. This
work was an initial example of applied scene segmentation for heart measurement.

This initial work has been refined and improved upon by several researchers.
Roellinger^ used a constrained maximum gradient method to detect the left heart
border instead of a thresholding technique. He also refined the estimate of the
right cardiac diaphragm intercept by defining it as the coordinate value with
shortest distance to the lower right corner of the image.

The output of the cardiac outline program appeared similar to that shown in
Fig. 4. At this point Roellinger characterized the shape of the cardiac pro
jection using Fourier descriptors instead of the extent measures and poly
nomials used by Kruger.^ TCA was retained from the previous work as a size de
scriptor. Consider N as the number of boundary points creating a closed perim
eter around the cardiac projection. If the boundary points are specified as
(x(n),y(n)); n = 0,...,N, a cumulative angular periodic function F(n) can be
defined as the net amount of angular bend between a starting point n = 0, and
any point n < N moving clockwise on the closed curve. Note that using this
definition F(0) = 0 and F(N) = -2tt. Since N will be variable for each projec
tion traced, a new function G(t) was defined over a standard interval for all
0 < t < 2tt

G(t) =F(f£) +t. (1)
If G is then transformed by a discrete Fourier transform in polar form, then

G(t) = yn + I A cos(mt - a ) , (2)
Omm m '
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where y is a d.c. term and (A^c^) are Fourier magnitude and phase, respec
tively. Thirty pairs of these Fourier descriptors were subsequently used to
extract measurements and classify 481 chest radiographs.

Initial software studies led to the development by Sezaki of a vidicon
camera minicomputer-based system for rapid (1-second) determination of the CTR
measurement. This near-real-time determination used single line scans across

the PA film similar in appearance to horizontal signatures. Maximum slope
criteria were used to detect the REH and LEH parameters on each scan line.
Peak values to the left (right) of REH (LEH) were used to determine the REC
(LEC). These four arrays were then used to compute the CTR measurement on 100
chest films.

Lung Outline Detection

The work described up to this point did not outline the lung region per se
However, this was a logical extension since a good deal of the diaphragm, medi
astinum, and outer chest wall had to be detected when heart measurements were
made.

6 7
Hall ' approached the problem with a bottom-up philosophy using a combina

tion of local binary criteria and global threshold criterion. The global cri
terion consisted of a threshold computed from a histogram of a 128 x 128 pixel
scan of the entire chest radiograph. The bimodal histogram valley was then de
tected between a low density peak representing the heart, mediastinum, dia
phragm, and chest wall and a high density peak representing the lungs. This
global threshold philosophy was similar to concurrent work by Spiesberger.°
The threshold criteria in the former instance consisted of examining the histo
gram values from a position of one-third the height and to the right of the low
density peak (i ) to a position where three-quarters of the picture elements
have been accumulated (in). The threshold (iT) was selected as the gray level
i where initially

iT:h(i - 1) <h(l); i=1 ,iQ . (3)

If the threshold criteria was not satisfied, then i was defaulted at

(in - i )

Next the column sum or horizontal image signature of the low resolution
image was obtained. From this the chest midline (MDL) was detected as well as
estimates of the left and right lateral chest wall (LEC and REC). This opera
tion divided the chest vertically to isolate the lung regions. The regions to
left and right of MDL below the upper quarter of the image (Row 32) were search
ed for a value above i™. As one proceeded down the image, the mediastinal and
cardiac boundaries were detected in a horizontal region of search defined by
[y-6, y+6] where y was the last accepted boundary point. The right and left
cardiac diaphragm intercepts (12, J2)(I5, J5) were found at the minimum dis
tances from the lower right and left image corners respectively. The right
hemidiaphragm was found by searching a horizontal distance defined by the array
columns from J2 to REC. The vertical region of search began at image row 12
and searched the vertical region [x, 128] where x was the last row value less
than i . The last accepted coordinate pair defined the right costophrenic
coordinates (13, J3). Identical logic was used to trace the left hemidiaphragm
and detect the left costophrenic coordinate (16, J6). The left lateral chest
boundary was found by searching down the image to 16 with a horizontal search
region defined by [y-6, 128] for a pixel less than i . The right lateral chest
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wall was detected in a similar manner with a vertical region of search from
rows 32 to 13 and a horizontal interval of [y + 6,1]. The right or left lung
apices (II, Jl), (14, J4) were chosen as the minimum x coordinate and average
y coordinate value associated with these boundary minima.

Each detected boundary was fit to a fourth order least squares polynomial
with dual end point constraints. The steps previously described are summarized
in Fig. 5. High resolution (512 x 512) digital analysis of just the lung zonal
regions was possible because the interpolated polynomial value constituted
lateral turn-on and -off indicators as the film was raster-scanned.

This algorithm was performed on 550 chest radiographs using an image dis
sector camera-minicomputer system as a preprocessing step to computer lung
diagnosis. Its weakest feature was the use of a single global histogram thresh
old criteria. This could lead to local boundary specifications errors. An al
gorithm with a similar heuristic boundary detection philosophy was concurrently
being developed by Tsaing^ on chest images of similar resolution. The major
boundaries are detected using both a local gradient criteria and a global gray
scale criterion. One significant preprocessing difference in the latter case
was that histogram equalization-*^ was performed on the images prior to lung out
lining. This operation would destroy the effectiveness of the global criteria
chosen by [7,8]. The outlining results of this latter study shown in Fig. 6 on
over 400 chest radiographs was impressive. While these latter results were ob
tained on a large computer, the published computer time per film would leave
little doubt of its adaptability to minicomputer-based systems.

Levine broadened the application of lung detection algorithms by extend
ing the technique to also trace the heart and lung boundaries as projected on
the lateral view. His motivation was to automate the Barnhard total lung ca
pacity (TLC) calculation. The parameters necessary to accomplish this measure
ment are shown in Fig. 7. The height (h), width (w), and depth (d) of each
segment are measured and the thoracic volume V is computed as n truncated el
liptical cylinders

n

v =1 Y w.d.h. (5)
t 4 i—t ill

i=l

where n is the number of sections and h. the vertical digital scan resolution.

The heart volume V. is calculated as an ellipsoid
h

\=fdld2d3 • (6)

The volume V of each hemidiaphragm is approximated by one-eighth of an
ellipsoid with radius r , r , and r

Vd "\ <f 'lV3>' <7)

The volume of blood V and lung tissue Vjt are estimated as computer-stored
functions of patient height and weight. The lung volume is then computed as

VT =V - V. -V* -V^ -V. -V . (8)
L t h d d It B
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The algorithm used for heart detection in the PA view was developed as a
refinement of [3]. Once the so-called cardiac rectangle was detected, the bor
der of both the left and right heart boundary was found by means of the Gaussian-
weighted first derivative edge detection technique of Ausherman. The use of
derivatives in this manner was similar to Tsiang and Roellinger.^ The dia
phragm was detected in a manner similar to [7]. The outer chest wall was de
tected on both sides by first tracing a short section of lung apex boundary to
compute the top of lung (TOL) and lower chest wall. A cubic was then fitted
between these traced sections to serve as a guide for detection of the remain
ing outer chest wall boundary.

A vertical signature of the lateral view was used to detect the region of
the diaphragm (BOL) and the top of lung (TOL). The region around this point
was searched with an edge detector to compute a top of diaphragm point (TOD).
A similarly detected point in the PA view was then used to make the two views
colinear. The front edge of chest (FOC) and back edge of chest (BEC) were
likewise found from a smoothed horizontal signature similar to those used in
[3]. These reference points along with BOL and TOL were used to coarsely seg
ment the scene. Once the lung is enclosed, a rectangular region about the
heart in the lateral view is thresholded to create a binary heart projection
similar to those presented earlier. This mask is searched for heart-boundary
detection. This sequence of operations is illustrated in Fig. 8. At this point
the measurements called for in Eqs. (5-8) are undertaken. The results of manual
vs automated VL calculations for 16 PA and lateral pairs indicated a correla
tion of 0.971 with a standard deviation of 0.262 liters. One of the positive
aspects of this work was the direct comparison of manual vs automated VT in an
analytic manner.

The heart and lung outlining algorithms presented up to this point could
not be classified as general enough to be extendable into other context depen
dent scene analysis tasks. While these algorithms may often be superior in
implementation efficiency for a specified single task, they will not expand the
knowledge of context-dependent scene segmentation as a discipline.

14,15
Bailard ' has presented a detailed top-down hierarchic figure-of-merit

approach to boundary detection which is applied to both lung and large tumor
detection. This technique involves the concept of "planning." The technique
attempts to maximize the objective function at image location z(x.,y.) = z..

max

z ... z
1 n

v~^ n-2
Yj G(zi} +aJ2 q(zl'zi+l'zi+2)

L i=l i=l

+ Be (Zn-l'Zn'Zl'Z2)
(9)

where n is the number of image pixels, G(z.) is the two-dimensional gradient
modulus at the image points z.; q(z.,z.,1,z.,_) is the low-curvature constraint

11 l+l i+2

at point z. and C(z ,z ,z ,z„) is the curve-length constraint variable.

q(zj_,Z£+^^ ) = 1 if z.,z ,z subtend an angle equal to 135 ,
(10)

0 elsewhere
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c( )=lz = zn and z ,, z , z„ subtend an angle >= 135 ,
n 1 n-1 n 2 °

(11)
0 elsewhere

The a and 3 are negative weighting factors. The set of optimal boundary points
Z.....Z is the set which maximizes Eq. (9). Dynamic programming is used to
iterate the solution to a maximum figure of merit. The approach is top-down
and hierarchic since the lung boundary is first found at very low resolution.
Refinement extends this to higher resolution. At very low resolution such small
details as the rib edges and vascular structure are obscured, leading to a com
plete closed path around each lung. At the next stage the plan-localized
search of the higher resolution image is used to refine the initial estimates.
Figure 9 shows an example of this lung-boundary extraction procedure. It
shows refinement made by the plan followed using Eq. (9), overlaid onto the
example radiograph. Application of this technique to large tumor detection will
be discussed later. Chien ' used the top-down concept of an embedding metric
for the purpose of locating five key anatomical reference points about the right
lung on the PA radiograph. These reference points were then connected with
straight lines to enclose the lung. These points, shown in Fig. 10, were 1) top
of lung (TOL), 2 and 3) intersections of clavicle and the rib-cage projection
and mediastinum, respectively, 4) right cardiac diaphragm intercept, and 5)
right costophrenic angle.

The five boundary points were found which minimized the cirterion function

n i

g(z) =m z gij(zi'zj)' a2)
i=l j=l

where

z = (z ,...,z )

t"V\

and where g. . is the global evaluation function or cost of embedding the i
component of reference at location z.; and the jt component at location z. in
the image. In this example, shape information which is a function of the

angles Q±-\ made between the five key points was used as global information.
The global criterion was therefore

I. . (z.,z.) -
13 i J

). . - tan
!j \ y•- y•

\ 1 j

-1/ _J: 1

(13)

i > j

where 8^ was estimated by averaging a priori the angles from several example
radiographs. The local criterion was

gii(z.,z.) =1-c/y i=l,...,5 .

C y represented the output of a matched filter
x

M M

x„ 2-J L^l llTll llf"
i _ ^ \"^ T1(£,m) f (x - I, y - m)

c

y
l m
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where T1 are templates, which were determined a priori, of the local regions
surrounding each of the five reference points, and f is the image matrix in that
region. At a point of best fit g±. and g1± would all simultaneously approach a
minimum that would be zero in the ideal case. Scene context dependence was
taken into consideration in that each template T1 pertaining to a particular an
atomical reference point was matched only to a prespecified region in f that was
selected a priori for the entire population. Figure 11 shows the output of this
technique.

The previous two techniques can both be classified as global-to-local or
top-down iterative scene analysis techniques with general applicability in any
context-dependent class of scenes.

Rib Detection

The detection of the ventral (anterior) and dorsal (posterior) ribs as
projected on the PA radiograph are the last macroscopic anatomical structures to
be presented. This represents perhaps the most difficult macroscopic detection
task in the chest radiograph since their visibility is quite variable.

Toriwaki was the first investigator to develop a top-down paradigm
for detection of anterior and posterior rib projections as part of the AISCR-V2
(Automatic Interpretation System for Chest Roentgenograms). This approach as
recently modified is summarized in the flow chart shown in Fig. 12.

The linear filtering operation consisted of a two-dimensional matched fil
ter with a shape approximately like that of a rib section. Separate matched
filters of this type were applied to the inner and outer lung region of each
lung. The image output of this operation was then thresholded to create a bi
nary mask or rib images which were traced by an edge-follower. The output of the
edge follower for each rib was fitted with a quadratic polynomial which was ver
tically shifted to serve as an estimate of both the upper and lower rib margins.
A similar algorithm was used for both anterior and posterior rib detection.

20 21 22
Two other investigators, Wechsler ' and Persoon have developed algo

rithms for rib detection. Wechsler21 has quite recently compared these later two
approaches and his comparisons are summarized here.

Both of these later techniques, like Toriwaki, utilized a local rib-edge
detector as an integral part of their algorithms. Both the latter approaches
utilized contour followers of different philosophy.

Persoon's local edge detector was defined over a 5 x 5 pixel region. As
an example, consider the diagram

f f f
11 12 13

f21 f22 f23

f31 f32 f33
f f f
41 42 43

f51 f52 f53

f14 f15

f24 f25

f34 f35

f44 f45

f54 f55

The edge detector must decide if f33 belongs to an edge and if so it assigns a
direction to that edge. As an example the derivative in the right (R) direction
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is computed. First, pixels f^^ and f^, i = 1,...,5, are approximated by a
linear model where a * and b_*" are solved so that

E
i=l,...,5
j=4,5

* *

aR i " bR

mm

aRbR
i=l,...,5

j=4,5

f .. " ai
ij R

From this model a derivative I is also computed
R

XR- E
i=l,...,5

3=4,5

fij " V " \

- b.
(15)

(16)

and a local average gray level A^ defined over the region to the right of the
illustrated line is also computed

AR = io Z--f
i=l,...,5

j=4,5

ij
(17)

Similar numbers a , b , I and A are also computed for derivatives to the
Lj.Lj.Lj Lj

right. The modified derivative D then becomes

(AR"AL) - (IR+V/6 (18)

Each 5x5 pixel segment is rotated over 360 in eight equal increments
with D computed at each rotation. The gradient is the direction for which D is
maximized and

MAX

max

k=l,. <v (19)

is the edge goodness measure. The Persoon contour follower then operates on the
image consisting of all D (i,j) values. Its basic premise is to link together
all small edge segments that are nearly horizontal into a convex line which will
represent a rib margin. Upper and lower rib margins are compared and quadratic
curve fits are again used to extrapolate or fill gaps in order to link edges.

This is a bottom-up or local-to-global scene building approach.

Wechsler's edge detector is defined also over a window of size 5x5
using a combination of both the gradient and the Laplacian.

The weighted masks shown below are used for approximating the x-derivative,

y-derivative and the Laplacian, respectively at point (i,j).
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-2 -3 3 2

-3 -8 8 3

-4 -16 i.j 16 4

-3 -8 8 3

-2 -3 3 2

Ax

2 3 4 3 2

3 8 16

i.j

8 3

-3 -8 -16 -8 -3

-2 -3 -4 -3 -2

Ay

0 1 1 1 0

1 -2 -1 -2 1

1 -1 0 -1 1

1 -2 -1 -2 1

0 1 1 1 0

The outputs of the operator are the quantities V and Q shown as follows:

G(i,j) |Ax|2 + |Ay|2 (20)

The linear combination of G and L forms the operator's magnitude

V(i,j) = G(i,j) + 3L(i,j) (21)

The output operator's direction Q is

Q(i,j) =ksuch that ~< D(i,j) < (k + 1) | (22)

and k £ {l, 2, 3, 4} ,

-1
where D(i,j) = tan and Q(i,j) denote quadrants about point (i,j).(£)

Wechsler's rib-margin contour follower is basically of a top-down nature.
A Hough array accumulation procedure14 using V and Q modified for tracing para
bolic curves is used to find the lower rib margins from the output Q = 3 of the
local edge detector. The upper rib margins are then located using Q = 3,2,1,
and 4 respectively. Comparable results of the two algorithms are shown in
Fig. 13. The bottom-up approach will be successful if local detectors function
accurately. If local information is faulty, it will lack the global guidance
necessary to recover. The Wechsler top-down model will perform only as well as
the guiding "global world model."

Applications of Computer Diagnosis

The previous sections of this report have summarized in at least minimal
detail much of the research concerned with detection and characterization of
anatomical macrostructure displayed in the anterior and lateral view chest radio
graphs. Much of the motivation for this detection and measurement has been the
desire to render a machine diagnosis comparable in accuracy to that made by a
physician. A machine with the ability to render a consistent normal-abnormal
advisory diagnosis with a controlled false positive rate (false abnormal rate)
and a "small" false negative (false normal) rate would be of significant medical
benefit as a diagnostic tool in mass screening.

The problem of inter- and intra-reader diagnostic inconsistency in chest
radiography has been extensively studied by Garland23 and later by Jerushalmy.24
The former concluded that experienced film readers are apt to exhibit a false
negative rate of 30 percent and a false positive rate of 2% upon a single diag
nostic reading. Furthermore, in evaluating pairs of serial radiographs, one ex
perienced physician is apt to disagree with another in a third of the cases.
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Upon subsequent review a physician will disagree with himself 20% of the time.
These percentages were sustained by the later referenced work on an equivalent
number of films and readers. For these reasons, training films for an auto
mated film reader should be validated by other diagnostic tests whenever
possible.

Many, but not all, of the machine diagnostic results to be presented in
this section utilize some form of Bayesian maximum likelihood decision process
with a multi-variate Gaussian class assumption. This represents a form of sta
tistical parametric pattern recognition.

This decision process can be summarized as follows. If x = (x ,...,x )

represents vector of "selected" features extracted from the image, [<£] is the

intra-class covariance matrix of these features and y = (U-i »• •-lO is tne intra-

class mean vector, the decision function g.(x) for each class C. can be expressed
as 1 1

g±(x) = ~ ^ x WJ x + x [<J>. ] jj . 1 fJ. -,-1
(23)

+ log P(C±) - - log \4>±\ .

In general an unknown x is assigned to class C. when g.(x) is maximized. If

[$.] is made identical for each class C., the classifier is linear in form be

cause the boundaries which separate the diagnostic classes are straight lines in
N-space. Unequal [<{),] will yield a quadratic N-space boundaries. The so-called
modified maximum likelihood decision function is similar in form except that the

last two terms of Eq. 23 are deleted.

The testing results to be presented are often the results of a process
commonly referred to as "jackknifing." A jackknife is a process whereby z percent
of the N-vectors x are removed from the entire population of N-vectors x prior
to classifier training. The z percentage commonly varies between 1 and 50 per
cent dependency on the size of the sample population. After removal the classi
fier is trained on the remaining 100-z percent of the data. Finally, the z re
moved unknowns are submitted and classified. This process is repeated until
each vector in the population has been removed and tested. This represents an
unbiased testing process for the population.

Classification results to be presented will be restricted to two-class
normal-abnormal confusion matrices similar in form to the one shown in Table I

even though the specific study may have included several abnormal classes.

Table I. General Form of Two-Class Confusion Matrices

Individual Reader

N A
Tt-iip Fa"

N

True Class

A

True

Negative

False

Positive

False

Negative

True

Positive
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This is both an attempt at brevity and a means of emphasizing the importance of
the normal-abnormal decision in screening applications. In these matrices the
numbers in parentheses will represent the actual number of samples classified
with the corresponding percentage shown above it.

Film Exposure Classification

Common logic would seem to dictate that films which are improperly ex
posed will more often be read incorrectly. Jacobson 5 concluded that, in lung
diagnosis, overexposed chest films consistently exhibit a higher than expected
false-negative percentage, while underexposed films exhibit a higher than ex
pected false-positive percentage. It would therefore be logical for a diagnos
tic machine to remove improperly exposed films as its initial test.

Kruger has demonstrated that such an exposure prescreening is possible
utilizing features available from a gray level histogram of the image. The his
togram measurements computed were 1) maximum value, 2) minimum value, 3) pixel
count at the histogram's largest peak, 4) mean value, and 5) standard deviation.
These five features were classified using a (linear) Gaussian classifier. The
two-class normal-abnormal classifier training results using 89 films for device
training was 94 percent. Classifier testing results against 96 unknowns yielded
87 percent correct.

Computer Heart Diagnosis

The heart and major vessels above the heart have been computer-classified
more than any other anatomical feature in the chest radiograph. Kruger-3 classi
fied the heart and major mediastinal vessels, using the area and extent measures
detailed earlier, into a normal and three abnormal classes. The abnormal film
data was obtained from catheter, surgery, or autopsy verified rheumatic heart
disease patients. Computer testing results using a jacknife of z = 10 percent
and a piecewise linear Gaussian classifier are shown in Table II.

Table II.

True

Class

A

Rheumatic Heart Study (Computer)
Computer Class

N A

88.6

(78)

11.4

(10)

6.2

(12)

93.8

(181)

Percent Correct

92.1

In this same study 10 radiologists each read on an average approximately
half the 281 films for the same purpose. Their overall group performance was
89.8 percent correct.

9
In a similar study Tsiang combined area and extent measures similar to

those used by Kruger3 and the Fourier descriptors proposed by Roellinger4 to
computer-classify normal and several congenital heart disease classes. A modi
fied maximum-likelihood Gaussian classifier with a z = 10 percent jackknife yield
ed the following diagnostic testing results. Verification of data as to class
was again by other than radiographic means. Results are shown in Table III.

In this study there was no physician-comparison made. However, the
young age of most of the patients and the number of categories of congenital
diseases would make this a more difficult diagnosis both for a machine and for
a trained film reader.
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True

Class

Table III. Testing Results

Normal vs Congenital Heart Disease

Computer Class

N A

76.1

(121)
23.9

(38)

18.3

(42)
81.7

(187)

Percent Correct

79.4

Computer Diagnosis of Pulmonary Disease

Diseases of the lung as recorded on the plain chest radiograph can be
grossly divided into the two major categories of nodular and diffuse (dissem
inated). With nodular disease, there are usually one or a small, and thus count
able, number of 1-cm or larger opacities (lesions) visible on the radiograph.
These opacities may be indicative of a variety of etiologies. Diffuse lung dis
ease can also have many etiologies (over 200). Radiologic signs of diffuse dis
ease as viewed on the chest radiograph have been broadly classified into the
minor categories of alveolar and interstitial disease. Additional classification

of the many small 2-mm average size interstitial opacities into the sub—categories
of nodular and reticular has allowed a further division of the radiologic signs.
The many small lesions representative of disseminated alveolar or interstital
disease present a visual opacity pattern that is textural in appearance. Simi
larly, normal pulmonary vascularity can be characterized in a textural manner.
It is, therefore, not unexpected that the initial research on computer diagnosis
of disseminated lung disease concentrated on the quantification of these tex
tural differences. These measurements have not attempted to count opacities per
se but rather have been designed to provide an indirect quantitative description
of their textures.

Optical Textural Measures

The study of computer detection and classification of lung disease
through the use of textural discriminators has been accomplished through both
optical and digital means. The optical approach has centered about the use of
measurements extracted from the Fraunhofer diffraction pattern.

The Fraunhofer diffraction pattern or optical Fourier transform is simply
the pattern which results when collimated laser light is used to illuminate a
film region f. The resulting transmitted light from that region then passes
through a thin convex lens. If ct-i is the focal length of that lens, the optical
Fourier transform F is reconstructed at a distance a-^. This sequence of opera
tions is shown in Fig. 14. In mathematical form

where

F(u,v) = C

OO CO

If
— CO —CO

v Act..
x 1

exp -j27T(TTx + vy)

v = v Aan
y i
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T1--" i-^CXl

Fig. 14. Optical Fourier transform.
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and where vx and v are spatial frequencies, and A is the wavelength of the co
herent source. The modulus or magnitude of the Fourier transform is defined as

1/2

I(u,v) =(F(u,v)F* (u,v)) , (24)

where * denotes the complex conjugate. It is also possible to reverse this pro
cess by adding a second transform lens at distance a-^ beyond the transform plane.
Frequency domain filtering is easily accomplished by adding a photo mask at a .

27
Becker reported the first use of Fourier domain filtering in chest

radiography. His application demonstrated the ability of a simple Fourier-
domain wedge filter to reduce the visibility of dorsal rib structure. Revesz
performed an interesting experiment using human observers. Three-hundred pos
terior intercostal (inter-rib) radiographs were submitted to an optical system
which recorded the magnitude of the optical Fourier Transform I on film. The
films were selected from normal as well as nodular and reticular interstitial

disease categories. Six trained observers were then asked to independently
classify both the radiographs and their diffraction patterns into these three
diagnostic categories. The results indicated that 78 percent of the radiographs
were classified correctly. However, 98 percent of the diffraction patterns were
classified correctly. Thus, it appeared that there was a characteristic visual
appearance of the diffraction pattern which aided visual discrimination.

29
Additional concurrent work by Biagini demonstrated that the radial

signature r- of the Fourier Modulus I could usually discriminate between normal
local lung regions and those which displayed evidence of pulmonary emphysema.
In the former example it was the addition of numerous small opacities character
istic of interstitial disease patterns onto normal vascularity which gave rise
to additional visually detectable high frequency activity in the Fourier spectra.
In the latter case, it was the reduction of this high-frequency energy below
that exhibited by normal pulmonary vascularity which reflected the vascular de
struction caused by emphysema.

30
Kruger replaced the photographic recording of the diffraction pattern

with a solid state detector designed to make direct digital annular-ring and
angular-wedge signature measurements of the optical Fourier transform modulus.
If the Fourier modulus is refined in polar coordinates I(p,6), the ring signa
ture measurements r. can be defined as

3

TT P.+Ap

>> 'U J I(p,9)pdpd6 (25)

0 Pj

j = 1.....32 .

The wedge signature values can similarly be described by

p e.+Ae.
max j j

'rf f
p . e.
mm j

I(p,6)pdpd9 (26)

j = 1.....32 .
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The r-; measures are sensitive to differences in spectral energy as a function
of radial frequency. The Wj measures are sensitive to differences in angular
spectral energy content and are useful for differentiating reticular structure.

These 64 measures were subsequently normalized to unit energy to com
pensate for linear interfilm differences in dynamic range and mean film density.
This apparatus was used to collect data from 6.35-cm-diameter lung regions on
141 zonal chest radiographs. Each zone was roughly 1/3 of the vertical height
of the lung from the diaphragm to the apex. There were 39 normal films and
102 abnormal films. The abnormal films were selected from a representative
population of individuals with pneumoconiosis, an occupationally related disease
associated with the long-term inhalation of coal dust. This malady is classi
fied as a diffuse interstitial lung disease visualized by the superposition of
numerous small rounded or irregular opacities onto normal vascular lung patterns.
In the absence of a work history containing long-term dust exposure, the abnormal
film looks not unlike other diffuse interstitial diseases. A quadratic Gaussian
classifier and a jacknife of size z = 50 percent was used to classify this data.
The results are shown in Table IV. An example of a normal and advanced pneumo

coniosis film is shown in Fig. 15.

Table IV. Two-Class Testing

Diagnosis of Pneumoconiosis

True

Class

Computer Class

N A

69.7

(27)

30.3

(12)

4.0

(14)

96.0

(98)

Percent Correct

88.7

Six specialists in pneumoconiosis diagnosis were asked to read the identical
film zones. Their combined results yielded 91.5 percent correct.

Stark replicated and refined this experiment on 64 lung zonal films.
Twenty-seven films were normal and 37 were abnormal pneumoconiosis films.
Notable changes and refinements were as follows. First, he placed the film in
a phase matching liquid gate to reduce spurious diffractions from emulsion re
lief. The solid state detector was replaced by a vidicon and the rj and Wj
were computed from a digitally stored matrix of the diffraction pattern. A
distribution-free k nearest-neighbor classification technique was used instead
of a Gaussian classifier. His jacknife test procedure consisted of a one-film-
at-a-time removal scheme. The results indicated a correct rate of 90.7 percent.
The use of the phase-matching liquid gate represents a refinement which should
be noted by future investigators.

The most ambitious project to date has been the construction of a
prototype film reading device for the detection of pneumoconiosis in the chest
radiograph.2^ This system consists of a digital minicomputer used for both
lung detection, and later for diagnosis; a diffraction pattern sampling unit
for r^ and Wj feature measurement; and a computer-controlled x-y film trans
port. The latter two elements were both mounted on an optical bench. A 35-
by 43-cm transverse film movement was possible. Previous studies with an op
tical computer attempted to diagnose only on selected zones of the lung. This
device was designed to automatically position the film into six lung zones and
integrate these zonal decisions into an overall film decision.
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An example of a typical lung outline is shown in Fig. 5. The crosses
represent the center and extent (7.62-cm diameter) of the six lung regions
examined. In this experiment the film library consisted of 465 chest radiographs
read independently by 6 highly proficient physicians on both a per zone and per
film basis. Because of reader inconsistency, the device was trained to render
only a normal or abnormal decision on the 465-film set from training data gathered
from a subset of 130 films. Each of the 130 training films had been independently
read by the six physicians and judged by each of them either completely normal
or abnormal in all six lung zones. There were 57 normal and 73 abnormal films
in this training set.

Since there was no discernible pattern for physician integration of
individual zonal decisions into an overall film decision, a statistical approach
was taken to accomplish this task.

p(x, C^) represents an N-dimensional intra-class probability density
function. Using the mixed form of Bayes rule, it is also possible to

compute P(C^/x), the a posteriori probability of class membership, C-^, given an
x for each of m classes.

p(x,C )
P(C./x) = p(x)X i=l,...,m , (27)

where
m

pQO =2^ p(x.c±) •
i=l

Thus, choosing the maximum P(C./x) is equivalant to choosing the maximum g^(x).
In either case one has made a maximum a posteriori decision. The use of these
a posteriori probabilities allows not only the determination of class member
ship, but also the probabilistic certainty of that decision.

Each zone was trained with a zone specific N = 10 dimension feature
vector xz using a quadratic classifier, and the a posteriori probabilities were
computed. It was decided to produce an overall film decision by summing the
a posteriori probabilities of normal Pz(Cn/x ) for the six zones as shown in
Eq. (28) and thresholding the result.

1 ^
nCn^ =6 Z^VW < <28>

z=l

where

PCx^) = -£ and x = (^.x ,. ..x,)

and x is the zone measurement vector and x is a vector of all measurements.
—z —

If P > T then the film is assigned to the normal class.

Furthermore, if it is assumed that x are 6 unlabeled samples drawn
independently from a normal-abnormal mixture distribution, the P still con
stitutes a maximum likelihood decision for the film.

Using this method and a threshold of T = .483, 91.5 percent of the
130 films were classified correctly in training. Diagnostic testing results
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on all 465 films with a T = .56 yielded the results of Table V. In order to ob
tain testing results, a normal-abnormal consensus of 3 out of 5 physicians was
used. Neither the computer or the least-consistent physician was used in this
consensus.

Table V. Hybrid Computer Results

N A

Consensus

Refined

Truth

N

60.8

(62)

39.2

(40)

16.5

(60)

83.5

(303)

Percent Correct

78.5

This is a severe test since only 1/2 the normal and 1/5 of abnormal films were
used in device training.

The averaged physician reader-performance on the same films was 91.6
percent correct.

32Goodenough compared the performance of the general population of
physicians who were not trained to read radiographs for presence of pneumoconio
sis (A readers) with physicians trained in this diagnosis (B readers). He used
receiver-operation-curves (ROC) commonly applied in radar detection problems.
The resulting curves labeled A and B in Fig. 16 refer to the performance of
A and B level readers when compared to truth. A third curve refers to the per
formance of the hybrid system. This curve was traced by varying T between 0
and 1 for the 465-film test set used in the study. A fourth curve represents
the reading level subsequently established by the National Institute for Occu
pational Safety and Health Administration for certification of all future
B-level readers. ROC curves are superior to confusion matrices for displaying
the results of reader performance because of their dynamic nature.

33
Recent tests of the same prototype by Strand have yielded a two-class

82% correct testing result with a one-film-at-a-time-removal jacknife on 111
films. The films were selected from normal and prepulmonary edema categories.

\-

34

Digital Textural Measures

Sutton" ' first applied the concept of textural discrimination to de
tection of interstitial fibrosis, a reticular appearing disease, in the chest
radiograph. The upper-right lung zone of each radiograph was divided into four
quadrants k moving clockwise from the upper-outer quadrant. The measurement
calculated in each quadrant was a horizontal first difference

i j
region k

if (i,j) - f(i + l,j) k = 1,2,3,4 (29)

It was found that M = E /E, was a single feature which, in a normal-

abnormal test, classified 20 out of 24 films successfully. The testing proce
dure was a one-at-a-time jacknife on 9 normal and 15 abnormal films.
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TRUE POSITIVE

PROBABILITY

0.2

0.2 0.4 0.6 0.8

FALSE POSITIVE PROBABILITY

1.0

j£ A Level Renders Curve

X Hybrid System Curve

• B Level Curve reletive to 0

+ Current Certification Curve for B readers

Fig. 16. ROC curves of reader groups.
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30
Kruger next applied the digital texture measures to the detection of

pneumoconiosis. It was assumed that this texture-context information was ade
quately specified by the symmetric matrix of relative frequencies p(i,j) with
which two neighboring pixels are separated by a distance (d) and an angle (a)
for each (i,j) gray-level pair in the space. A symmetric count matrix was formed
within each square with all count matrices summed and normalized to create a
matrix of relative frequencies for each interrib space as a function of a and d

p(i,j,a,d) , (3o)

where

i = 0,1,...,7, j = 0,1,...,7,

a = 0°,45°,90°,135° d = 1,3,7,11.

The following five textural measurements T (a,d),d = 1,...,5 were computed for
each matrix

7 7

T^a.d) =2^ 22 iJP(i,3,a,d) (31)
i=0 j=0

7 7

T2(a,d) =2^ /2 (i ~^ P(i.J»a,d) (32)
i=0 j=0

7 7

T (a,d) = V* y P^-i?3^) ,„,^a.a; L^, L^ 1 + (i - 1)2 (33)
i=0 j=0 v JJ

7 7

T4(a,d) =2J ^2 P(i»i,a,d)logp(i,j,a,d) (34)
i=0 j=0

T5(a'd) =£ £ |i" j|P(i,j,a,<.d) (35)
i=0 j=0

for a = 0°, 45°, 90°, 135°, and d = 1,3,7,11. Tx is an autocorrelation measure
designed to measure image coarseness. T2 is a dissimilarity measure often called
the moment of inertia. T3 measures the extent to which the same or similar gray
levels tend to be neighbors. T^ is a conditional entropy measure and measures
image homogeneity. T5 is another dissimilarity measure which is similar to T2.
The number of textural final features was reduced by calculating the mean M,
variance V, and range R at a given distance d for each of 4 angles a.

4

Vd) =\ £ Va>d) (36)
a=l

R^Cd) = max Tk(a,d) - min T (a,d) (37)
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vd) =4 £ (Va>d> - vd»: (38)

a=l

£or k =! 5 d= 1,3,7,11, and a= 0% 45°, 90°, 135°. The final M, R, and
Vmeasurerdid'not possess a strict directional bias and were therefore expli
citly a function of d and only implicitly a function of a.

A selected subset of these features were then used to classify 298 _
manually extracted posteriori interrib (intercostal) spaces on 95 zonal radio
graphs. The z=50 percent jacknife testing results are shown in Table VI.

Table VI. Intercostal Image Test Results

N A

True

Class

N

A

90 10

I 5 2 94.8

Percent Correct

92.9

Concurrently work by Chien16 also used the gray-level dependence matrix and
kernels quite similar to those of Eqs. (31-35) as the basis for detection of
venous hypertension. This disease is characterized by increased vascular pro
fusion in the hilium with possibly decreased peripheral vascularity. The
specific measurements used were of the form:

\ =£ 12 vi,j)p(i'j) K. 1) i « t j J (39)

i 3

\ =L Z^v1'^ -v2 p(iJ)
i 3

In this case p(i,j) was a combined matrix of relative frequencies of distance
d=1 for all angles a. The Ak(i,j) represented kernels almost identical to
those of Eqs. (31-35).

A final set of features used in classifications were ratios of the
following form:

\-
V

K- \h
\ M P+

k \h

(40a)

(41a)

K-S

n = -± £_

k k

(40b)

(41b)

As the lung was automatically divided into proximal and distal regions as
shown in Fig. 11, the superscripts h or p refer to measurements made over the
hilS or peripheral regions. Aone-at-a-time jacknife test using asingle edge
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measure Ak(i,j) with corresponding Rk or Dk, both classified 20 chest radiographs
with a 90 percent accuracy.

35Hall used histogram and central-spatial moments to classify chest radio
graphs for presence of pneumoconiosis. The spatial moments were of the form

pq =EE (x - x)P(y - y)q f(x,y) (42)

where x, y are centroids, and f(x,y) represents lung zonal images. Spatial move
ment measurements were limited to a maximum of p = 0,1,2 and q = 0,1,2 or second-
order type. In addition histogram h(i) movements of mean (y) standard deviation
(a) and coefficients of schemes Yi» and excess Y2 defined

3/2y1 =v3h2 Y2 =VV (43)

where

Ur =NZ (i " ^(i)

were computed for each zone. These features were computed for the entire lung
zone, the horizontal gradient of the zone, and the intercostal region of the
zone. Testing classification using a linear Gaussian classifier based on a
jacknife of 50 percent yielded a 97 percent correct result. There were 38 total
chest radiographs in the population.

A ten-dimensional subset of the lung texture measurements of Eqs. (31-38)
and (42,43) has been used to classify the same 465-film test set and 130-film
training set with the same lung-zone to film-diagnostic integration described
in Eqs. (27,28).36 The testing results are shown in Table VII.

Table VII. Digital Classification Results

N A

48 52

Consensus

Referred

N
(49) (53)

Truth 16 84

A
(58) (305)

Percent Correct

74.0

The threshold was set at T = .56 as in the optical case. The results
are not significantly different. However, the computer time necessary to com
pute the latter measures was longer.

37A British group headed by Paton has developed a single feature called
the diversity or textural roughness measure for use in computer grading of
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they would be that automated classification of chest radiographs for a general
normal-abnormal diagnosis will be well in the future. However, the automatic
detection and measurement of anatomic macrostructure such as lung, heart, dia
phragm, and (for the most part) ribs, can be considered essentially complete.
It is also highly probable that the heart and major mediastinal vessels can
at present be reliably computer-classified into a normal or abnormal state.

Lung diagnosis is still an area where much research is needed. Many of
the results presented in this report are predicated on a very small population
of films and can best be described as feasibility studies. However, their
instructional value should not be diminished by this fact. In addition, several
of the textural features discussed would present serious diagnostic system through
put problems if implemented on the comparatively modest computational capability
which would most probably be available for the purpose at present. For this
reason, the inherent parallelism of optical texture-feature extraction techniques
is attractive to the author over the short term when these are appropriate to
the diagnostic task. Over the far term of 10 years or more, digital technology
will undoubtedly shift the emphasis toward completely digital as opposed to hy
brid diagnostic systems.

It would appear that diagnostic screening devices for a specific diagnostic
purpose stand the highest probability of being successful over the next decade.
Systems which hold high promise are the tuberculosis detection scheme of Toriwaki
and the pneumoconiosis screening routines.
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PROCESSING THE DIGITISED RADIOGRAPHIC IMAGE:

CAN DECISION AIDING RANGES BE USED AS AN ALTERNATIVE TO ROC CURVES

N.J.G. Brown, A.T. Elliott and K.E. Britton
Departments of Nuclear Medicine, The Middlesex Hospital Medical School

and St Bartholomew's Hospital, London, U.K.

ABSTRACT

The ROC method involves the concept of the 'right' answer whereas in
reality a spectrum of results is obtained in any set of patient data with
clear dividing lines. An alternative approach is to obtain quantitative
indices from clinical data and to use decision aiding ranges to determine the
course of action to be taken in a particular case. This method has been
applied in the radionuclide brain scan. Its application to the diagnostic
radiograph has been investigated by means of a rotating drum type digitizer
interfaced to a nuclear medicine computer system. Illustrations are given
of digitized radiographs taken of the skull, the pituitary fossa and the
middle phalanx of the finger.

no

INTRODUCTION

The key problem in diagnostic imaging in a clinical context is the
objective assessment of the worth of the result. The traditional method of
patient management is to first obtain an accurate diagnosis of the disease and
then proceed to treat this appropriately. The implied assumptions of this
method are firstly that individuals can be unequivocally divided into sets of
healthy and diseased individuals and secondly that tests are available which
can be used to determine to which set a given individual belongs. Three
factors give rise to problems when the attempt is made to allocate an
individual to one set or the other: firstly, since individuals are not
physiologically identical in all respects, there is often no clear division
between the healthy and the sick,- secondly, diagnostic tests have systematic
and random errors associated with them and thirdly, different tests reflect
different aspects of the individual - his anatomy, physiology or mental state,
for example. (Furthermore, even within a group different tests reflect
different aspects. For example, different physiological tests can demonstrate
different aspects of organ function). Because of these three factors the
results of different tests are often in conflict. When this happens the
terms false positive and flase negative are used to describe some of the
results no matter which of the three factors or combination of factors was

responsible for the conflict. This conforms with the first assumption of
the method that either unequivocally normal or abnormal states exist in all
individuals. In other words there is always a 'right' answer in any clinical
situation. Receiver operating characteristics, ROC, have been shown to be an
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effective way of evaluating the effects of the second factor when the
performance of different observers is compared J>2 Since it is required to
know the 'right' answer, for each result studied, its practical application
poses a major problem. This has limited its immediate general acceptance.
Numerical techniques can be used to reduce systematic and random errors, and
have been applied mainly to simple phantoms^ and phantoms set in a 'clinical'
background.4 ROC curves are then created to assess observer variation.
An alternative approach5>6,7,8 -js to attempt to translate the data into a
format whereby strategies, such as those developed for the interpretation of
the results of in vitro tests,9 can be used.

In this method, the concept of the unequivocally defineable diagnosis
of diseased states is abandoned in favour of the concept of differential
management. The task of the clinician is to decide between the various
possible management decisions in a given clinical situation. This does not
require the specific definition of diseased states, but rather a set of
operational diagnoses. This concept of decision aiding ranges8,9 is based
on three principles.

Firstly, relevant diagnostic tests are those whose results alter clinical
management. Therefore the use of the results of such a test, whether in vitro
or in vivo, should only be such as to decide between the different possible
managements - hence decision aiding ranges. Secondly, the acceptable error
of any measurement can be defined as that which is required to distinguish
between alternative decision ranges. For example, in the measurement of
individual renal function in surgical practice, it is required to select
between a range of less than 10% of total function leading to a decision to
undertake nephrectomy and over 25% of total function leading to a
restorative operation. Between 10% and 25% of total function, the decision
to resect or restore is modified by other factors such as the presence of pain,
infection, complex anatomy etc. Thirdly, decision aiding ranges can be used
to divide results into five categories, S1-S5 as a way of redefining 'normal'
and 'abnormal'.SI and S5 define definitely abnormally low and high ranges
of values into which no normal person should ever fall. S3 defines a range
of values into which no definitely abnormal person should ever fall. S2 and
S4 define two clear categories of 'borderline' results into which a normal or
abnormal patient might fall. The decision then is to apply a second more
specific test for each borderline category to distinguish further between
the normal and the abnormal (e.g. estimation of thyroid stimulating hormone,
TSH for the borderline low (S2) result of a Free Thyroxine Index9).

we5,6,7,8 nave shown that by 'quantitation of difference' using an inter
active computer system, S3, S4 and S5 categories can be defined numerically
for any part of any view of a brain scan. In this technique a quantitative
estimate is obtained of the difference between the observed and expected
count rates at a suspect point. The most important application of the brain
scan is to demonstrate the absence of abnormalities in the brain. In our

experience only 5% of patients referred from general physicians and surgeons
have S5 (definitely positive) brain scans compared with 50% of patients
referred from neurosurgeons. These results indicate that S3 is the most
important decision aiding range for brain scanning. Indeed, following
Bayes theorem, these statistics imply that, as CAT scanning is a better test
for demonstrating pathology, it would be more appropriately applied only to
neurosurgical referrals with their high prevalence of positive results. It
also would be appropriate for S4 brain scans, which represented 15% of
general referrals. Normal (S3) results occurred in 80%. This data was
confirmed by a retrospective assessment of 101 histologically proven
pathological brain tumors whose previous scans when analysed by quantitation
of difference showed 84% in the S5 category and the other 16% in the S4 category.
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Houston et al4 recently demonstrated that the quantitation of difference
technique was the most successful of three methods of brain scan quantitation.

In summary decision aiding ranges avoid the difficulties with the
conventions: normal, abnormal, false positive, false negative, inherent in the
use of ROC curve theory when this is applied to assess the value of a given
test when used in a particular way.

Given the concept of decision aiding ranges, it was felt appropriate
to attempt to apply it to the digitised radiographic image to see if it could
aid the discrimination between the normal and abnormal pituitary fossa and
the normal and abnormal middle phalangeal bone of the index finger in the
objective assessment of the diagnosis and progress of hyper parathyroidism in
response to treatment. The remainder of this paper concerns work showing
the technical feasability of such a project. During this work we have
demonstrated the potential value of the use of enhancement procedures in
diagnostic Radiology.

METHODOLOGY

The computed radioisotope image is obtained from a digital record of the
convolution of the imaging device measuring characteristic and the gamma ray
flux generated by radioactive material distributed in the body, modulated by
statistical noise. In the case of the radiograph the record is of shadows
cast by identifiable physical structures with negligible statistical error
modified by the effects of scatter. In interpreting a radiograph it is
required to infer the presence or absence of a physical feature on the basis
of visual examination of the information in the recorded image. As has been
previously argued6 the eye is bad at estimating absolute differences in
density. Furthermore there is a distinction between a primary physical defect,
with an anatomical and pathological basis and an image defect which may or
may not reflect the physical defect. If quantitative measures of image
features can be made then, by performing studies in a clinical trial, the
probability of a physical defect being present in the presence of a given
quantitated image defect can be determined.

A Joyce Loebel Scandig 2 high speed rotating drum microdensitometer has
been used to study radiographs. The specimen to be scanned, of maximum area
225 x 225 mm, is attached to a dynamically balanced drum. A small
modification to the clamps will allow it to accommodate a 10" x 8" radiograph.
A tungsten halogen light source with a 200 micron primary slit illuminates
the film via a Kohler optical system to ensure uniform illumination over the
digitized area. Light transmitted through the specimen is imaged by a
fixed microscope objective onto a solid-state photodetector through a
selectable measuring aperture of 25, 50, 100 or 200 microns. The optical
density range is 0 to 3, which is output to the computer in 8-bit binary
form, giving a density resolution of 1 part in 256: the density repeatability
is 2 in 256, with a linearity of 1 in 256 from the best straight line fit.
Once per revolution, the measuring system is automatically zero corrected
when light is transmitted through a slot in the rotating drum.

The area to be scanned is selected on the Scandig through four sets of
thumbwheel switches, as is the scan increment. Circumferential position (Y)
is measured by counting the pulses from an incremental shaft encoder after its

zero reference pulse, while axial position (X) is measured by counting the
step rotations of the precision leadscrew which drives the optical system
carriage, giving high positional accuracy.
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In addition to the density data, scan increment (Y), end-of-line, data
ready, stepping complete, end-scan and end-stop signals which are output to
the computer; step (X), step direction (positive or negative), scan, stop
and back-to-datum commands may be input from the computer.

Ordinarily, both the measuring aperture and scan increment are set to
200 microns since this has been found to be fine enough for the radiographs
studied so far. Under software control, image element spacings of 400 and
1000 microns can also be obtained by ignoring the required data points from
the microdensitometer. Using a 1000 micron increment, a specimen area of
25 x 25 cm can be digitised into a 251 x 251 matrix which is displayed for the
observer to locate any regions of interest. These may then be rescanned at
higher resolution.

To digitise part of a film the area limit switches on the Scandig unit
are set to the maximum area and selection of the region to be digitised is
accomplished by inputting from the VDU the values of x start, x stop, y start
and y stop in mm. Under software control, data from outside the selected
region is ignored. When scanning, the data rate is 20 kHz and a 225 x 225 mm
area can be scanned in 100 seconds at a resolution of 200 microns.

Over the greater part of the density range of the film the density is
proportional to the log to the base ten of the exposure and

D = K] + Xlog1QE , (1)

where D is the density K, , X are constants, and E is the exposure. Since
the exposure depends on the number of photons arriving at the film we may
assume:

E=K2N0e_;xl , (2)
where E is the exposure produced when ng X-ray photons are incident on a slab
of material between source and film of thickness d and mean absorption
coefficient u, K2 being a constant.

Substituting in 1 yields

D=K1 +Alog10(K2N0e"Md)
= Ki +xlog10K2 +xlog10N0 +Xlog1Qe"y
= K+Xlog,ne-VI

where K = K, +xlog1QKp +Xlog,QN0

= K+Alog e"yd
3e

Hence

So

where

log 10
3e

(D _ K) 1oge10 = _yd .
X

yd = B(K - D) ,

B = loge10/X . (3)
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When yd is zero (no absorption) then D is a maximum value D therefore

K = D , so ud a(D - D)
max v max '

When inputting the density values from the digitizer the computer
subtracts each value from D and stores the result in the appropriate
point of the image matrix. Thus the values stored are proportional to mean
yd value for each point. Tests have been performed with an aluminium test
step wedge which show that the characteristic is linear down to densities of
around 0.6. Below this the rate of change of density with increasing d falls
off and the curve is substantially flat below 0.25. The shape of the curve
changes somewhat with the presence of scatter material which raises the background
level. However an approximate correction for the non-linearity within the
density range 0.6 to 0.25 can be made. This is done optionally using a lookup
table by the software which reads the data in from the digitizer. (Fig. 3)

The digitizer is interfaced via CAMAC to the Department's old Van'an 620i
computer which is of 24K memory capacity and provides disc storage for image
matrices of any size. Also interfaced via CAMAC is a Princeton PEP 400 scan
converter grey scale TV display system. Three DACs are used: one for X
deflection, one for Y deflection (each of 10 bit accuracy) and one for Z(bright-
ness) of 7 bit accuracy. In practice the two least significant bits of the
deflection DAC are not used. The X and Y deflection gains have been adjusted
so that the top 8 bits yield a 256 x 256 matrix whose dots just touch to
give a uniform grey level in a uniform area.

The system is controlled by a VDU and switch panel. When the grey scale
TV program is called it first reads all the data from the selected disc file
and finds the minimum and maximum values, termed zero and 100 percent values
respectively. When a button on the control panel is pushed the computer
reads minimum and maximum percentage values to be displayed from two sets of
edge switches. An image is then written to the storage tube in which the
brightness of each point (in the range 0 to 128) is obtained by linear
interpolation between the data values corresponding to the minimum and maximum
values required. Thus upper and lower threshold control is provided and the
full range of the scan converter is always used.

The same edge switches are used to control threshold and percentage colour
range control for the displays of images up to 128 x 96 on an Elscint VDP.
The program is similar to that described elsewhere5,6 in which the range of
each colour is computed as a percentage of the threshold value allowing the
difference between the threshold value and any point in the image to be readily
found. It has been found convenient for radiographs to add an option whereby
the colour ranges may be made to extend downwards from the threshold value
instead of upwards.

Conventional image processing procedures such as smoothing and unsharp
masking'1 may be readily applied to images of up to 80 x 80 elements on our
statos plotter and Tektronix 611 displays. Software modifications are under
development whereby the 1.2 Megawords of data obtained by sampling the entire
225 x 225 mm area of film scanned at 200 microns can be transferred to disc.

An image of this will be displayed at 1 mm resolution and a bug used inter
actively to select a point of interest. The software will then select data
required from the disc so as to produce a full size display centred on the
bug at the selected resolution down to 200 microns. It is also proposed to
replace the scan converter and existing colour displays by a 256 x 256 system with
a built-in memory which will enable the effects of changes in contrast and
threshold settings in both black and white and colour to be displayed virtually
instantaneously, by changing values in the hardward lookup tables. The
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existing system being unacceptably slow at the 256 x 256 matrix size. Each
image of this size requires seconds to be written to the scan converter in
spite of the use of a software lookup table technique for determining the
brightness in which a given value is to be displayed.

With the system in its present form it is possible to bring in, correct for
non linearity and display (with variable threshold and contrast) grey scale
images of up to 256 by 256 elements in size. Images up to 128 x 96 may be
displayed in colour and quantitative statements about the percentage
difference in mean d values between different points made by the methods
previously described^6. jn addition images of up to 128 x 128 elements may
be subjected to traditional smoothing and enhancing procedures such as unsharp
marking^ .

RESULTS

Results obtained with the system are shown in Figs. 1-9- The inter
active colour display system was used to obtain quantitative data from the
radiographs of Fig. 9.

DISCUSSION

Figures 1 - 6 demonstrate the effects of digitising and enhancing some
clinically important parts of a skull radiograph. Quantitative methods have
been studied in the treatment of hyperparathyroidism as shown by radiographs
of the finger. Quantitative values were obtained from the data of figure 9
as follows; since the proximal phalanx is relatively unaffected the point of
least absorption by the trabecular bone of this phalanx, about 1 cm clear of
the joint space was taken as the reference point. By interactive use of the
controls the threshold was set to the value at this point. Before treatment
the abnormal bone was found to be 27% down in yd value from the reference
value. However, after treatment it was only 18% down from the reference
value, i.e. a 9% or one third improvement in the original 27% deficiency.

We have shown therefore, that quantitative sequential studies in the
same patient can be usefully performed. Absolute measurements, however, will
require that a step wedge be included on the radiograph so that the effects
of different voltage and beam currents may be normalised.

These methods may in the future help to resolve the continuing conflict
between what is a radiologically normal, borderline and abnormal pituitary
fossa and aid the development of decision aiding ranges for this. The
assessment of the presence or absence of hyperparathyroid changes in the
phalanges and their response to treatment will, we hope, also prove useful.
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DISCUSSION:

A spirited discussion focused on the issue of whether Decision-Aiding
Ranges (DAR's) as defined by Brown were to be considered as an alternative
to ROC analysis or whether they were, rather, useful in a complementary way.
C. Metz suggested that DAR's and ROC curves are directed toward different pur
poses: ROC analysis is a method for the retrospective evaluation of decisions,
while DAR's provide a tool for making decisions. Agreeing, D. Goodenough pointed
out that practical techniques for generating ROC curves require the decision
maker to grade either numerical test data or subjective confidence estimates
into categories, which are strictly analogous to DAR's. A. Todd-Pokropek
and Metz pointed out that the choice of boundaries defining the DAR's will
influence the usefulness of the DAR approach and that the problem of
evaluating the DAR approach remains. Brown and K. Britton (co-author of
the presentation) agreed and suggested that ROC analysis might be used for
that purpose. In response to a question from W. L. Rogers, Britton stated
that they had done a retrospective evaluation of the DAR method as applied
to interpretation of thyroid diagnostic data.

D. Janney remarked that in the course of the presentation, Brown had
shown a number of displays that appeared to a layman to enhance a consider
able amount of image detail. He asked if the approach had yet gained
acceptance by clinicians to the extent that they use these displays as an
aid to patient management. Brown replied that in radionuclide imaging the
answer was "yes" but that this acceptance was not yet evident in diagnostic
radiology. Brown emphasized that the fundamental point of the approach was
not image enhancement as such, but rather presentation of quantitative
information regarding differences in image density.
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NEW METHODS FOR PULSATILE BLOOD FLOW

MEASUREMENT USING CINE-DENSITOMETRY+
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ABSTRACT

Experimental measurements of pulsatile blood flow were carried out using
standard cine-angiography techniques with subsequent digitization and computer
processing of the cine film. New approaches to measurement of blood flow were
examined. The commonly used center of gravity method for the bolus transit
time determination is shown to be subject to serious error when backflow is
present. An analytic method for the determination of instantaneous blood

velocity has been developed and tested experimentally using controlled constant
and pulsatile flow systems. The results show good agreement with the known flow
values. The method was applied to cine recorded data of arterial blood flow in

dogs. The results are in good agreement with the known shape of the velocity
distribution curve in the normal aorta.

+This research was supported in part by SCOR grant HL-14192.

*On leave from Soreq Nuclear Research Center, Yavne, Israel.

**Soreq Nuclear Research Center, Yavne, Israel.
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INTRODUCTION

Previous cine and video densitometry methods of measuring blood flow have

shown quite scattered results for pulsatile systems whereas the correlations

in constant-flow systems were usually quite good. (l-H)

The method employed consisted of cine and/or video tape recording of the
x-ray image of the rapidly injected intraarterial radiopaque contrast dye. The

subsequent analysis of the recording was aimed at obtaining the transit time of

the bolus between two sites or "windows" along the blood vessel. This was done
by observing the frame to frame progress of a well-defined point in the bolus
density curve such as the leading edge or the peak point. A commonly employed

method uses the time center of gravity (C.O.G.), of the density curve obtained
at the two sites. The transit time is then taken as the time difference

between these two centers of gravity time.

This report presents an analysis of both the currently used (C.O.G.)
method and a newly developed instantaneous velocity method for the determination

of blood flow.

Blood flow simulation experiments were carried out under both stationary

and pulsatile flow conditions. Animal studies are also reported. The mathe
matical basis for both data processing methods is presented (i.e. the
"conventional" C.O.G. method and the newly developed "Instantaneous velocity"
method). The experimental data are analyzed using both methods, and the
results compared.

Good correlation with the known flow values is found using both methods

under stationary flow condition. In pulsatile flow conditions, poor correlation

is found for the C.O.G. method whereas the instantaneous velocity method pro

duces results with good correlations. It is verified that the new method

correctly determines the direction of flow in cases where a visually observed
backflow is present. The velocity distribution data obtained by applying

the instantaneous velocity to dogs' aortic flow data compares well with the
expected aortic blood flow distribution in normal dogs.

Finally, a comparison of the two methods for the determination of the

average flow is carried out. In particular, an analysis of the limitation in

applying the C.O.G. method to pulsatile flow condition is presented.

METHODS

Experimental Setup

The experiments were conducted in the Cardiac Catheterization Laboratory,

at Vanderbilt University Hospital. The experimental setup is shown in Figure 1.

The x-ray tube operated at 50kv was pulsed synchronously with the cine

camera at 60 c.p.s. with pulse durations of 2-5 msec. One (l) ml. of contrast
dye — "Renografin - 76" — was injected using a programmable injector, at an
injection speed of 59cc/sec. Experiments included both simulated blood flow
studies and studies in the descending aorta in dogs.
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Figure 1. The experimental set up.
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The experimental calibration studies used constant (gravitational) flow
and pulsatile flow systems. In the constant flow simulation study, saline flow
ing under the influence of gravity controlled by a valve at the outlet of the
container was used. The pump used in the pulsatile flow was a Travelol rotary
pump with a cycle time of approximately 810 msec. Injections at several flow
rates were made at the beginning and end of a pump rotation cycle. For flow

corresponding to average velocities of 20 cm/s or less, backflow was visually
observed. The flow in both continuous and pulsatile simulation experiments was
measured using time sampled flow into a graduated cylinder. The tubing used
was p.v.c. type with an inside diameter = k."jG mm.

Dog studies were performed on anesthesized animals. A pigtail type
catheter inserted into the abdominal aorta above the ostium of the right renal
artery. Several injections were made throughout the cardiac cycle using the
E.C.G. triggering capability of a programmable injector. The 35 mm cine film
type was CFS Kodak. It was developed in an Oscar Fisher G-12 Developer.

Data Processing System

The cine film was mounted on a film transport device and trans-illuminated
by diffused light. The image was digitized using a vidicon camera (Cohu 8l0)
coupled to a video compressor (Colorado Video 270). The vidicon resolution was
about 800 lines. The digitizer frequency was 10 MH£• Digitized data were
transferred to a PDP-9 computer (Digital Equipment Corporation) using special
routines to digitize selected regions of interests (usually lines across the
vessel) and to store the total logarithmic intensity at the selected sites. The
digitization of one frame (10 sites of ~ 100 point each), required about 10 sec.
The number of frames digitized were 30-60 for a typical study.

The methods used for blood-flow determination

The method of the center of gravity (C.O.G.)

This method is based on the determination of transit time of the bolus

between two sampling sites located along the vessel. The transit time is

determined by calculating the time difference between the centers of gravity of
the density curves at both sites.

The mathematical expression for the transit time obtained by using the

C.O.G. method is given by:

At =tB -tA =1( CB(t).t.dt -1rCA(t).t.dt...(l) ,
SB SA

where the "B" site is located downstream with respect to "A". C (t), C (t) are
A B

instantaneous densities of contrast dye observed respectively at sites "A" and
"B".

S and S are the total (integral) amount of dye at "A" and "B" respec

tively.

Usually 6-10 equally spaced sites were digitized — the program then
proceeded to calculate the C.O.G. of the density curves at the sites analyzed

using the data from the sequence of frames.
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The "Instantaneous velocity" method

The density curves at multiple sites along the vessel possess spatial and

temporal information related to the bolus density function B(x,t). In order to
make use of this information, we developed the technique which is called the
instantaneous velocity method.

As the bolus is carried downstream, its profile is gradually changed due

to intermixing with blood. However, for closely adjacent sites (i.e. several
millimeters apart in an average blood velocity of 20-30 cm/s), one would expect
the bolus shape to appear almost identical at both sites. The general mathe
matical expression for a physical phenomenon B(x,t) moving at a constant speed
Vn in the +x direction, without changing its shape is:

B(x,t)= B(x-V0t) • (2)

(This expression states that a density observed at point 0 at time 0 will be
observed at point x and time t where x = V t.)

In the pulsatile case, the velocity is a time-dependent quantity, and

hence the above expression must be replaced by:

B(x,t)=B(x-l(t)) , (3)

where

:(t) =/ V(t)dt . (4)

The form (2.3) of the bolus function B(x,t) leads to the following
relation between the spatial and temporal derivates of B(x,t):

M= M (
3x 81(t) • • '

However, since l(t) is a time integral of V(t) one may write:

61 = V(t).6t . (6)

Inserting (2.6) in (2.5) leads to

3B -1 3B

3x V(t) 3t
(7)

Finally, rearranging egn. (2.7) one obtains the desired expression for
instantaneous velocity:

V(t) = - 22IK- . (8)
3B/3x

A simple implementation of this result for injected bolus experiments is to

use the time density curve obtained at two sites "A" and "B" several mm apart.
In this case one may write approximately:
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where BA(^±), B-g^) are the density value at sites A and B respectively in
frame (time) t..

1

The instantaneous velocity subroutine used density data stored for the
selected sites. The sites were grouped into equally separated pairs and the
digitized density differences between sites and frames were computed according
to eq. (9). Usually k-5 pair were taken and the instantaneous velocity
respresents an averaged value of those pairs.

RESULTS

C.O.G. Method

Results of the stationary flow study are shown in Figure 2. A good
correlation is observed (correlation coefficient is .960). However, the
results are quite scattered with a mean deviation of 2k% over the whole range
of velocities covered (9-80 cm/s). The method was checked by using different
site-separations (i+mm-3cm) and no significant changes were observed.

The pulsatile flow results are shown in the second column of Table 1.
The following points should be noted:

(i) The pump cycle lasted about k9 frames whereas at average velocities
of 36 and 31 cm/s the bolus lasted for a shorter period. The averaging over
cycle was, therefore, incomplete.

(ii) It is observed that no substantial change is obtained by using wider
site-separations.

(iii) The reduction in flow was accomplished by narrowing the inlet tube
to the pump so that at velocities below 31 cm/s an increasing backflow component
was visually observed as flow was further reduced. It is possible that backflow
persisted also in the study where V = 36 cm/s.

As may be seen, there is no significant correlation between the known and
calculated results using the C.O.G. method in this case.

"Instantaneous Velocity" Method

A typical result of a study under constant flow conditions performed at
four (h) sites separated hmm apart is shown in Table 2. As may be seen, the
results at different sites in each frame are consistent. It is observed that
the largest velocities were observed in the first few frames, followed by a
general decrease with time.

Figure 3 shows the correlation obtained between the average instantaneous
velocity computed from the cine-densitometric data and the experimentally
determined average velocity in the constant (gravitational) velocity case. The
correlation coefficient is 0.99 in this case. The mean deviation from the
unity slope line is 8%. The error bars refer to mean deviations of the instan
taneous velocity (non-averaged) in each study. The average deviation of those
is 35$.
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In Figure k, a sequence of cine frames from a pulsatile flow study is
shown; the bolus is seen to appear and progress in one direction (downstream)
then a reversal of the direction of motion is observed. Table 3 shows the
resultant instantaneous velocity at these sites, its average and standard
deviation. It is observed that the positive values for the forward flow change
into negative during backflow as expected.

Figure 5 shows the correlation between computed instantaneous velocities
averaged over a cycle (810 msec) and the experimentally determined average
velocity (measured over 70 cycles) in the pulsatile study. It is observed that
the correlation is good (r=0.9l). The standard deviation is 10$. At high flow
rates, corresponding to 20cm/s, the persistence of the bolus at the sites studied
was too short, thus the averaging was performed over about 80-90% only of the
pump's cycle. At measured flow rates corresponding to 10,l6, 20 cm/s,
backflow was observed visually. Table 1 summarizes the results of the
instantaneous velocity along with those of the C.O.G. method.

Figure 6 shows the results of similar flow measurements in a dog's
descending aorta along with a typical density curve at one of the sites studied.
The general features of forward flow, the peak value of forward flow,backward flow
region and the one cardiac cycle separation between the peaks are in agreement
with the experimentally determined velocity distributions. For comparison, an
example of velocity distribution in the dog's femoral artery is shown in
Figure 7. Similar results for two other dogs studied are shown in Figures 8
and 9-

DISCUSSION

Limitation of the C.O.G. method under pulsatile flow conditions

As evidenced by the experimental results, the traditional C.O.G. method
cannot be used in high velocity pulsatile flow cases. In the following, the
general limitation of the C.O.G. method when applied to pulsatile flow are
discussed.

The first limitation of the application of the C.O.G. method to pulsatile
flow condition is related to the time averaging period. The persistence of the
bolus at the sites studied depends on such factors as the injection time, the
phase at the cardiac cycle in which the injection is made and the magnitude of
flow. The bolus length at the sites cannot therefore be "tailored" so that it
will cover an exact integer number of cardiac cycle(s). However, in order to
obtain the true mean flow under pulsatile condition, one must have an exact
average over complete cardiac cycle(s). Neglect of this point may have been
another cause for the widely scattered results obtained in the past.

The second limitation of the method is related to cases where a large back-
flow (BF)component is present. In this case, one must reanalyze the concept of
transit time, as the dye material moves back and forth between sites "A" and "B"
(where "B" is located downstream with respect to "A".) As was pointed out above,
the only meaningful discussion of average flow and of the corresponding transit
time will be to analyze complete cardiac cycle(s). The following discussion
deals therefore with transit time definition where one complete cycle is

analyzed.

Consider first a single dye particle travelling back and forth under back-
flow. It is clear that in this case the definition of average transit time
between "A" and "B" should read: The time between the particle first arriving
at "A", and its lastly leaving "B". When a continuous distribution of dye
"particles" is present, one may define two distribution times: The time
distribution of the particles' first appearance at "A" and the time distribution
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Figure 2. The correlation between computed and measured flow
velocities using the C.O.G, method in a study at constant

gravitational flow.
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TABLE 1

PULSATILE FLOW

VELOCITIES OBTAINED BY THE C.O.G. AND

INSTANTANEOUS VELOCITY METHODS

Measured velocity V C.O.G. V Instantaneous

cm/s cm/s cm/s

36 l+0;I+7;55 39*

31 67; 31 28*

20 31;U7 18-17*

16 65;6l 17;17

11 53 10-.11

* Averaged over .8-.9 of a cycle
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TABLE 2

GRAVITATIONAL FLOW-INSTANTANEOUS VELOCITY DETERMINATION

V MEASURED = 1+3 cm/sec

DISTANCE BETWEEN SITES: 0.1+ cm.

FRM INSVEL1 INSVEL2 INSVEL3 INSVEL1+ AVEL STAN.DEV.

1 73.8 69.3 72.1 *12l+.l 81+.8 22.7

2 67.6 5U.U 67.2 83.7 68.2 15-5

3 50.3 39-^ 31.9 *-3.7 29. h 20.2

h 10.7 10.9 23.2 28.5 18.3 7-7

5 70.0 39-6 50.7 30.8 1+7.8 Ik.7

6 1+7.0 55-9 *106.2 33. h 60.6 27.6

7 22.8 36.5 50.1+ 2I+.8 33.6 11.0

8 35.1 32.1 38.7 28.1 33.5 3.9

9 27.3 2I+.5 19.7 19-5 22.7 3.3

10 6.2 17.2 11+.9 9-2 11.6 k.6

11 28.0 37.3 27.5 21.2 28.5 5.7

12 18.6 31.2 20.9 19.3 22.5 5.1

13 25.6 30.1 23.2 22.0 25.3 3.1

1U 26.2 26.6 25.0 20.7 2U.6 2.U

AVERAGE = 37 cm/sec

* High deviations
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the instantaneous velocity method vs. measured flow velocity
in the constant flow study.
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TABLE 3

INSTANTANEOUS VELOCITY RESULTS

FOR THE CASE OF BACKFLOW

/s).cm

STAN.

FRAME V(l)

39-7

V(2) V(3) v(i+) V(5) AVERAGE DEV.

1 1+0.9 38.8 36.0 36.5 38.0 1.9

2 51.6 ^9-7 1+5.6 39-5 39-5 1+5.2 5.0

3 31.0 32.1+ 35-2 38.8 31.1 33.7 2.9

h 11+.9 20.6 11.7 8.1 15.2 ll+.l U.l

5 1+.6 -10.1 -k.3 3.5 2.7 -0.7 5.7

6 -H+.1+ -8.9 -10.5 -11+.2 -16.7 -12.9 2.9

7 -30.9 -31.3 -26.0 -19.9 -20.3 -25.7 k.9

8 -39-8 -39.5 -35-6 -31.8 -32.0 -35-8 3.5

9 -1+1.2 -1+3.6 -51.9 -61.6 -69.3 -53.5 10.7

10 -3-4.5 -36.2 -32.6 -35.5 -1+3.7 -36.5 3.8

INSTANTANEOUS VELOCITY IN PULSATILE FLOW

IN CM/S -AVERAGED OVER 1 CYCLE

BACK FLOW

~ REGION

• COMPLETE AVERAGE

X AVERAGE OVER .8- .B OF CYCLE

MEASURED VELOCITY IN CM/S

I I L_
40

Figure 5- Results of instantaneous velocity averaged over
one pump-cycle in a pulsatile flow study. Squares indicate
the regions of uncertainty due to experimental errors.
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Figure 6. The application of the instantaneous velocity
method to dog's arterial blood flow data taken below left
renal artery. Top: Instantaneous velocity distribution.
Bottom: Typical density curve at one of the sites analyzed.
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Figure 7. Velocity distribution in the dog's femoral artery-
using high speed optical cineatography (5).
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Figure 8. The instantaneous velocity distribution determined
from cine data of dog's aortic blood flow.
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Figure 9. The instantaneous velocity distribution determined
from cine data of dog's aortic blood flow.
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of their finally leaving "A". The transit time in this case will be the time
difference between the averages (or centers of gravity) of those two time
distributions. However, these time distribution curves do not coincide with the
density curves obtained by measuring the density vs. time of the dye in each
site. This is so since while measuring density at the sites, each crossing and
recrossing of the dye material at the sites will appear as peaks in the density
curves, whereas by the definition of the time distributions stated above, only
one passage through each of the "A" or "B" sites will be recorded in this case-
namely, the first crossing of the "A" site and the last crossing of the "B" site.

It should be noted that some error is also expected when calculating the
transit-time using the cross correlation (6) method. This is so, since this
method correlates the shapes of the density curves at the two sites to obtain
the mean time difference between them. The occurance of several peaks at site
"A" and the corresponding appearance of several peaks in the reverse (time)
order at "B" due to the bolus recrossing of the sites under backflow, will
introduce an error in the cross correlation and consequently in the transit
time obtained.

One could overcome the first (time) limitation discussed above. In the
case of an arbitrary bolus length, by computing the C.O.G. of those portions of
the density curves corresponding to complete cardiac cycles. However, much of
the information related to the transit time is contained in the time difference
of the leading and trailing edges of the density curves. Thus, when using only
a portion of the curve either the leading or trailing edge information would be
lost.

A way to overcome the second difficulty is to use the C.O.G. method
restricted to either the FF or BF regions(7), One may use multiple short bolus
injections in various phases of the cardiac cycle to scan the whole FF or BF
region. This method requires, however, that one be able to distinguish between
the backward and forward flow regions. Difficulties are also encountered in
the intermediate region in which the flow changes its direction.

The "Instantaneous Velocity" Method

The results obtained with the instantaneous velocity method are reasonable
for steady and pulsatile flow measurements in simulators and in real studies.
The results are dispersed, due to noisy data, and hence signal averaging is
required. Standard deviations obtained at the constant flow experiments are
about 20-30% for the instantaneous (non-average) values. Higher deviations are
observed in the pulsatile flow studies. There are several causes for these
fluctuations:

(i) As previously stated, we have taken the simplest way to implement
the instantaneous velocity relations (8) by computation based on (9). This
simple form is not suitable for use in cases of either high velocities or highly
non-uniform bolus profile along the vessel. In both cases, the temporal and
spatial derivative will show large variation. To overcome this difficulty one
must use a program which will select the appropriate site and temporal separation
based on initial velocity information obtained e.g. by using the present method
of instantaneous velocity. This will'then be repeated iteratively to minimize
deviations.

(ii) Due to noise present in the digitizing system, spatial and temporal
gradients below a certain level will have to be rejected. In addition, a
smoothing of the density curves must be applied. This may involve either
partial integration over several frames or the use of low pass Fourier Filtering.

-81-



(iii) As indicated previously, there is a general tendency for
instantaneous velocity values to decrease with time in the constant velocity
studies. This is explained as follows: Since the velocity profile across the
vessel is close to parabolic, the bolus will first appear at the central (high
velocity) portion of the sites. This central region will gradually be depleted
and the bolus's "tail" will be confined mainly to the lateral (low velocity
portion of the vessel). This phenomenon is shown in Figure 10 where the density
profile across the vessel at a certain site is shown. A high central density is
observed at the first few frames (1-6) a "normal" shape at frames (8-10) and a
center depleted density at the end frames (l6-2l+). To overcome this difficulty
one must use the density profile across the vessel and the experimentally
determined parabolic velocity profile constants. These may be determined in
one measurement as they are not expected to be velocity dependent.

It should be noted that whereas this phenomenon does affect the

instantaneous velocity values, it tends to be averaged out when average
velocity over cycle(s) is computed.

An additional advantage of this "differential" method over the C.O.G.
"Integral" method is its relative insensitivity to non-linearities present in
the imaging or recording systems. This is so, since in analyzing density curves
using the C.O.G. method, one must use the whole dynamic range of the images.
Densitometric results will therefore be affected by the non-linearities present
in either the imaging system (image intensifier) or recording media (film).
When using the instantaneous velocity method, one deals with differences of
images which is equivalent to using a small dynamic range of the image.

CONCLUSIONS

An instantaneous velocity metho_d for the determination of both instantane
ous and average blood flow has been developed for cins-or video-densitometric
angiographic data. The method has been validated under stationary and pulsatile
flow condition. The velocity distribution obtained by applying this method to
experimental animal studies are in agreement with the expected results.

The main advantages of this method are:

1. Instantaneous flow information is provided.

2. It permits the determination of average flow under highly pulsatile
conditions.

3. Insensitivity to non-linearities in the imaging or recording systems.

1+. The use of comparatively small (~lcc) amounts of contrast dye.

The drawbacks in this method are:

1. Highly fluctuating results and the consequent need for a smoothing
procedure.

2. Some correction must be applied to instantaneous velocity data if
velocity distribution is needed.

The limitations of the C.O.G. method under pulsatile flow conditions have
been discussed. This method is applicable under two main restrictions:

1. An average over complete cycle(s) must be made.
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Figure 10. Density profile across the vessel taken at the same
site during the various phases of the bolus progress. Frame #6-
appearance of the bolus at the site, frame #2l+-low density "tail"
of bolus is shown.

-83-



2. Low component of backflow, i.e. the time integral of the negative flow
region must be small compared to the whole integrated flow.
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DISCUSSION:

In reply to a question from K. Britton, Effron stated that in calculating
flow, blood vessel cross sections were assumed to be circular. B. Oppenheim
asked why corrections for the flow profile across a vessel are required in
determining transit time: do not flow measurement determinations of transit

time inherently average over the various simultaneous velocities? Effron

explained that corrections for backward flow components were required in order
to separate forward flow from net flow.
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TOPICS IN ULTRASOUND IMAGE PROCESSING

A PANEL DISCUSSION

Panel Members:

J. Greenleaf, Mayo Clinic, Rochester, Minnesota
B. R. Pullan, University of Manchester, England

Chairman:

J. Goddard, Vanderbilt University Medical Center
Nashville, Tennessee

Recent Developments in Ultrasonic Tissue Characterization

The first topic was introduced by J. Goddard who reviewed some of the
important developments at the recent Second International Symposium on Ultra
sound Tissue Characterization (N.B.S., Gaithersburg, Maryland, June 13-15,
1977). The symposium consisted of papers on (a) techniques for measurement of
basic ultrasonic parameters, (b) signal processing and pattern recognition
techniques, and (c) ultrasonic properties of tissue and their dependence on
physical and biological variables. He noted that one of the strong themes of
the symposium was the presentation of the latest work in the effort to detect
the early stages of breast cancer by ultrasound. Two papers on this subject
were considered to be outstanding and were briefly reviewed. In one of the

papers, "Tumor Detection by Ultrasonic Doppler Blood-Flow Signals" by P.N.T.
Wells et al, some preliminary results of Doppler blood flow measurements in
normal and tumorous breasts were described. The authors stated that they were

able to differentiate normal and tumorous breasts by detecting the elevated

blood flow associated with the increased vascularity of the tumor.

In a second paper, "In-Vivo Measurement of Ultrasonic Refractive Index
Distributions in Human Breasts with Time-of-Flight Tomography" by G.H. Glover,
a time-of-flight, through transmission tomograph system, was described. The

author had used the system to differentiate between malignant and benign
masses in the breast on the basis of the deviations in acoustic spesd. J.

Greenleaf indicated that his group was involved in a similar type of
ultrasonic computer assisted tomography of the breast and went on to describe
some of G.H. Glovers results in more detail. He pointed out that G.H. Glover

had made a histogram of the acoustic speeds at each pixel in a plane through
the breast and found that the histogram shifted to higher velocities in tumorous

breasts. He stated that this also occurred in planes in the tumorous breast

which did not contain the cancer. J. Greenleaf added that he had observed the

same phenomenon in his own work on excised breasts.

J. Goddard remarked on the current controversy about the hazards of

X-ray mammography and wondered whether any comparative studies had been
performed to determine if ultrasound would be a suitable alternative to
X-rays in the diagnosis of breast cancer. In response, J. Greenleaf stated
that his own work was in an early phase and that he had not yet had the

opportunity to carry out a comparative study. B. Pullan queried, that
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since ultrasound basically measured the same parameter as CT scanning, namely
changes in density, whether ultrasound devices would be any better than CT
scanning in detecting breast cancer. Disagreeing, J. Greenleaf replied that
in ultrasound one is basically measuring acoustic speed which is a function
of the stiffness and density of the tissue. Furthermore, that the changes in
density are small compared to the changes in stiffness which is the reason
that large breast tumors can be located by palpation. He added that the
interaction of acoustic energy with a tumor was very much stronger compared
to X-rays, and that so far ultrasound had been moderately successful in the
detection of breast tumors. B. Pullan then asked, in view of the strong
interactions of ultrasound with tumors, why the present generation of ultrasound
scanners had not been much more successful in this area. D. Krause felt the
reason for this was due to the relatively poorer resolution of ultrasound
devices compared to X-ray scanners.

D. Krause queried the role of spectral analysis measurements in tissue
characterization. In reply, J. Greenleaf pointed out that the effects of
scatter on acoustic energy were very frequency dependent because certain
frequencies were resonant to the periodic structure of the tissue under study.
Fourier analysis of back scattered energy could, in principle, yield some
information about the distribution of sizes of, for example, blobs of fat
which were suspended in the tissue. Two types of scatter measurements could
be performed, one as a function of frequency at a fixed angle, the other as
a function of angle at a fixed frequency. In addition, Greenleaf stated that
the frequency content of back scattered energy was a strong function of
geometry because parallel planes of tissues existed which act as phase filters,
producing resonances at certain frequencies. When ultrasound was reflected
from such tissues the resonant frequencies would therefore either be very high
or low in amplitude. He added that tissue attenuation and absorption were
strongly frequency dependent and so spectral analysis might also yield some
information about such parameters as well.

Archiving of Medical Images

B. Pullan introduced the topic by describing some of his experiences
with whole body CT scanning. He stated that in a typical patient study ten
pictures consisting of 320 x 320 elements were collected. The data was
archived on magnetic tape and even with only a small patient throughput,
a 21+00 foot reel of tape was filled each day. This method of archiving
often resulted in time-consuming delays when an individual patient record
needed to be retrieved at a later date. He added that he felt similar

inconveniences would also be encountered in other imaging modalities such
as phased array ultrasound which produced data typically consisting of
200 x 200 x 100 elements and in nuclear magnetic resonance. In the latter,

genuine three-dimensional data of great biological significance was being
generated which consisted typically of l60 x l60 x l60 elements.
B. Pullan doubted that fast access bulk storage for archiving medical images
could be economically realized with present technology and queried whether
data compression techniques might be an alternative. He then asked the
audience for their advice and possible solutions to the problem.

Ashare responded that he had been working with data compression
techniques and had obtained a data reduction of a factor of four for nuclear
medicine images. He felt that a factor of ten should be readily achievable
without sacrificing image quality.
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D. Kirch considered the only viable bulk storage facility at present
to be 9-track magnetic tape. He suggested that, as an intermediate bulk

storage facility, a 330 megabyte disc could be used. This would be sufficient,
.for example, to accomodate one month's work of CT, nuclear medicine and ultra
sound scans.

S. Pizer commented that in his experience he had found that, compared
to magnetic tapes, floppy discs offered much faster access times, were a
great deal more portable and were much easier to file.

D. Janney pointed out that the problem was not too dissimilar to that
of land-satellite transmissions where hundreds of photographs of the earth
required archiving. In that particular application a large bulk storage
device holding, say, 3 billion words of data and costing, say, $1,000,000
was used. He queried whether such a device would be feasible for medical

image archiving.

B. Pullan replied that the cost was likely to be prohibitive considering
that a device would be required in every major hospital.

A. Brill discussed the possible application of a video disc system.
He commented that his group had had five years experience with the last

generation of video-disc systems but had found that the performance was
disappointing. However, he believed the quality of the current generation
of video discs to be considerably better. A typical system was able to

store a large amound of data in a compact manner; for example, one disc
could typically hold 30 minutes worth of data packed at the rate of 30
frames per second. He stated that the Phillips company in Europe was

developing such a system for image archiving but that these systems
provided only marginal quality and were still rather expensive.

B. Pullan thought that, considering the enormous dynamic range of

NMR, CT and ultrasound images, the data would have to be stored in digital
format. He believed that the bulk and the slow access times of magnetic
tape would be prohibitive and suggested that new technologies might provide
better alternatives in the future. D. Ochs indicated that one of the

promising areas in this regard was the development of optical computing and
storage techniques. S. Pizer agreed and added that magnetic bubble memories
might also find application. He thought that technology would in the near
future be producing mass memories whose price would not be restrictive.

J. GREENLEAF: "ANALYSIS OF TRANSMISSION ULTRASOUND"

J. Goddard asked if any allowance had been made in the reconstruction
algorithms for tissue anisotrophy. In reply, J. Greenleaf said that no
allowance was currently being made, but that he was studying the problem.

He added that the present vector reconstruction method essentially came

about by attempting to develop an anisotrophy reconstruction method.

An unidentified member of the audience queried how many views and

what type of method was used in the image reconstruction. J. Greenleaf
answered that a convolution type method based on 30 views was used. He

commented that the gain was very high so that one is looking at very small
alterations.
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A. Todd-Pokropek inquired to what degree the results obtained from
excised samples were distorted compared to the in-vivo results. J. Greenleaf
replied that his group had studied some 80 excised breast samples but that
the results would not be reported until they had been fully correlated with
in-vivo measurements. He stated that, so far, the in-vivo results were the
same as the excised except for the fat component, which showed a reduction
in acoustic velocity.

J. Goddard asked about the feasibility of improving the image quality
through the use of acoustic contrast agents. He pointed out that in the
session, two agents, namely ringers solution and heat, had been mentioned as
producing changes in acoustic velocity. J. Greenleaf responded that he
had studied the effects of RENOVIST, which has a high density and found that
it produced a change in acoustic speed. He added that indocyanine-green
dye is a very good ultrasound constrast material, possibly because it produces
micelles when it is first injected which then subsequently disintegrate.
Indocyanine green dye is not a contrast material as soon as it passes
through a capillary bed, so it is one of the very interesting contrast
agents which can tag the venous phase but will not show up in the arterial
phase. He then stated that he was currently searching for a tracer which
would tag only the arterial phase, so that following an intravenous injection,
both venous and arterial phases could be studied independently. J. Goddard
then inquired whether acoustic contrast agents could be used to make
quantitative estimates of flow in the body. J. Greenleaf replied that he
thought this would be difficult because the reflected intensities were not
linearly dependent on tracer concentration, but added that a linearization
technique might be a possible solution.
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HIGH-SPEED ULTRASONIC SCANNERS

W. A. Anderson

Systems & Techniques Laboratory
Varian Associates, Inc.

Palo Alto, California, U.S.A.

ABSTRACT

High-speed ultrasonic scanners are defined as two-
dimensional imaging instruments that can produce cross-
sectional ultrasonic images at a rate of at least 10 per
second. Basically there are two approaches to high-speed
scanning. These are mechanical scanning systems and elec
trical scanning systems. Within each class there are several
different approaches and each of these will be described with
its advantages and limitations. An electrical scanning sys
tem using a phased-array system is described in greater de
tail. The application of high-speed ultrasonic scanning to
cardiac imaging is discussed. Information processing steps
to yield quantitative data about cardiac performance are
described and illustrated.

INTRODUCTION

The development of pulsed ultrasound for imaging has its origins in the
work of Dr. F. A. Firestone at the University of Michigan.1 Dr. Firestone de
veloped a nondestructive testing technique by observing the reflected ultra
sound signals. A short radio-frequency pulse was applied to a transducer
causing it to emit a pulse of sound energy into the object being examined.
Reflections from various discontinuities within the object were detected by the
same transducer and displayed on the vertical axis of an oscilloscope. A lin
ear scan voltage initiated at the same time as the transmitted radio-frequency
pulse was applied to the horizontal axis. Knowing the approximate sound veloc
ity within the object permitted the position along the horizontal axis to be
related to depth. This method, called an "A-mode" scan, is illustrated in the
upper part of Fig. la.

Although the work of Firestone was directed primarily towards nondestruc
tive testing, it stimulated interest in the use of ultrasound for diagnostic
imaging. By the late 40's and early 50's numerous investigators were using ul
trasound for examining various body organs. Drs. Edler et al used ultrasound
for monitoring the continuous movements of the heart.2 The technique is called
echocardiography. Typically the one-dimensional reflection image is displayed
by brightening the spot on an oscilloscope as reflections are received. The
horizontal axis corresponds to depth. A slow scan on the vertical axis permits
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one to observe the cardiac motions through many cardiac cycles. This form of
display is commonly called an "M-mode" (for motion) or "T-M mode" (time-motion)
scan.

In order to obtain a two-dimensional cross-sectional image, a means of
sweeping the ultrasonic beam through space is required. Various mechanical and
electrical methods of achieving this sweep at high speeds are described in the
next section of this paper. The display of echo image data in a two-dimensional
format is called a B-mode (brightness) scan. Here one axis of the display cor
responds to depth and the other to a transverse dimension. The three scan modes
are illustrated in Fig. 1.

HIGH-SPEED SCANNING SYSTEMS

High-speed scanning incorporates the idea of generating pictures at a suf
ficiently high rate to avoid blurring from motions of the object being observed.
To "stop" the motions of the heart wall requires that a picture be captured in
approximately 0.1 second or less and considerably shorter times are required to
capture some of the valve motions. To change the imaged area the operator must
move the transducer system over the skin of the patient. Frame rates greater
than 10 images per second provide the operator with an apparently continuously
moving image that follows the transducer movement. For these reasons it is
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important to have frame rates greater than ten images per second.

In order to achieve high-speed scanning one must be able to translate the
beam quickly over the object being examined. The two basic approaches to a-
chieve such a rapid scan can be grouped into mechanical systems and electrical
systems. The mechanical systems may change the orientation of the transducer
or of an intermediate element placed in the sound beam. Generally, electrical
systems employ a multi-element transducer in which the excitation pattern is
changed in order to steer and sometimes focus the sound beam.

Several approaches to high-speed mechanical scanning are illustrated in
Fig. 2. A rocking transducer, illustrated in Fig. 2A, is achieved by the me
chanical coupling of the transducer element to a suitable motor drive. A re
cent example of such a system has been given by Griffith and Henry.3 Another
mechanical approach, described by Holm4, is illustrated in Fig. 2B in which
several transducers are fixed to the periphery of a wheel which then can main
tain sliding contact with the skin of the patient. By placing either one of
these systems into a water bag, one can mechanically decouple the motion of the
transducer from the patient as is illustrated in Fig. 2C. An early system of
this type has been described by Wild and Reid.5

ROCKING
TRANSDUCER

Motor

Fulcrum-»• jo
Skin

ROTATING
TRANSDUCER

B

WATER BATH
SYSTEM

Fig. 2. Mechanical Scanning Methods

Three different approaches to electronic scanning are illustrated in Fig. 3.
The system illustrated in Fig. 3A consists of an acoustical lens which focuses
the acoustical image of an object on a plane containing a linear array of trans
ducer elements. By activating a single element, the sound beam is emitted in the
proper direction and, if desired, can be focused to a given depth. Returning
sound waves from the same direction are intercepted by the lens and focused back
onto the initial transducer element. The lens and linear array are placed in a
water bath to provide sound coupling. Coupling to the skin is provided by a
flexible membrane. By suitable multiplexing of the transducer elements, an array
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of 2-dimensional picture elements can be built up on a cathode ray oscilloscope
permitting one to obtain high-speed B-scan pictures.

Another approach to electronic scanning is illustrated in Fig. 3B in which
a linear array of transducers is again sequentially activated.7 Here one or
several adjacent transducer elements are activated to send out a sound wave that
travels normal to the transducer face. The activated region is many wavelengths
across so that in the near field the sound beam has the approximate size of the
activated region. Any reflected signals are detected by the same transducer
elements. After all of the reflected signals up to the maximum depth have been
received, an adjacent group of transducer elements are activated. By continuing
this sequence, a picture in a rectangular region is developed.

A third approach to electronic scanning is the phased-array approach8 il
lustrated in Fig. 3C. Here the excitation of the individual elements is timed
such as to produce a wave that is steered in the desired direction. In addi
tion, focusing can be achieved by adding a quadratic delay component so that the
beam will be focused at any desired depth. The same array of transducer elements
is used to receive a wave from any desired direction by delaying the incoming
signals appropriately before combining and detecting. Figure 4 illustrates how
the waves from the individual transducer elements are summed to produce a resul
tant wave propagating in the desired direction.

Some of the advantages and disadvantages of these various high-speed scan
ning techniques are now considered. The electrically-scanned systems have the
advantage of being able to rapidly switch scan direction so that one can main
tain complete flexibility in the way that the images are built up. One conse
quence of this flexibility is that one is able to multiplex an M-mode scan with
a B-mode scan and maintain a very high sampling rate for the M-mode recording.
By observing the B-mode picture, the operator can find and maintain the desired
transducer orientation while an M-mode scan is being recorded. Another advantage
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of the electronic systems is their freedom from vibration, rubbing contact, or
noise. The water bath systems have less vibration and noise; however, they have
the disadvantage of requiring a support mechanism because they are generally too
heavy to be held by the operator. The phased-array system presents the operator
with the smallest, lightest-weight transducer for easy manipulation.

One problem in cardiac imaging is the limited accessibility of the heart,
surrounded by the rib cage on the front and the lungs on the back. Thus for
cardiac scanning it is desirable to use a sector scanner that permits the sound
to be transmitted through a small intercostal space yet with the ability to scan
over a large interior area. On the other hand it is this very feature that pre
vents the sector scanners from obtaining a large view of objects near the sur
face of the skin. The phased-array does have the advantage, however, of ob
taining a large sector angle since the transducer itself can be maintained in
flat contact with the skin while objects at an angle of 45° or more from the
normal can be viewed. The mechanical systems have a cost advantage in that they
require only one channel to transmit, receive and process the information. The
linear array does not require the programmed time delays of the phased array.
It can be multiplexed since only one element or group of elements are active at
the same time. The phased-array system is the most complex electronically in
that it requires one receiver channel for each element of the array as well as
variable delays between the channels. This results in higher system costs.

APPLICATIONS OF HIGH-SPEED SCANNING

Perhaps one of the most obvious uses for high-speed ultrasonic scanning is
to observe and follow the motions of a living heart. By clear visualization of^
the heart and its various parts, a number of cardiac abnormalities can be identi
fied and to some degree quantified.9 Examples of abnormalities that have been
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11visualized include prolapsing valves, ° congenital and septal defects, peri
cardial effusion,12 stenotic valves and tumors or vegetation within the heart,
the syndrome of IHSS13 and conotruncal abnormalities.14 Additional information
obtained by various outlining or processing techniques is described below.

Another feature of high-speed scanning is that it permits a large region of
the body to be studied cursorily, or a small region to be studied intensively in
a short period of time. This makes it possible to increase the number of pa
tients that can be seen per day; that is, the instrument is characterized by
having a large "throughput." The fact that the image is viewed continuously as
the transducer probe is moved permits extended objects to be followed and their
three-dimensional structure reconstructed with little difficulty. It also makes
it possible to locate small objects by quickly scanning through the region in
which they are located.15 For example ovaries, which are often difficult to
locate by manual B-scanning systems, are readily seen in screen examinations of
normal women with high-speed ultrasound scanning.16 Another advantage of high
speed scanning is that it obviates the need for the patient to remain immobile
or suspend respiration during the study. As a result infants, children, and
comatose or uncooperative adults may be studied with ease. Another application
of high-speed ultrasound scanning includes the ability to detect cardiac motion
and "breathing motions" that occur in the fetus in utero. Verifying the absence
of these motions provides a means of confirming fetal death in utero.17

With this introduction into high-speed scanning techniques we next turn to
two information processing techniques that are presently being studied.

Light-Pen Measurement System

A light-pen measuring system is being designed to allow quantitative analy
sis of cross-sectional images from ultrasound B-scans. The parameters that can
be directly measured are length, arc length, perimeter, and area. Other param
eters such as volume and indicators of cardiac function can be computed from the

measured variables.

A block diagram of the system is shown in Fig. 5. The video input image to
be processed is usually derived from either a video disk recorder or the stop-

motion mode of a video tape recorder,

Memory

Array

t
Microprocessor

System

Fig.

Light-Pen

D/A

Converter

5. Block

System.

Light Pen

Input

Video

Diagram of

but it may also be obtained from a
camera or other continuous video

source. The light pen enables the
operator to obtain the x-y coordinates
of a series of points in outlining the
object to be measured. The light-pen
electronics provide the x-y coordinate
information to an 8-bit microprocessor

which performs both logical and arith
metic operations and outputs the data
to the memory controller. The CRT
monitor shows the input video image
mixed with graphical and alphanumeric
data generated by the microprocessor
system. An example of the measure
ment technique using the light pen is
illustrated in Fig. 6. Here an LAO
(left anterior oblique) equivalent
orientation of the left ventricle of

a normal individual is displayed. In
this picture the apex of the left
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The application of the technique to the examination of heart tissue is il
lustrated in Fig. 12. Here the cardiac septa of two normal individuals are
studied and the spectra and their Fourier transforms are obtained. It is inter
esting to note the rather large variations of the Fourier spectra of these two

individuals which are indicative of the difficulty of the problem being approached.
Only that portion of the rf signal that corresponds to that obtained from the car
diac septa are displayed and transformed.

Not only is there a variation between individuals, but variations also occur
with time during the cardiac cycle in the same individual. Figure 13 illustrates

a series of four samples taken at the same position but at two-millisecond time
intervals. One notes marked changes in the Fourier patterns in these relatively
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short time intervals. Finally, in Fig. 14 four different Fourier components are
plotted as a function of time. On the left where the interval in between ref
erence samples is two milliseconds, and on the right the interval is 30 milli
seconds. The total time represented in the right-hand side of the figure is
approximately one cardiac cycle.

AMPLITUDE OF FREQUENCY COMPONENTS

AS A FUNCTION OF TIME

Z u pm POINT B. 30 •• PIS POINT

Fig. 14. Amplitude of Frequency Components as
a Function of Time.

The initial results Indicate that rather subtle changes in tissues can be

detected. Further work will be required to develop optimum signal processing
techniques and to relate the signal characteristics to normal and pathological
tissues.
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DISCUSSION:

D. Ochs indicated that he was always amazed at how much more

resolution there seemed to be in the motion pictures compared to the stills.
Agreeing, W. Anderson pointed out that it was not better resolution so much
as an improved signal to noise ratio in the movie film. He attributed this
to two factors: (l) integration by the eye and mind, which are very effective
at filtering, and (2) integration by the CRT screen and vidicon during the
recording of the images for the movie film.

Following a question by D. Ochs about the resolution of the phased
and linear array transducers, W. Anderson indicated that the intrinsic
resolution is determined by the aperture of the transducer, and that it has
been shown that measured values agree quite closely with the values predicted
theoretically. He added that in a phased array the aperture includes all
of the elements of the transducer, whereas in the linear array the aperture

includes only those elements which are excited at any one time.

An unidentified member of the audience asked what percentage of the

adult population in which a study was performed was a diagnostic view of
the heart obtained. In reply, W. Anderson stated that his studies were no
different in this respect from the standard T-M mode exam, and he believed
the figure to be between 75 and 80% of the population.

In response to a question by A. Todd-Pokropek about the method of
data collection, W. Anderson replied that he employed a sampling rate of
20 mHz to digitize the echoes along one of the M-lines for a period of
approximately 2 millisecs.

B. Pullan queried that, in view of the fact that Fourier transforms
were notoriously sensitive to noise, whether the changes in the Fourier
transforms in figure 13 could not be accounted for simply by noise in
the system. W. Anderson replied that Dr. W. Beaver had made the Fourier
transform measurements and felt sure that noise was not a problem.
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QUANTITATIVE IMAGING FROM TRANSMISSION ULTRASOUND

J. F. Greenleaf, S. A. Johnson and B. Rajagopalan
Department of Physiology and Biophysic

Mayo Foundation
Rochester, Minnesota, U.S.A.

ABSTRACT

Ultrasonic computer-assisted tomography (UCAT) pro
vides the capability of quantitatively measuring the
two-dimensional distributions of various acoustic para
meters in vivo or in vitro under certain conditions.
Quantitative distributions of temperature, acoustic speed,
fluid velocity, fluid mixing, and qualitative distributions
of attenuation have been obtained in isolated tissues.
Temperature coefficients of acoustical speed within
several tissues have been obtained using reconstruction
techniques. Applications include the determination of
distributions of acoustic parameters within the breast
for diagnosis of breast cancer. Preliminary results
in isolated breast tissues are reported which indicate
that malignant lesions can be detected utilizing UCAT
to measure regional distributions of acoustic speed
within the breast. Synergistic relationships between
various imaging modalities are described.

Historically, ultrasound has been used to obtain echo-mode
images such as B-scans, time motion (TM) scans such as echo-cardio
grams and transmission images such as C-scans, all of which corres
pond to qualitative mapping of tissue interfaces and geometries.
Images representing accurate quantitative distributions of acoustic
properties of tissues such as those recently obtained in this and
other laboratories1-5 should be intrinsically more valuable than
qualitative images since fundamental tissue properties can be
calculated from such data. Quantitative images which represent
two-dimensional distributions of mechanical tissue properties can
be obtained with acoustic computer assisted tomography techniques.1'2
The purpose of this paper is to describe methods of obtaining
quantitative images of several tissue properties through the use of
acoustic computer assisted tomography and to relate the use of these
images to both laboratory investigations and clinical applications.

The qualitative images such as the TM image obtained in echo
cardiography, the B-scan - both compound and linear - obtained with
present-day clinical equipment and transmission C-scan images
obtained with the transmission camera developed by Green et al.^,
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are methods of obtaining images which are very complex functions
of scatter, acoustic impedence, reflection coefficients and other
properties of tissue-ultrasound interaction.

Ultrasonic computer assisted tomography is a technique of
analysing acoustic data to calculate quantitative two-dimensional
distributions of values of acoustic parameters such as acoustic
speed and attenuation which can be related to compressability and
density or to absorption and scatter respectively.

The equations and geometry necessary for time-of-flight (TOF)
reconstruction which results in values of acoustic speed within a
two-dimensional plane are shown in Figure 1. The equation in

TRANSMITTER

Vl v2 *3 Vn

- L
U

OBJECT

GRID
V

SCAN LOCUS

i-l * " i

'RECEIVER

Fig. 1. Geometry of ultrasound transmission for
algebraic reconstruction. Grid is fixed to coordinates
of object. Speed of sound Vj_, is assumed to be constant
and isotropic within each pixel. L^j can be varied
according to curvature of ray path, which need not be
straight. Equation represents propagation delay of
pulse through reconstruction region (grid). Number of
measurements (i.e., equations) required for solution of
set of linear equations can be obtained by scanning
object at several angles of view.

Figure 1 represents the relationship of acoustic speeds throughout
the tissue to measured transit time of the acoustic pulse, and can
be generalized as shown in equation 1 to indicate that any scaler
parameter Q which is related through a line intergral to measureable
values P(6,a) in the received acoustic pulse can be reconstructed
using any of several reconstruction techniques (7).

P(6,a) = /Q dl. (1)
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Most of the results shown in this paper are acquired using
fan-beam geometry similar to that utilized in several medical x-ray
scanners and in our laboratory is accomplished with two transducers,
one on either side of the area being examined, a transmitter on
one side and a receiver on the other side, moving in the geometry
shown in Figure 2. Figure 3 is a block diagram of the laboratory
system which enables the computer to control the mechanical ana
electronic acquisition elements of the scanning equipment. The
time-of-flight clock measures arrival times of the acoustic pulses
to within 10 nsec and generates a 16-bit digital word representing
the arrival time of each pulse. The data are utilized by a fan-
beam reconstruction program (8) to obtain quantitative two-dmen-
sional dimensional images of the selected acoustic parameter.

Fiaure 4 indicates the accuracy of the technique in obtaining
distributions of acoustic speed within a test object made of finger
cots filled with saline of various concentrations. It is clear
from this figure that accuracy on the order of + 0.2% can be obtained
using time-of-flight techniques for reconstructing acoustic speed.

Profile Data

P(a,ff,)

Transmitter Locus

i

Receiver Loci

Profile Data

P(ct,02)

Fig. 2. Fan-beam geometry used for data collection.
Transmitter locus and receiver loci are shown for two
positions of transmitter. Data are obtained as a func
tion of projection angle 6 and beam position a. Theta is
stepped in 3° increments over 360° and a is stepped in
0.15° increments over 300 to 400 steps for each view.
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Fig. 3. Schematic of computer-controlled data
acquisition system which obtains digitized ultrasonic
arrival times from transmission scans to be used for
reconstruction. Pulse is triggered by computer at
200-4 00 points along the fan-beam scan length of about
60°. After analog determination of arrival time or
amplitude parameters, data are input to computer for
each projection. The scan is then rotated 3° by stepper
motor and the process is repeated through 360°. Data
are then used by reconstruction algorithms to calculate
quantitative two-dimensional distributions of various
parameters such as acoustic speed, attenuation, tempera
ture or fluid velocity.
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Fig. 4. Reconstructed values of speed of sound
within rubber finger cot test object containing different
saline concentrations compared to measured values. Five
values in the center of each finger cot in reconstruction
image were averaged to obtain values shown by circles in
this graph. Filled circles indicate acoustic velocities
for selected saline concentrations obtained from litera

ture. Precision of results are due to ability to measure
pulse arrival time to 1 part in lC*, allowing extremely
precise measurements of refraction index (right ordinate).
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TISSUE CHARACTERISATION BY AN ANALYSIS OF THE

DISTRIBUTION OF ATTENUATION VALUES IN C-T SCANS

B.R. Pullan, R. Fawcett and I. Isherwood

Departments of Medical Biophysics and Diagnostic Radiology

University of Manchester

ABSTRACT

Attenuation values as measured by a C-T scanner are

distributed in both magnitude and space. The distribution

in magnitude can be described by the mean, standard deviation

and skewness of histograms of attenuation values. The

distribution in space can be characterised by autocorrelation

functions or histograms of gradients. Using these measures

of scan structure it has been shown that the spatial

distribution of attenuation values can be influenced by

tissue and that changes in tissue structure corresponding to

disease can be detected.

INTRODUCTION

The two dimensional distribution of linear attenuation coefficient

measured and displayed by a C-T scanner can be thought of as describing

a three dimensional surface as shown in Figure 1.

In the case of a perfect C-T

scanner and an object such as water with
a completely uniform distribution of
attenuation values, the surface would

be expected to be flat with no
deviations from a true horizontal plane.

This is not found to be the case in

practical machines and a distribution
or spread of attenuation is found.

When tissue is scanned there will

be an additional variation in

attenuation values resulting from tissue

structure. The total variation, or

noise, will therefore depend upon both *
the scanner and the tissues being

scanned.

Fig. 1. Representation of attenuation

values as a surface.
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In this paper methods of characterising noise will be described and it
will be shown that significant differences in structure between normal liver
and spleen, normal and cirrhotic liver and normal and atrophied brain can be
detected by analysing the spatial structure of the noise in regions of C-T
scans corresponding to the appropriate tissues.

THEORY

The noise in any region of a C-T scan can be characterised in terms of
either its distribution in amplitude or space. The traditional descriptors
of amplitude distribution are the moments of the histogram of attenuation
values in a region. The traditional descriptors of the distribution of noise
in space are the two dimensional auto-correlation function and power spectral
density . These latter two are related and it is only necessary to give one
of the two functions . In what follows only the auto-correlation function

will be used. An additional descriptor of the spatial distribution will be
described in which histograms of gradient directions and amplitudes are

employed.

Amplitude Distributions

The distribution of attenuation values, for any chosen region of scan,

can be described by a histogram. Such histograms can in turn be described,
for most practical purposes, by the first three central moments. The first
central moment is more widely known as the mean and if the attenuation values
in an area of interest are H. , H„, H_ H the mean or first

12 3 n
central moment is defined as

The second central moment, more widely known as the variance is defined as

>=[y^(Hn-Ml)2 /n (2)M2=

This is the mean squared deviation from the mean.
The third central moment is defined as

'n (3)M3= /(H -Ml)3 /l

This is the mean cubed deviation from the mean.

This latter central moment is zero for a symmetrical distribution and

increases in magnitude with increasing skewness of the distribution.

It is often more convenient to give values for the square root of the
second moment, the standard deviation, and the cube root of the third moment,

the skewness.

The distribution of attenuation values in a region does not provide any
information about the way in which the values are distributed in space and for
this information we have to look to the auto-correlation function or to an
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analysis of gradients.

The Auto-Correlation Function

The auto-correlation function is an average measure of the spatial

distribution of attenuation values and is equal to the average product of the
attenuation values H(X,Y) and H(X,Y) shifted by J in the X direction and K in
the Y direction. For the purposes of this paper the auto-correlation function
is taken to be

R(J,K)= 1/nN \ H(X,Y)H(X+J,Y+K) (4)

N is the number of terms contributing to the sum of products and an average

product will therefore be produced for each shift J,K. The value of R(J,K)
at some particular J and K is a measure of the average relationship between
attenuation values at H(X,Y) and H(X+J,Y+K). The value of the auto-correlation

function at shift J,K can be thought of as a measure of the conditional

probability that given a positive (or negative) value of H(X,Y) at a particular
point a value of like sign will appear at shift J,K.

Gradient Analysis

A very simple measure of the spatial structure of noise is provided by an
analysis of gradients. The maximum gradient in attenuation values at each
point in a scan has both magnitude and direction. The matrix of attenuation
values which constitute a C-T scan can therefore be used to derive two matrices,

one of maximum gradient directions and one of maximum gradient amplitudes.
Histograms of gradient amplitudes and directions are sensitive to changes in
the spatial distribution of noise and are used in this paper to describe the
spatial character of C-T scanner noise in the presence of different tissues.

The maximum gradient at a point in a scan can be approximated by

g(x,y)=J[h(x,y)-h(x+d,y)]2+ [h(x,y)-h(x,y+d)]2 ^5)

and the maximum gradient direction by

6(X,Y)= Tan"1 (~[h(X,Y)-H(X+D,Y)] /[h(X,Y)-H(X,Y+D)]1 (6)

D is the distance in picture elements, over which the gradient is

measured. Histograms of the quantities G(X,Y) can be adequately described
by the first three central moments or mean, standard deviation and skewness.
Histograms of the quantities 6(X,Y) can be described in terms of the difference
between the histograms which are observed and those expected. The difference is
measured by x^ where

2= [E(6)A6 -0(6)A6]2 (7)
X E(G)AG
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in equation 7 for gradients measured over different distances.

RESULTS

The Mean, standard deviation and skewness of histograms of attenuation

values are given in Table 1 for brain and water, in Table 2 for normal liver,

cirrhotic liver, spleen and water. The same measures of distribution of

attenuation values are given for histograms of gradients of attenuation values
measured over one pixel spacing in Table 3 for brain results and in Table 4
for liver and spleen results.

Table 1. Brain Attenuation Values

Material

Water

Normal Brain

Atrophied Brain

Material

Water*

Normal Liver

Cirrhotic Liver

Spleen

Mean

-1.07 ± 0.03

15.67 ± 0.22

15.67 ± 0.80

Standard

Deviation

2.44 ± 0.06

3.12 ± 0.06

3.19 ± 0.22

Table 2. Body Attenuation Values

Mean

1.90 ± 0.58

32.43 ± 2.18

22.98 ± 1.04

25.62 ± 0.89

Standard

Deviation

9.31 ± 2.40

11.08 ± 0.50

10.90 ± 1.02

10.26 ± 0.57

Skewness

1.14 ± 0.16

1.40 ± 0.30

1.52 ± 0.27

Skewness

7.26 ± 1.42

3.84 ± 0.35

4.47 ± 0.77

3.69 ± 0.81

* No significant difference between liver and spleen positions

Table 3. Brain Attenuation Gradients

Material

Water

Normal Brain

Atrophied Brain

Material

Water*

Normal Liver

Cirrhotic Liver

Spleen

Mean

3 64 + 0. 10

4 25 + 0. 13

4 .18 + 0. 18

Standard

Deviation

1.93

2.26

2.22

± 0.08

± 0.09

± 0.07

Table 4. Body Attenuation Gradients

Mean

16.11 ± 0.45

16.62 ± 0.85

17.27 ± 1.83

14.93 ± 0.85

Standard

Deviation

8.82 ± 0.36

9.08 ± 0.60

8.96 ± 0.84

8.19 ± 0.51

Skewness

1.62 ± 0.15

1.85 ± 0.12

1.98 ± 0.14

Skewness

7.88 + 1.03

8.47 + 0.65

8.38 + 1.14

7.84 + 0.59

* No significant difference between liver and spleen positions
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No significant differences are observed between the distributions of
attenuation values or gradients for normal and atrophied brain. Water does
however have significantly lower mean attenuation values and gradients and
also lower standard deviations of attenuation values and gradients than both
normal and atrophied brain. Significant differences were observed between
the mean attenuation values of cirrhotic and normal liver and also between

spleen and normal liver although there were overlaps between these groups.
The standard deviations and skewnesses were not significantly different. There
were no significant differences between the distributions of attenuation gradients
for the above groups. No significant differences were demonstrated between
distributions of attenuations or gradients for water in positions corresponding

to liver and spleen.

Plots of X*4 as a function of the distance over which gradients were

measured are shown in Figure 4 for

normal and atrophied brain; the error
bars represent the standard error of the
mean. The separation of the curves for
the two groups of data can be expressed .
in terms of t *•

where t =
difference between the mean

probable error of difference

Plots of t as a function of the distance

over which gradients were measured are
shown in Figure 5 and demonstrate
differences which could only have

occured by chance less than 1 time in

100 trials.

Plots of X^ versus the distance
over which gradients are measured are

shown in Figure 6 for normal and

cirrhotic liver.

so

Fig. 4,

DISTANCE (PIXELS)

X2

so

• ATROPHY

• NORMAL

DISTANCE (PIXELS)

as a function distance.

• NORMAL

• CIRRHOSIS

DISTANCE (PIXELS)

Fig. 5. Separation between normal
and atrophied brain in units of
standard error

Fig. 6. Separation between normal and
cirrhotic liver in units of standard

error
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Similar curves are obtained for spleen but no significant difference can be
detected between the curves for normal liver, cirrhotic liver and spleen.

Autocorrelation functions which have been averaged over two directions at
right angles are shown in Figure 7 for both normal and atrophied brain.

No significant differences are apparent.
Similar auto-correlation functions are
shown in Figure 8 for spleen and normal
liver and in Figure 9 for cirrhotic
and normal liver. The differences between

these curves are demonstrated in Figure 10
in which t values are plotted against
distance in pixels. Significant
differences occur between normal liver and

spleen and normal and cirrhotic liver at

3 and 10 pixels spacing respectively. The
differences between the auto-correlation

functions could only have occured by chance
less than one time in 100 trials.
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Fig. 7. Averaged auto-correlation
functions for atrophied and normal
brain.
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Fig. 8. Averaged auto-correlation
function for spleen and normal liver.
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DISCUSSIONS AND CONCLUSIONS

The results indicate that

underlying tissue structures in liver,
spleen and brain do significantly
influence the spatial distribution of
attenuation values and that changes in

structure which are associated with

disease can be detected. In the case

of normal and atrophied brain there
was a complete separation of the two
groups of x*^ values for gradients
measured over a spacing of 5 pixels.
There was also a complete separation
of auto-correlation function values at

ten pixels spacing in the cases of
normal liver and spleen and normal
liver and cirrhotic liver.

Any conclusions are preliminary in the sense that only a limited number
of cases have been included in each group and relatively small matrices of
attenuation values have been analysed. Statistically significant differences
between different tissues and between normal and diseased tissues can however
be demonstrated. It is felt that there is good evidence to support the
suggestion that tissue structures and changes in tissue structures can be
detected and measured in C-T scans.
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DISCUSSION:

The general directions of the questions fell into three categories:
1) What is the basic question being asked; 2) what are some of the limi
tations of the method of analysis; and 3) what clinical applications can be
expected.

Dr. Pullan noted that the purpose of his research was to determine whether
it was possible to quantitate the presence of structure within an image with
out having to specify its location. Whether this structure or texture can
be related to tissue characterization or anatomy was not resolved at this time,
primarily because of the limited data base. The results of the research,
i.e., the histograms, chi square analysis and auto-correlation data, suggested
that structure can be resoved, and it was generally agreed that the method
warrants a more comprehensive, statistically adequate study to explore the
utility of the method.

The limitations and restrictions of the method relate to the algorithms
used. Auto-correlation has an anisotropic condition which makes it dependent
upon the direction the data is averaged. This may be advantageous or dis
advantageous, depending upon whether one wishes to utilize directional
properties. In general, averaging over all directions gives the most consistent
data results. Chi square analysis relates to the comparing of differences
(means, standard deviations, skewness coefficients) between histograms. It
is dependent only upon the assumption that the population of differences are
normally distributed. All the methods are very dependent upon machine induced
artifacts, such as streaking. They are, however, relatively independent of
image noise. Caution is necessitated, however, when comparing similar regions
from different images, because the noise on the CT image is positionally
dependent, thus requiring that similar anatomical regions be compared. Finally,
cross-correlation between normal data and pathologic data gives essentially
the same information as comparing the auto-correlation of each data set
individually.

The clinical applications to which this work was addressed are threefold:
(1) to use the method as a screening procedure to separate normal from ab
normal; (2) to use the data in a predictive capacity (i.e., a subtle abnorm
ality is detected on the image which then requires further tests be done so
as to elucidate it); and (3) to use the data as a simple descriptor of tissue
pathology and possibly tissue type (i.e., a hepatic fibrosis). This prelim
inary study by Dr. Pullan indicated these are real possibilities which require
further investigative efforts.
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FULLY-THREE-DIMENSIONAL IMAGE RECONSTRUCTION USING SERIES

EXPANSION METHODS
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ABSTRACT

Three-dimensional image reconstruction in tomographic examina

tion is presently achieved by reconstructing a set of sequential

transverse sections. Such an approach has a number of adverse con

sequences, which are absent if truly three-dimensional reconstruc

tion is applied to data derived from a single circumferential scan

by a cone-beam x-ray source. We demonstrate that with a careful

choice of basis functions, coordinate systems, and matrix indexing,

it is possible to achieve truly three-dimensional reconstruction

with computer time and memory requirements only slightly in excess

of those presently needed to reconstruct and assemble a stack of

two-dimensional transverse sections.

INTRODUCTION

Present day CT (computed tomography) scanners reconstruct one

transverse section of a subject at a time. If a set of adjacent

transverse sections are needed for the examination of a three-

dimensional volume of a subject, then present CT scanners must be

repeatedly re-positioned.

Section-by-section reconstruction has been successful for a

number of reasons. First, the rays used in the reconstruction

traverse only the region (section) of interest, so that regions
not of interest do not affect the reconstruction. Second, the

calculations remain the same for each transverse section because
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the geometry of the apparatus is fixed; only the input (x-ray pro

jection) data changes in value from section to section. Third, the

methods are simple enough and the numerical data arrays are small

enough that the reconstruction can be handled by minicomputers.

Although three-dimensional image reconstruction of an entire

volume can be achieved with section-by-section analysis by assemb

ling a stack of transverse sections, the use of this method to ex

amine living organisms and/or dynamic organs is seriously limited

by factors of time and axial resolution. The reconstruction of a

three-dimensional distribution from a stack of sections may require

a considerable number of slices to achieve adequate axial resolution.

During the time required to collect data for a number of consecutive

sections, dynamic organs such as the lungs change in shape, there

by jeopardizing the registration (axial correlation) of the stack

of slices. Synchronization of the x-ray projection data to one

particular phase in the cycle of a dynamic organ provides an expe

dient solution but assumes (not correctly) that a dynamic organ re

turns to precisely the same state from one cycle to the next.

Even apart from the case of dynamic organs, data collection over a

few minutes is a considerable time to restrain a patient with the

degree of immobility necessary for perfect axial registration of a

stack of sections (particularly if the person is young or elderly).

Multi-source tomographic devices which obtain several sections si

multaneously at different positions along the axis would improve

the possibility of successful three-dimensional reconstruction, but

(1) are expensive, and (2) require proper mathematical correction

for sections lying between those containing the x-ray sources.

In this paper we examine the mathematical problem of recon

structing a three-dimensional distribution using projection data

taken with a number of suitably chosen cone-beam x-ray sources lo

cated outside the object of interest. Our purpose is to demonstrate

that fully-three-dimensional image reconstruction from cone-beam

sources can be effected with only a minimal increase in algorithmic

complexity beyond what presently exists in computed section-by-

section tomographic reconstruction.

Because our algorithms reconstruct volume distributions from

cone-beam projections, data pertinent to many transverse sections

of a subject can be collected in a single scan (that is, in a few
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seconds or less) thereby minimizing the time a patient need be re

strained from motion. The methods outlined here are directly ap

plicable to the Dynamic Spatial Reconstructor (DSR), now being

built at the Mayo Clinic , which can collect in 10 milliseconds

all the data necessary for three-dimensional reconstruction.

In cone-beam reconstruction there is considerable freedom in

choosing the geometrical positions of the x-ray sources relative

to the object. One can for example place the x-ray sources (1) at

the vertices of a polyhedron enclosing the object, (2) at equal

azimuths on a circle encompassing the object, (3) at equal azi

muths around two or more congruent, coaxial, non-coplanar circles

encompassing and sandwiching the region of interest, (4) at various

distances along selected lines diverging from the object, (5) at

random positions on a sphere enclosing the object, etc. The first

three geometries have a high degree of symmetry. In general, sym

metry in the positioning of the cone-beam sources permits decompo

sition of the mathematically complex three-dimensional reconstruc

tion problem into a number of independent, mathematically simpler

problems.

In this paper we examine in detail the special case of cone-

beam sources positioned at equal intervals of azimuth around a

circle whose plane is perpendicular to the chosen rotation axis

and whose radius is large enough to encompass the object (that is,

geometry #2 above). This geometry permits a particularly efficient

algorithm for three-dimensional image reconstruction.

If in each projection the object of interest is entirely con

tained within the cone beam and if no objects not of interest con

tribute to the projection data, then necessary and sufficient in

formation for three-dimensional image reconstruction is potentially

available. For many practical applications, the task is to recon

struct a limited non-isolated region (of a thorax say) which is

connected above and below to other parts of the body. In this case,

there exist some diverging rays which in addition to passing

through the object of interest also traverse regions not of interest.

If these divergent rays are included in the reconstruction analy

sis, they introduce some intrinsic noise to the cone-beam recon

struction problem; if these divergent rays are omitted from the

reconstruction analysis, then some essential information concerning
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the region of interest is lost. This difficulty in using divergent
cone-beam x-rays for three-dimensional reconstruction of non-iso

lated objects can be greatly mitigated by using geometry #3 above,

that is, putting the cone-beam sources on at least two congruent,

coaxial, non-coplanar circles and sandwiching the region of inter

est between them. Three-dimensional image reconstruction with

geometry #3 will be the subject of another paper. It is slightly

more complicated than the problem discussed here of placing cone-

beam sources on only a single circle (geometry #2).

In the approach of this paper, the geometry for the relative

positions of the x-ray sources and the object is first translated
into matrices; the inverse matrices are then determined and stored

in a computer. All subsequent three-dimensional image reconstruc

tions (for that chosen geometry) are achieved by multiplying the

inverse matrices with the data vectors. Alternatively, the matrix
. , 2

equations may be solved using iterative methods .

In reconstructing three-dimensional volumes M elements on a
3 3side, one might expect matrices of order M * M . Matrices of

such magnitude are clearly forbidding if M exceeds even 30. How

ever, with equal azimuthal spacing of the x-ray sources and with

the unknown variables indexed in a particular order, we can re

duce the large geometry matrix to a relatively simple form. Be

cause the work required to invert the geometry matrix can be so

tremendously reduced by exploiting symmetry properties and careful
indexing schemes, we believe fully-three-dimensional image recon

struction can be commercially feasible. Only slightly more com

puting time should be required for fully-three-dimensional recon
struction than is needed presently to analyze a three-dimensional

volume by assembling a stack of transverse sections.

THE MATHEMATICAL PROBLEM

The problem of fully-three-dimensional image reconstruction

can be described as follows. We are given (1) an unknown density

distribution (actually an unknown distribution of the linear at

tenuation coefficient) within a finite three-dimensional volume
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estimated from the equations which result when the projections of

the unknown distribution are expressed as linear combinations of

the projections of the basis functions. The details of this ap-

proach appear elsewhere . Here we give only a summary.

Let the set of basis functions be {f1(r),...,fj(r)}. In the
series expansion approach, the problem of determining the unknown

three-dimensional function f(r) is replaced by the problem of de

termining a finite number of coefficients c.j , .. ., Cj such that
I

f = I cf. is an "acceptable" approximation to f. We shall
i=1 1 1

define "acceptability" in the next section by requiring that f is

as consistent with the data as possible in the least squares sense.

We assume that we made measurements to obtain the value of

the line integral of the unknown function f along N rays. For

1 <_ n "i N, let g(n) denote (our estimate, based on measurement, of)

the line integral of f along the n ray, and,for 1 < i < I,

let g.(n) denote the line integral of fi along the n ray. Then,

I

f « y cf. d)
i=1

l l

2
implies that for all n

I

g(n) * I e.g. (n). (2)
i=1 1 1

Since the values of g(n) are measured and the values of g.(n) can

be calculated, the equations (2) can be used to estimate the values

of the c, which then can be substituted into equation (1) to es

timate f.

Usually there will not exist any set c.^ , ... , c^. such that

the two sides of equations (2) match exactly for all n. On the

other hand, sometimes there is more than one set. There are many

different criteria which lead to a unique set Cj, ..., Cj. (see
ref. 2); in this paper we describe the least-squares criterion.
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THE LEAST-SQUARES SOLUTION

We minimize

N I -

D = I [g(n) - I e.g. (n)p.
n=1 i=1 x 1

The I unknown coefficients {c.} which minimize D satisfy the set

of I equations

N N I

I g(n)g.(n) = I g. (n) I c.g.(n), 1 < j < I.
n=1 3 n=1 : i-1 1 1

The I linear equations in I unknowns can be rewritten in matrix

form. Defining the matrices G, A, and C in component form by

N

G 4-1 g(n)g^ (n) ,
3 n=1 3

N

Aij =Aji =Jt 9i(n)9j^),

C. = c.,

we can write the I linear equations as

G = A C.

If A is non-singular, the C array is given for the least-squares

solution by

C = A~1 G.

Once we know C, we can construct the approximation of f.

We note in passing that calculation of the components of

both G and A requires evaluation of gi(n) for 1 < i < I and
1 <_ n <^ N. Since each g. (n) is the integral of a basis function
along a line, and I and N are typically large (for example, of the

order 104 to 10 ), we need to perform a very large number of line
integrals. However, by carefully choosing a reference frame

which locates points relative to the rays emanating from a given

source position and then using the necessary orthogonal transfor

mations to get to and from the absolute reference frame, we can

perform these integrations with surprising ease. In addition, (as
we shall show in the penultimate section), for a carefully chosen
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geometry, most of these integrals can be expressed in terms of the

others, and need not be evaluated by explicit integration.

Another comment is that when we talk about the inversion of

matrices and storing their inverses, we mean this in a most general

sense. In practice, it is likely to be worthwhile to use triangu

lar decomposition of the matrix A rather than explicit inversion.

It will be clear throughout our work that the savings which our

methods provide for a particular inversion method carry over to any

other method for solving G = A C.

In the remainder of this paper we shall assume that the basis

functions and the rays are chosen in such a way that the matrix A

defined above is invertible. The inverse need only be found once

(for any particular choice of the basis functions and rays); to ob

tain C for a given set of measurements we need only multiply the

"data" vector G by A . Hence, the user of this method incurs a

one time cost of inverting the matrix A and a repeated cost of

multiplying with A

A serious difficulty arises if the matrix A is large. This is

because the inversion (say by Gaussian elimination) of an I * I
3

matrix requires of order I /3 computer multiplications, and multi-
2plying a vector by an I * I matrix requires I computer multiplica

tions. In our problem the size of the matrix A is I * I, where I

is the number of basis functions. When the reconstructed images,

which are always linear combinations of basis functions, are to be

used for detailed diagnostic examination, I usually must be large,
U 7 3typically 10 to 10 . Obviously, the one time cost of I /3 multi

plications would put an impossible burden on any present generation

computer. The major thrust of our paper, therefore, is to discuss

how the basis functions and the rays can be chosen to produce a

matrix A of such structure that the computational problems just

mentioned can be avoided.

Suppose that there exists an integer L such that the matrix

A can be decomposed into submatrices as follows
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B
1,1

B
1,2

. B
1.L

B
2,1

B
2,2

. B
2,L

A =

B
L,1

B
L,2

. B
L,L

where B. . is a matrix for 1 < i < L and 1 <_ j _< L. Suppose fur-
1 •3 .

ther that there exists an e such that B. . is the null matrix if

|i - j| > e. In such a case, A is called a block polydiagonal

matrix. Provided e is much smaller than L, the inversion of

such matrices (as well as the multiplication of a vector by the

inverse) is much less expensive on a computer than the estimates

based on the size of A would indicate .

then

For example, if e = 0 (that is, A is a block-diagonal matrix)

-1

-1

1,1
B

B
2,2**

0

0

-1

L,L
B

Assuming that each of the matrices B. . are of the same size,

the inversion of A requires L(1/3)(I/L)3 = (1/3)1 /L computer
multiplications, and multiplication of a vector by the inverse of

2 2 ...
A requires L(I/L) = I /L computer multiplications. Since in our

applications we expect L to lie between 30 and 100, the inversion
3 4

of such a block diagonal matrix is 10 to 10 times faster, and

multiplication by such a matrix is 30 to 100 times faster, than

the corresponding operations for full matrices of the same dimen

sion.

In what follows we shall try to produce matrices A which are

block polydiagonal with L as large as possible (greater decompos-

ability) and e as small as possible (more nearly block diagonal)
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ANALYSIS IN TERMS OF CARTESIAN COORDINATES

As a conceptually, but not computationally, simple special

case we first consider basis functions f^ corresponding to voxels
(volume elements). These are defined by

f.(x, y, z) = Xk(x) Y£(y) Zm(z)

where k, I, m, are integers in the domain [1, 2M-1], and i is the

index i = k + [(£-1) + (m-1)(2M-1)](2M-1). The functions Xk, Y^,

and Z are defined by
m

X,(x) = M. if |x -M +k| <1,
'k

Y£(y) =

m

0, otherwise,

1, if |y - m + £| < 1 ,
0, otherwise

1, if |z - M + m| <_ j ,
0, otherwise.

Thus the value of each basis function is unity within some unit

cube (centered at a point with integer coordinates) and 0 outside.

Combined together, these cubes cover a volume which is a cube whose

sides are of length 2M. The choice for the index i arranges the
3

basis functions into a linear array of size I = (2M-1) in the

order of "slices" (m), "rows" (I), and "columns" (k), with slices

changing slowest and columns the fastest.

Using the notation of the last two sections we may define,

for 1 < n <_ N,

k ,L ,m i

where i is determined from k, I, and m by the formula given above,

Then,

Gi - I *<n> Uk,£,m(n)
n=i

and, provided j = k'+ [(£'-1) + (m'-1)(2M-1)](2M-1),

N

A.. = A. . = I U, - (n) Uv, „, m-(n).
it ji L. k,£,m k ,-t ,m

J n=i
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3 3
The size of the matrix A is (2M-1) x (2M-1) . Since in

typical tomographic applications the size of M may well exceed 100,

the least squares analysis of the last section requires inverting
7 7

a matrix whose size may be 10 * 10 , or even greater. Since

straightforward matrix inversion techniques are not feasible for

matrices of such size, the practicality of this approach to fully-

three-dimensional image reconstruction depends on one being able

to reduce the magnitude of the calculations involved in inverting

the matrix A.

Consider, first of all, a pair of voxels i and j (as defined

above). If there is not any ray n which traverses both voxels

i and j, then at least one of g. (n) and g. (n) is zero and the mat

rix element A. .is zero.
I'D

Consider now the special case in which for every ray there is

a slice such that the ray lies entirely within the slice; different

rays may lie in different slices. (This may occur, for example,

if the source positions are in the z=0 plane far from the object

to be reconstructed.) In this case, given any pair of voxels i

and j such that voxel i and voxel j are in different slices (i.e.,

have values m. and m. of the index m with m. ^ m.), there is no

ray traversing both of the voxels and hence A . = 0. The index-
i'3

ing function defined above now ensures that the matrix A is block

diagonal with adjacent blocks corresponding to adjacent slices and

with the number of blocks L equal to the number of slices 2M-1.

Thus the three-dimensional reconstruction in this case is equiva

lent to a slice-by-slice reconstruction.

More generally, if all the source positions are in the z=0

plane, the matrix A become block polydiagonal, with e equal to

the maximum number of slices which is traversed by any single ray.

(This happens because our indexing function changes slowest with

the slices.) If the source is kept at a moderate distance from

the object, e will be small (typically less than 10) and inver

sion of the matrix A is made feasible by techniques developed for

polydiagonal matrices .

However, one can do much better than this by choosing the basis

functions and source positions more carefully.
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ANALYSIS IN TERMS OF CYLINDRICAL COORDINATES

In this section we use cylindrical coordinates: r(radius),

t(azimuth), and z(height). We assume that all the source positions
lie on a circle in the plane z=0 placed at equal azimuthal inter

vals. The azimuths of the source positions are 2pir/P for

0 < p < P. Furthermore, we shall assume that the set of rays along
which the integral of the unknown function f is measured is in
variant under rotation by the angle 2tt/P around the axis r = 0.

This is a reasonable assumption; it is satisfied by any apparatus

where a single source and a set of detectors form a rigid object
which rotates around the r = 0 axis in equal angular increments.

We shall also assume that for each of the P source positions there

are Q rays along which the integrals of f are measured. Thus
the total number of rays is N = P Q.

Let d and d be positive real numbers (we may think of them

as the desired radial and height resolutions). Let K, L, and M be

positive integers. Define the basis functions by

f. = R^r) T£(t) Zm(z),

where k, I, m are integers in domains [1,K],[0,2L], and [1,2M-1]
respectively and i is the index

i = k + [(m-1) + -£(2M-1)]K.

The functions R^, T^, Zm are defined by

f1. if |r-rk| Id/2'
vk

where

and

s0, otherwise,

T (t) = /cos (j It), if I is even,
Ll

sin (i(£+1)t), if I is odd,

Z (z) =|1' if I2"2*' i V2'
m 0, otherwise,

rk = (k - 1) dr,

zm = (M - m) d .
m z
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Thus, the number of basis functions we use is

I = K(2L + 1)(2M -1).

Note that the choice for the index i arranges the basis functions

in a linear array in the order of "Fourier components" (£), "slices"

(m), and "cylindrical shells" (k), with Fourier components changing

most slowly and cylindrical shells changing most rapidly.

We now show that for these basis functions and for this index

ing scheme, the structure of the matrix A is particularly simple.

We define, for 1 < k< K, 0 ^ £ ^ 2L, 1 <^m< 2M-1 , 1 < p < P,

and 1 <_ q <_ Q,

Uk,£,m(p'q) = gi(n)'

where i is as defined above and

n = q + (p-DQ.

Then, provided

j = k' + [(m'-1) + I'(2M-1)]K,

we have matrix elements

Ai,j =Aj,i =^ Z Uk,£,m(P'<3) V^Mn'te'**
J J q=1 p=1

First we show that provided P > 2L we have A. . = A. . = 0,
113 3 t1

unless either I = I' or \l' -I | = 1 with the larger of I,*.*
being even. Thus A is a block polydiagonal matrix in which

the first of the l + 1 diagonal blocks is of size K(2M-1) and the

rest are of size 2K(2M-1). The proof makes use of two lemmas (the

proofs of which are omitted) . For 1 <^ p <^ P, we use t to abbreviate

2-r(p-1)/P.

Lemma 1. For any k, I, m, p, and q within the specified

ranges, if I is even, then

Uk,£,m(P'q) "COS4£ yUk,£,m(1'^-sin<2-£ tP)Uk,£-1,m(1^)

(where the second term is zero if I = 0), and if I is odd, then

-137-



cos^u+ntp) ukf4+1#m(i»q).

Lemma 2. If u and v are non-negative integers such that

0 < u+v < P, then

P

I cos u t sin v t = 0,
p=1 P "

and, provided also that u f v,

P

7 cos u t cos v t = 0,
•i P Pp=1 * r

P

T sin u t sin v t = 0.
pil P P

From these two lemmas our claim easily follows. For example,

if Si = 4 and £' = 9, then

Q P

Aij =£, ^ °k,4,m(P'q) Uk',9,m'(P'<*)

-^ uk,4,m(1'q) Uk',9,m'(1'q) ^ COS 2tP sin 5tj
q=l ' ' p»

P

s 5t

p- * P+ I Uk,4,m(1^) UkM0,m'(1^' I COS 2tp C°

"q^ "k^rn*1'^ Uk'f9,m-(1^)pi1 Sin 2tP Sin 5tP

"̂ Uk,3,m(1'^ UkM0,m'(1'q) ^ Sin 2tP COS 5tI

= 0.

We have now reduced the matrix A to block-diagonal form with

L + 1 blocks. Thus the inversion of A can be carried out block by

block, with considerable savings in computer time and memory re

quirements .
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Further simplification can be achieved in handling the indivi

dual blocks on the diagonal of the matrix A. Within any of these

blocks, the indexing scheme we have described has the values of m

(slices) changing slower than the values of k (cylindrical shells).

Following the arguments presented in the previous section, we find

that each of the L + 1 blocks on the diagonal of A is itself a block

polydiagonal matrix, with usually a small value of e. Thus the

inversion of the blocks of the matrix A is a considerably simpler

matter than their sizes would indicate.

Note that Lemma 1 also gives an indication of the validity of

our earlier claim, that, in practice, the number of explicit inte

grations required to calculate the gi(n) = Uk ^ m(p»q) is much
fewer than N I.

CONCLUSION

We have demonstrated that the amount of calculation needed

for fully-three-dimensional image reconstruction can be reduced to

manageable size when data from cone-beam x-ray sources equally

spaced in azimuth are used together with a carefully designed in

dexing scheme for particular basis functions in cylindrical co

ordinates.
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DISCUSSION:

Pullan asked Altschuler if he could estimate the time required to obtain
a three-dimensional reconstruction if one processes cone-beam data from,say,a
160 x 160 detector array. Altschuler noted that the time required for
processing cone-beam data into a three-dimensional reconstruction will probably
be slightly in excess of what is now required to process a series of trans
verse sections into a three-dimensional reconstruction. The patient confine
ment time needed to collect projection data for three-dimensional reconstruction

will, of course, be greatly reduced with cone-beam apparatus.

Another participant asked Altschuler if he would discuss the problems
that scatter would introduce in terms of the coupling terms between the diagonal
matrix blocks.

Altschuler stated that he would not like to talk about the effects of

scatter prior to the computer implementation of the algorithm. He added that
when the implementation of the algorithm is completed, they plan to evaluate
reconstructions obtained from both real noisy data and artificial noise-
free data.

Oppenheim asked if the reason he wanted two source rings was to obtain
a complete 360°. Altschuler said no and added that the primary reason for
putting sources on two congruent coaxial non-coplanar circles with the object
of interest sandwiched between is to avoid contamination of the data. Data con

tamination occurs when a ray passes through matter outside the region of inter
est, thus introducing an unknown error into the projection measurement. One
would like to choose the source-object geometry so that data contamination is
completely avoided.
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Oppenheim asked if it were correct that one can't take all possible rays
from each of the rings. Altschuler noted that that was correct and added
that if one had two source circles, one would limit the domain of angles
that would be used. However, one would then be able to reconstruct the volume
of interest, or at least most of it, without fear of data contamination.

Oppenheim asked if he were limited to only one source ring, what could one
do. Altschuler stated that one would have to accept a certain amount of
data contamination. How bad it would be depends on many factors. Clearly,
if one places the region of interest within (or as close as possible to) the
plane of the source circle or makes the radius of the source circle very large
relative to the object, the contamination problem should not be serious. If
the object to be reconstructed is sufficiently small that it lies completely
within the cone beam, then there is no contamination at all. For thorax
reconstruction, however, those rays making a large angle to the plane of the
source circle (that is, those rays which intersect many transverse sections)
might be seriously contaminated.

Another participant asked if one had equally spaced detectors about a
circle, would there be problems with the divergence of the matrices?

Altschuler noted that this is a least-squares matrix and added that, with
enough data values relative to the number of unknowns, it should be non-singular.
In fact, with equal azimuthal spacing the matrix should be well-conditioned
for the situation he described.

Expanding upon the previous question, another participant asked if the
non-singular nature of the matrix depended upon the particular choice of
spacing the detectors.

Altschuler noted that with a poor choice of source positions, one can
make the matrix very ill-conditioned; and with insufficient data relative to
the number and types of unknowns, the matrix can be made singular. But, in
general, one can place the detectors anywhere in three-dimensional space. The
price one pays for that freedom is the loss of symmetry. The less symmetry one
has, the more difficult it is to decompose the enormous least-squares matrix
into diagonal blocks (sub-matrices). One would like to design the geometry
and the algorithm so that matrix inversion is possible. He added that if
one has a big enough computer and enough time, one can invert bigger matrices
and not worry as much about what geometry is used.

Pizer noted that Altschuler mentioned a number of times that he planned
to invert the matrices. Pizer added that the standard technique for solving
equations for his situation is a triangular factorization approach rather than
an inversion approach. Pizer asked if there was any reason why that technique
was not applicable here.

Altschuler responded by saying he has just begun the implementation
stage of the problem and added that they are now searching for ways of treat
ing block polydiagonal matrices and sparse matrices in general. He stated
that they hoped to test a number of subroutines in the software.

Pullan noted that they have thought of alternative ways of minimizing the
reconstruction problem. In the full three-dimensional problem one has to
reduce the problem as was stated. When one looks at a CT scan one finds it
is characterized by areas of high uniformity which are unordered, such as liver,
spleen, or kidney. Pullan then asked Altschuler if he had ever considered
just reconstructing the edges between these regions, noting that he would
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then reconstruct on the basis of parallax between two views taken very close
to each other in angle. Any shifts in position of an edge should provide
data to allow one to reconstruct surfaces.

Altschuler stated that he had and noted that if one has an edge or a
surface one can use parallax. But in the case of walking in a "fog" as one
would be doing in three-dimensional tomography, it is very difficult to see
parallax.

Pullan responded by stating that we're not looking into a fog but are
looking into a highly structured object. He further questioned if he had
thought of using the known features of those structures to help do the re
construction.

Altschuler responded by saying that if one can locate the surfaces a_
priori it might work. The edges between bone and tissue might be readily

obtainable, but prior to reconstruction he didn't know how well one could
delineate edges between organs that differ by only a few percent in density.

Coulam suggested that part of the solution to this problem might be in
the ultimate display of the three-dimensional data that one chooses and noted
that Herman was going to talk about that sort of thing later on.

Altschuler noted that in Dr. Herman's talk one certainly sees boundary
detection and ways of pulling out the heart in three-dimensions.

Ashare asked Altschuler if he wanted to explain how one detects edges
when doing reconstruction. Altschular stated that he could not detect
boundaries prior to reconstruction.

Pullan stated that the edges exist in projections if they exist in three
dimensions. Pullan added that it was an approach to reconstruction which he had
never seen implemented; and as the speaker obviously thought a lot about ways
of contracting the problem, he was asking how he felt about using information
one already has about the object in reconstruction. It's the edges that carry
the information.

Ashare responded to Pullan by saying that it was rather obvious that he was
doing reconstruction by slices rather than by cone beams. In a slice one
definitely has the information from an entire slice that can be applied to
the next slice. But that's not what Altschuler is suggesting. He is suggest
ing a cone beam obtaining a three-dimensional picture all at once. Ashare
stated that it was difficult for him to comprehend how one would look at
edges before one knows that they are there.

Altschuler agreed and added that the way he has seen most things imple
mented is that first one does the reconstruction, then looks for the edges.
What Dr. Pullan is suggesting is that one uses some a priori information
directly in the reconstruction. Maybe these comments would be more appropriate
after Dr. Herman's talk which concerns boundary detection.
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COMPARISON OF RADIOGRAPHY AND COMPUTED TOMOGRAPHY

J. Goodenough, K. E. Weaver and D. 0. Davis
George Washington University Medical Center

Washington, D.C.

ABSTRACT

The overall assessment of diagnostic image quality reflects

a complicated interrelationship of many physical and psychophysi
cal parameters. An examination is made of the relative image
parameters of screen/film radiography and computed tomography,
concentrating primarily on large area contrast, noise, and signal-
to-noise parameters. A relatively simple detection model using
known physical image parameters of radiography and computed
tomography may be restricted to signals (tumors) on the order
of several millimeters to a few centimeters.

Certain parameters are known classically to affect the human ability to
visually perceive the existence or absence of some abnormality or "signal" in a
diagnostic image. These parameters include contrast, noise, and sharpness.

The classical relationship between the minimal required contrast, the size
of the signal, and the brightness of the image can be seen from Figure 1. At
normal viewing luminance levels, even in the optimum case of large signals and
nominally noiseless backgrounds, one is limited to perceiving signals of about
1% contrast.

The noise in a diagnostic x-ray image is ultimately limited by the finite
number of x-ray photons that may be used in making up the image. This finite
number of x ray is related to the sensitivity of the diagnostic system used to
obtain the image. The amplitude and appearance (character) of the noise fluc
tuations can diminish the ability to perceive a radiologic signal.

The sharpness of the boundary of the signal from the background is deter
mined by the intrinsic resolution properties of the diagnostic imaging system,
as well as motion unsharpness arising from the inherent movement of the anatom
ical part of interest and the particular exposure time required to record the
image.
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(FOOTLAMBERTS)

Fig. 1: Relationship between required Contrast, Adaptation brightness, and the
size of the signal (plotted as minutes of arc). Adapted from Blackwell.
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It should be kept in mind that the overall assessment of diagnostic image
quality reflects a complicated interrelationship of many physical and psycho
physical parameters, as may be seen from Table I. In addition, the important
questions of pattern recognition and structure noise further complicate the
evaluation of diagnostic image quality.

TABLE I

Experimental parameters to be controlled and specified in evaluation of human
observer detection performance.

(i) Image parameters

(a) Signal to be detected: size, shape, inherent contrast
(b) Number of possible signals
(c) Image system: spatial resolution (MTF), sensitivity, linearity,

noise (amplitude and character), speed (dose)
(d) Non-signal structure: grid lines, anatomy

(ii) Observational parameters

(a) Display system
Brightness scale
Gain

Offset

Any nonlinearity
Magnification/minification

(b) Viewing condition
Viewing distance
Ambient room brightness

(c) Detection task

(d) Number of observations

(iii) Psychological parameters

(a) a priori information given observer
(b) Feedback given observer (if any)
(c) Observer experience for other given parameters

Clinical versus non-clinical familiarity with signal, display,
and especially with type of noise artifacts to be expected.

In this paper, an attempt will be made to examine relative image para
meters of screen/film radiography and Computed Tomography. The examination will
concentrate primarily on large area contrast, noise, and signal to noise para
meters that might be used to describe the limitations on the detection of an
isolated tumor-type signal embedded in a homogeneous surround. It is recognized
that this model is useful in trying to determine basic physical limitations of
the two types of diagnostic imaging systems. (Figure 2)
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here G is the slope of the approximately straight line portion of the curve
between densities of 0.25 to 2.0 above the base plus fog (G is referred to as
the average film gradient) and K is a constant.

This equation may be reduced to a convenient working form in that for an
average x-ray exposure, E, it is found that:

AD = 0.43G AE/E (equation 2)

where small changes in density, AD, may be related to small changes in x-ray
exposure, AE. Moreover, the relationship between density and the transmitted
light coming through the radiograph (when placed on the viewbox) is given by:

D =-log T (equation 3).

It can be shown (see Appendix 1) that the radiograph contrast, C , is approx
imately equal to

C = G(y -y )d B (equation 4),

EB+E*

where d is the diameter of the signal, E is the exposure due to scattered rad
iation, and E is the exposure due to primary radiation. Equation 4 indicates
that increased radiographic contrast can be obtained from increasing G, or
from increasing difference between the attenuation coefficient of the signal
and background, iJg-y (i.e. subject contrast), or by increasing the diameter
d of the signal, or By reducing scattered radiation.

The typical H&D curves shown in Figure 3 are characterized by three major
parameters: the density level of the base plus fog that exists in the absence
of added x-ray exposure; the average gradient G; and the shoulder region (that
is the region in which the film essentially no longer can respond to changes to
increased relative x-ray exposure). One should keep in mind the contrast lat
itude trade-off found in radiographic systems. The higher the slope (G) of an
H&D curve, the greater the radiographic contrast as can be seen from equation 2.
On the other hand, the latitude, that is the range of exposures (and thus den
sities) which may be adequately imaged on a single film, is reduced as the slope
is increased because of the finite exposure range which may be recorded between
the toe region and the shoulder region.

Attenuation coefficients of potential radiologic signals (y~) as a function
of energy are given in Figure 4. If it is assumed that the badkground coeffic
ient is a tissue or water-like substance, then, y -y , (subject contrast),
usually decreases as a function of increased energy. As an approximate rule of
thumb, the increase in subject contrast can be assumed to follow a power func
tion relationship of kVp (where n is, approximately 2 in the diagnostic energy
range, as can be seen from Figure 4). ^ The exact dependence of contrast on
kVp settings is of course complicated by the fact that the diagnostic x-ray
beam is of a polychromatic nature, as shown in Figure 5. In addition, subject
contrast is degraded by scattered radiation, which is also a function of energy.
Scattered radiation basically tends to irradiate the whole area of the film
more or less uniformly, thus producing a general fogging of the film. The net
effect of scatter is a reduction in contrast.

The relative abundance of scattered radiation compared to the primary

radiation reaching the screen/film increases as the volume or area of the pat
ient irradiated increases and as the kilovoltage (or photon energy) is increased.
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Fig. 3.

Character

istic (H&D)
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tions.
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The contribution from scattered radiation in radiography can approach as much
as 90% in the case of the abdomen, 50% for the chest, and as much as 25% for
extremities such as the knee. The effects of scatter radiation on image qua

lity is shown in the skull radiograph of Figure 6a, where no attempt has been
made to remove scattered radiation.

An x-ray grid is the most commonly used device for reducing scattered rad
iation. An example of the importance of scatter removal (using an x-ray grid)
is shown in Figuce 6b. The amount of scattered radiation reaching the film
can also be reduced by using collimation to limit the useful beam to the area
of radiographic interest. An example of collimation is shown in Figure 7,
where the radiograph of the skull has been confined to a small area around the
sella turcica. Comparison of this radiograph with that in Figure 6a clearly
shows the marked increase in radiographic contrast due to scatter reduction.
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Fig. 4.
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Another means of reducing radiographic scatter is by using a lower kVp beam
because in the diagnostic energy range, the ratio of scattered to nonscattered
radiation usually increases with increasing photon energy; however, a low kVp
technique is not always practical due to the thickness of the body parts and
the higher patient exposure resulting at lower kilovoltages. Use of an air gap
is another means of reducing scattered radiation. In addition, recent progress
has been reported in minimizing scatter by using a moving slit assembly to
obtain narrow beam geometry in radiographic applications.* 5

Contrast in Computed Tomography

In the case of homogeneously composed volume elements, the CT output has
been reported to be related linearly to the "effective" linear attenuation
coefficient (y), characterizing the volume element under investigation. In
fact, it has been reported that the CT number, §, is given by:
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Fig. 9.
Signal size necessary for

equal contrast in radiography
and CT.

Fig. 10.
Schematic illustration of conversion of x-ray energy to light photons and

accompanying loss of resolution.
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Comparison of Contrast in Computed Tomography and Radiography

If one restricts attention to signals much larger than the resolution de
gradation function, and one now uses the relationships between the visual con
trast given by radiography, divided by G(yT3 -yT)d, thus:

B L

CCt = CR/G(-yB~yL)d (equation 8)

This relationship (Fig. 9) predicts that contrast in Computed Tomography
is greater than that in Radiography whenever the product of G, (y -y ), and
d is less than unity. Then, in the sense that a typical window setting, y
is typically on the order of .02 cm , this equation shows that in terms of
visual contrast, radiographic signals will have to have extremely large dia
meters (several centimeters or larger), and/or have high differential attenu
ation coefficients in order to present a visual contrast to compete with Com
puted Tomography. In fact, it is probable that this high contrast property
of CT systems-enabling demonstration of very small differential changes in the
attenuation coefficient of tissue-is one way in which CT systems have made a
significant breakthrough in the diagnostic arena. On the other hand, let us
note that the parameter (yB~yL) involved in the so-called window settings
(choice of contrast and latitude in the CT system) is obviously being used to
increase the relative performance of CT versus radiography. If one were to
use other means of expanding the contrast scale in radiography, such as using
certain kinds of television contrast stretching techniques, one might then,
under certain conditions, hope to decrease the contrast advantage of CT. One
may then ask what limits the ability to do this? The answer is found in the
fact that any image processing technique including those used in Computed
Tomography and those that one might seek to apply to radiography, will be
limited by the signal to noise ratio levels that are an intrinsic property of
the acquired information. Thus, if the noise level is very large then it
probably makes little sense to augment or stretch the contrast of objects with
in the image, because, one will be essentially increasing or blowing up the
noise fluctuations as well as the signal contrast. One must then also ask,
does CT have inherent advantage over radiography in terms of signal-noise ratio

NOISE IN RADIOGRAPHY AND COMPUTED TOMOGRAPHY

Noise in Radiography

The blurring or the unsharpness which accompanies the transducing operation
of a radiographic screen/film combination, shown schematically in Fig. 10, also
introduces changes in the appearance and amplitude of the statistical x-ray
fluctuations which constitute the primary source of "noise" in the radiographic
x-ray beam. In a sense, these fluctuations are also "imaged" by the screen.
Sharply varying (uncorrelated point to point) noise fluctuations in the image
are not found; rather, the noise (or density fluctuations) take on a character
istic mottled (or correlated) appearance. Instead of "salt and pepper" sharply
varying density values across a uniformly exposed film, relatively larger areas
of "Quantum mottle"-high and low density patches are found. In many ways, the
blurring operation can be considered as a "noise smoothing" effect.

As mentioned previously, there are cettain fundamental limitations imposed
upon image quality by the constraint of having to use a finite radiation dose
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in most radiographic procedures. A finite radiation dose implies an upper
limit to the number of x-ray photons that will be stopped by the recording
system (the image receptor). As is well-known, in most photon-limited imaging
systems, a basic uncertainty in information transfer results from the Poisson
statistics characterizing the x-ray beam. A mean number of absorbed counts
per unit area, N, results in an expected standard deviation (s) in the number ^
of counts around that mean value, given by the square root of N, thus: s = (N) .

In terms of the light transmission (T) reaching the eye, the relative
(noise) fluctuations around the mean transmission value (a(T)/T) are given by
the following equation: * 10

q(T) G F (equation 9)
T * n-l/2

X

It can be noted that, as in the equation describing radiographic contrast,
the parameter G, and a parameter related to the size of the signal (in this
case the area of the signal being searched "a") are found. In addition, the^
expected number of absorbed photons per unit area n , as well as an interesting
parameter "F" which is related to the inherent spatial frequency transfer cap
ability tends to transfer the Poisson noise fluctuations a little better because
such noise has a significant high spatial frequency component. In addition,^
though, the "F" factor introduces a complication to the evaluation of noise in
radiographic imaging. That is, the modulation of the noise statistics by the
MTF gives the characteristic shape, or appearance to the noise fluctuations,
often described by the term, "Quantum Mottle".* li'Quantum Mottle" is important
because the preception to "noise" is influenced not only by the amplitude or
excursions of the noise around the mean value; but also, by the characteristic
mottled appearance or characteristic pattern of the noise. Certain noise pat-
terms seem to be more objectionable in certain viewing tasks than other types
of noise.

The use of faster screens or faster film to reduce the effect of patient
motion and/or to allow the use of lower kVp while keeping the imaging task with
in the finite generator output of the x-ray system, is often advocated. As a
first approximation, for a given film density, and for a given phosphor type,
the fewer the number of x-ray photons absorbed in the screen, the more the
noise amplitude will tend to increase. In considering "white noise", that is
noise which varies sharply from point to point, it can be assumed that for
small signals, increased noise amplitude reduces certain image detail at about
the same rate as a corresponding increase in contrast, enhances image detail.^2
This concept is usually considered as the "signal-to-noise ratio" approach.
In this approach, it is assumed that a figure of merit of a system is the rel
ative ratio of the contrast of the signal divided by the relative noise ampli
tude of the surrounding (competing) background. If it is assumed that the noise
amplitude in an image will increase as the square root of the speed, then for
every increase in speed by a factor of 4, twice as much contrast in the signal
will be needed to detect a given signal as well on the 4X system as on the image
obtained from the conventional speed system. Although this approach is overly
simplistic, it does correctly point out that increasing contrast may result in in
creased noise. As the signal size becomes increasingly small, and looks more
and more like the typical noise excursions, then the precedding signal to noise
ratio approach should become more and more exact. It should be noted that in
the case of large signals, on the order of 1 cm. or larger, the real influence
of the finite photon flux, probably becomes of smaller and smaller consequence.
In particular, note that the relative noise fluctuations for 1 cm. diameter sig
nals for present medium speed film/medium speed screen combinations are less
than one part in a thousand, (this results from stopping about 10 x-ray photons
per cm of screen). However, the other problem with noise is that it is well
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Noise in Computed Tomography Systems

An equation often used to describe the relationship between the standard
deviation of the noise or fluctuations in attenuation values, 0"(y), in a CT
scanner with matrix element dimension (w), slice thickness (h), and the patient
dose (D), is given by:

C(U) °- —ay \., (equation 10)
Dw'V2

This relationship, however is overly simplistic in that it ignores the important
question of the character of the noise that results from the combination of

photon statistics and the choice of filter function. A rigorous treatment of the
noise in a CT scan requires consideration of the auto-covariance properties of
the noise (or the corresponding noise power spectrum).

It has been shown by Tanaka that a more realistic approach to the relation
ship discussed above is:

a(y)
D h^ (FWHM)2 (equation 11)

where, FWHM now represents the Full Width Half Maximum of the point spread
function of the reconstructed image, rather than the matrix element width (w).
The filter function will have a significant effect on the amplitude and charac
ter of the noise component in a CT scan. * 13

If we again assume that the light intensity, (T), reaching the eye from
a region of the CT image is approximately linearly related to the CT value (§),
and therefore to the linear attenuation coefficient (y), then it can be shown
that for signal area "a" which is relatively large compared to the pixel area,
w , that the expected standard deviation of y - values in area "a", 0"(y,a),
will be given by:

K2
a(y,a) = —^r^(y) = (D wha)^ (equation 12)

Some experimental data showing the relationship between noise amplitude
(a), slice width, and tube current (^ to patient dose) is shown in Fig. 13.
If one considers noise in current CT scanners, then for D = dose in rads,
w = matrix dimension width in cms, h = the slice thickness in cms, and, a =
signal area in cm^, and estimate K2 on the basis of an EMI Mark I head scanner
as approximately 10-4; then, because T-K3 ( § -§,)- K^ (y-yL) (equation 13)

a (T) i O(M)
T y - y (equation 14)

J_l

and in terms of relative fluctuations, around the mean background, light
intensity, Tg,

a (T) ^ IP"4 (D wha)-^
T y -y T (equation 15)
iB B L
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Fig. 13: Dependence
of relative cr on

tube current (mA)
and mean slice

thickness (£Z) for
the EMI Mark I head

scanner.

3.0

2.0

Oj

1.0

Relative Cr vs. Tube Current

A-A slice

°-B slice

-160-

0.3 cm

0.8 cm

1.3 cm

40

Fig. 14: Signal size necessary
for equal signal to noise ratio
in radiography and CT.



Let the signal to noise ratio, d', be defined as the ratio of signal
contrast to noise amplitude, then,

d'cT =10 (ys ~yB) ^ (whD)Js (equation 16)

d' = (y -y )d n -S a"5 (equation 17)
R x"s MBy x

.3 „„-lThen for the same x-ray spectrum, if we assume, fi 2 = 3 x 10-' cm
w = .15 cm, h = 1.3 cm, D = 2 rad and in the absence or a significant scatter
fraction;

d' 4 w L-
CT = 10_ _ _

d' , - k d d
CT 10" (whD) 2 = 3 (whD) 2 - 2^ (equation 18)

R d n 2
x

This relationship is shown in functional form in Fig. 14. In the pres
ence of scatter, this relationship must be modified to:

d' CT „ 2 (E? + E<j> (equation 20)
d* d ER
R a

The exact relationship between the signal to noise ratios is obviously
dependent on the degree of scattered radiation, and the choice of values for
K2, w, h, d, D and n ; the inverse relationship of this ratio on the signal
size seems clear. Thus, at some signal size (on the order of a few centi
meters) the signal to noise ratio of Computed Tomography should become less
than that of radiography. The principle signal to noise ratio advantage of
Computed Tomography would appear to be found in enabling detection of a signal
with a diameter on the order of 1 cm or so. Several caveats must be kept in
mind in this analysis: (1) even if the signal to noise ratios were equal for
Computed Tomography and Radiography, one might still have to use contrast
enhancing techniques in radiography to make the signal contrast perceptible -
however, the basic signal-to-noise would be adequate to do so; (2) The
degrading effect of the scatter contribution is obviously very important in
radiography and its magnitude could even require signals to be an order of
magnitude larger than previously suggested before radiography could compete
(for example in dense regions of the abdomen) with Computed Tomography;
(3) The analysis so far has ignored potential differences in spatial resolu
tion and motion unsharpness; (4) the simple model does not present differ
ences in the perceptual tasks of "projection" radiography versus "tomographic"
imaging.

RESOLUTION FACTORS IN RADIOGRAPHY AND COMPUTED TOMOGRAPHY

Resolution in Radiography

It was mentioned in the previous discussion on contrast that one of the
problems in trying to obtain increased subject contrast by lowering kVp is the
increased motion unsharpness which results from the increased time which must
be used to generate adequate x-ray penetration of the patient There are
known to be three basic sources of resolution degradation or unsharpness in
screen/film radiography: (1) Motion unsharpness - the blurring of a point due
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"point source" imaged as a blur or a "point spread function" on the films as
indicated schematically in the figure. It turns out that to a first approx
imation the overall system point spread function might be considered a
Gaussian-shaped function. This approximation is convenient in that a rota-
tionally symmetric Gaussian distribution may be fully described by a single
parameter, namely, its standard deviation (aR) which is a measure of the width
of the distribution and the extent of the blurring. A specification of a
for each of the three blurring sources mentioned previously, may be used to
describe the relative blurring effect of each source of unsharpness; O , a &
a . In addition, by assuming that the individual blur functions are Gaussian,
tnen the overall unsharpness or blurring function is given by the root mean
square (rms) of the individual blur contributions.

o\, =R">, (equation 21)

Table 2 indicates the way in which the various blur sources mentioned
previously combine into an overall general blur or degradation function for
radiography.15

Magnification

M

1.0

1.5

2.0

1.0

1.5

2.0

1.0

1.5

2.0

1.0

1.5

2.0

R \m:

TABLE II

+
•M-l

m
+ a ( )

M )
(equation 22)

Relative Focal Spot
Exposure Time Unsharpness

Screen/film Motion Total

_t a

0.2 sees 1 mm

0.3 1

0.4 1

0.2 2

0.3 2

0.4 2

0.1 1

0.15 1
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0.33 mm

0.33

0.33

0.33

0.33

0.33

0.66

^ 0.66

0.66

0.66

0.66

0.66

m

5 mm/sec 1.053 mm

5

5

5

5

5

5

5

5

5

5

5

1.552

2.068

1.053

1.656

2.242

0.828

0.931

1.166

0.828

1.096

1.452





Thus, in the resolution section, we find a set of four point source
objects (wires) for determination of point source response functions and
corresponding Fourier Transforms (MTF), as illustrated in Figure 17.

EMI Update

EMI Body

2 3 4 5

FREQUENCY(cy/cm)

Fig. 17: Fourier transform of point spread function data determined from
scanning thin wire objects in the indicated CT systems.

For reference purposes, the two-dimensional MTF describing the transfer
characteristics found with the EMI Mark I head system operating at 120 kVp
and using a 160 x 160 scanning matrix (that is a 1.5 mm x 1.5 mm pixel size),
as appears in Figure 18 shows at least a 10% modulation transfer of frequen
cies below three cycles/cm.

Fig. 18: Two dimensional
MTF of EMI Mark I head scan

ner. Each grid line incre
ment corresponds to 0.104
cycles/cm.

•165-



As stated previously, because of questions of linearity and isoplanacity,
such MTF data may be dependent on the relative spatial position of the point

source and will not necessarily be generally useful in predicting output data
from known input data (unless the positional dependence and volumetric aver
aging are taken into account).

Moreover, it should be noted that because CT systems generally use a
square matrix element, the point spread function and the MTF will be asymmet

ric and therefore attempts to describe the MTF of the system by a one-dimen
sional Fourier transform of a line spread function will be dependent on the
relative orientation of the line source within the scan plane and therefore
not generally valid, unless the line spread function and corresponding Fourier
transform is obtained for each possible orientation of the line source.

Within the "Resolution" module, one also finds two other test patterns
of spatial resolution more amenable to on-line visual determination of spatial

resolution cutoff frequency; these test patterns are, respectively, a series
of resolution test gauges and a star pattern. The cutoff frequency of an
imaging system is a useful but somewhat limited description of spatial resol
ution of imaging systems. In particular, the determination of cutoff fre
quency will depend on the intrinsic contrast level of the test pattern. The
test is contrast dependent in that the particular cutoff frequency must have a
contrast level above the visual threshold. The MTF measurement is a more com

prehensive discriptor in that it offers information concerning the contrast
(or modulation) transfer capability of a system at each spatial frequency of
interest. Because of this contrast dependency, the resolution section con
tains resolution gauges of four different intrinsic contrast levels, namely:
high, medium-high, medium-low, and low.

These resolution gauges provide an estimate of the intrinsic CT contrast
level and separation distance necessary to visually resolve two adjacent ob
jects.

The following spatial frequency targets are provided in eaeh gauge: 2,
3,4,5,7 lp/cm where 1 lp/cm represents 1 full cycle of a square wave pattern,
the contrast characteristics of which can be related to the more formal sinu

soidal frequency cycle as described by the MTF.

The third type of test of resolution provided in the phantom is a central
star pattern containing radially varying spatial frequencies up to 10 lp/cm.
This pattern is designed to provide a convenient quality assurance test of
spatial resolution. The composition of the star provides a high contrast
(-1000-»+600) pattern for determination of the "star cutoff" frequency.

It is worthwhile to consider the relationship among the preceding measure
ments of resolution in terms of the importance of single number measurements
of resolution, such as cutoff frequency vs more complete descriptors of spatial
resolution such as MTF. We can see from Figures 19 and 20 that one system can
have a higher cutoff spatial frequency while having decreased modulation trans
fer characteristics at lower spatial frequencies. However, in terms of the
overall perception of contrast within the picture we need to consider also the
human visual describing function (pseudo MTF).
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EMI
Head

12 3 4 5
Frequency (cy/cm)

Fig. 21: Illustration of way in which differences in system MTF may be augmen
ted by MTF of the eye. (a) above; MTF's of two different CT systems.

(b) right; Difference of MTF
between the two systems along
with MTF of the eye.
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Limitations Imposed by Resolution in
Radiography and Computed Tomography

From the preceeding discussion it can be noted that there is a real limit
as to how small a signal one might presently hope to detect with CT systems
because of both the volume averaging effect (the influence of slice width as
well as the pixel) and the realization that spatial resolution of CT systems
is presently much inferior to radiography. Thus for small objects where the
contrast (in particular the edge perception) is strongly influenced by MTF,
(i.e. related approximately to the integral of the square of the MTF), one
finds a rather interesting effect of spatial resolution in that the contrast
in CT and radiography will be weighted by the spatial resolution properties
of the radiographic system compared to the spatial resolution properties of
the CT system in a quadratic or square nature.

Then, assuming similar x-ray spectra, one has:

2

CT

:R
(equation 23)

where, O , O are measures of the relative width of the point spread function
in radiography and computed tomography; and ¥ is a measure of reduction in con
trast due to volume averaging in computed tomography.

To a first approximation, for signal area, and diameter, d, small compared
as:

6 w2h 1.5 w2d

to a , a , w and h; one can estimate V- as
R Cl

TTd^

and in the absence of scatter:

C 2

^= .66 °R

ad

R *£ w^h-Tavv

(equation 24)

(equation 25)

If one assumes G=2.5, w=.15cm, h=1.3cm, M_-H =.02cm~ (i.e. a window of
100 on original EMI Mark I head scanner), O =40R, then one can show that in
the absence of scatter:

CT

]R
= 28a

where a is in centimeters, and in the presence of scatter,

C

=GE = 28,
R

(equation 26)

(equation 27)

Clearly, the calcified specks with diameters on the order of fractions of
a millimeter will have superior contrast in radiography than in computed
tomography.
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Summary

This paper has attempted to show that the use of a relatively simple
detection model and known physical image parameters of radiography and
computed tomography predict that the intrinsic imaging advantage of computed
tomography may be restricted to signals (tumors) on the order of several
millimeters to a few centimeters. Several caveats must be kept in mind in
attempting to extrapolate these results too far into clinical practice.
These caveats include physical considerations such as: the degradation
effects of scatter, motion unsharpness, longitudinal magnification, distortion
and characteristic artifacts; as well as perceptual consideration such as the
difference in pattern recognition tasks and structure noise arising in pro
jection radiography versus (pseudo) slice images of computed tomography.

The results of the model do raise many important points that deserve
future study and research. These important results include the dependence
of relative image system performance on signal size - the fact that CT may
find optimum use for signals on the order of 1 cm or so; whereas, radiography,
especially when used with contrast enhancing and/or other image processing
techniques, may be of advantage with relatively smaller and larger signals
than those sizes with which CT seems to have an intrinsic signal to noise

advantage.

Then too, one can see that typical approximate radiation exposures
of 70-100 mR/film for the skull,and 500 mR/film for the pelvis,

allow for considerable technique manipulation (such as lowering kVp, reducing
scatter, subtracting one film from another) while staying within the exposure
constraint of a few R for computed tomography. It becomes clear, however,
that the utility of such techniques will depend not only on the results of the
basic signal to noise levels; but also, on the extent of influence on the
pattern recognition and structure noise aspects of the actual resultant clini
cal image.

APPENDIX I

Contrast In Radiography

D = G log10 E + K = -log10 T
AD = 0.43G AE = -0.43AT

E T

Then, for CR = TS~ TB = -G (Eg -Eg) = Dg -Dfi
TB E~ 0.43

When following the terminology used in the text, where E is the exposure
incident on the screen-film combination in the signal region;

E =E e-up(x-d) e- V = E„ e~uBx e-^sW5)d
So °

and E^ = E e PBX
B o

Therefore, C^ = -G / Ec- Er
R (¥>-)EB

-G(l -e~(Wd)
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Then C
CT

CR " G (VV d

cr = G (vVd Ei
EB+E^

without

scatter

with

scatter

APPENDIX II

Contrast In Computed Tomography

S = CT# = K, (y - u )
i w

w

T = luminance function = K„ ( £- £ ) = K (y - y )

£ = CT# of lower window setting (y )

T T„
S - B

^B ~\

Where y = linear attenuation coefficient of background
B

y„ = linear attenuation coefficient of signal

y = linear attenuation coefficient corresponding to lower
window setting

y = linear attenuation coefficient to water
w

K1, K , K = Constants

CT
= VS ~ ^B

yB"yL
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DISCUSSION:

Gopala Rao expressed agreement with the presented results and noted
that the size of the object to be imaged has a great influence upon the type
of recording medium to be used. The participants agreed that conventional
x-ray film is best for imaging relatively high-contrast objects, even though
some image degradation does occur when three-dimensional objects are recorded
on two-dimensional film. CT images are best used to image objects with
relatively low-contrast properties and only moderate spatial resolution con
straints. Imaging of objects requiring high spatial resolution (e.g., micro-
calcification) is best done with film with high spatial resolution properties
and lower contrast resolution properties (e.g., xeroradiographs).

Brian Pullan began a general discussion regarding the relationship
between the signal-to-noise ratio and the object size resolution. All partici
pants agreed that the relationship is complex, being both a function of ambient
background noise and the perception capabilities of the human-eye-brain
combination. Dr. Goodenough felt that on an equivalent radiation dose basis,
x-ray film and CT images both have comparable and well-defined relationships
which relate image contrast and spatial resolution to the inherent image
noise levels. He feels that anomalous structures in CT images can be perceived
better than with conventional x-ray techniques. He also noted that nuclear
medicine images have a higher S/N ratio, despite a lower spatial resolution
capacity.
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THREE-DIMENSIONAL RECONSTRUCTION IN LONGITUDINAL TOMOGRAPHY

BY MEANS OT ITERATIVE APPROXIMATION

T. Tomitani and E. Tanaka

National Institute of Radiological Sciences

Anagawa, Chiba-Shi, Japan

ABSTRACT

Longitudinal tomographic devices suffer from the disadvantage
that the off-focus images are superimposed on the in-focus image.
In an effort to eliminate these off-focus images from the observed

sectional images, here is presented an iterative approximation method
similar to the iterative approximation method known as Gauss-Seidel

method in linear equation theory. The condition of convergence of
the present iterative approximation method was analyzed and a method
to prevent apparent divergence of the iteration process in the low fre
quency region is presented. The present iterative method was tested
on a simulation phantom of liver and pancreas, which showed that
2-4 iterations seem to be sufficient for practical purposes.

INTRODUCTION

Recently emission type transverse axial tomography has attracted special
interest. These types of tomographic devices, especially those which utilize
positrons, give us good quantitative information, although slice width is
limited to 1"2.5 cm at present. Besides this, there are some devices which
give us depth information. The following devices can be used for longitudinal
tomography, i.e., the tomographic scanning camera type devices, the
scintillation camera with rotating inclined hole collimator, coded aperture
imaging and the positron camera which utilizes two scintillation cameras or
proportional counters. These devices produce poor quantitative information
as to depth direction, in the sense that the absolute intensities on the
sectional planes perpendicular to the detector axis cannot be determined. How
ever these devices produce images from multiple regions on the long axis of
the body rather than a single transverse slice and are suitable for imaging
large organs. Therefore, these two transverse types of tomography complement
each other in practice.

Longitudinal tomographic devices suffer from such disadvantages that
quantitative information cannot be obtained and that the off-focus images are
superimposed on the in-focus images. The resultant images may be even worse
than the images obtained by conventional scintillation cameras.

Several investigations have been carried out to eliminate these off-focus
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images. Schmidlin studied the iterative search algorithm,1 which is similar to
Algebraic Reconstruction Technique in transverse axial tomography. Myers studied
the method, in which adjacent images are blurred by an amount equal to the
response between two planes and are subtracted from the images to eliminate the
off-focus images on the adjacent planes.2 Chang, Macdonald and Perez-Mendez
studied Fourier methods.3 In the frequency domain, the equation in question trans
formed into a set of linear equations which can be solved provided the determi
nant of the coefficient matrix is not zero. Chu and Tam treated this problem in
such a way that they utilized weighted Green's function and deconvoluted the
observed images by Fourier method.

Here is presented an iterative method to eliminate the off-focus images from
the observed images. Since this method can be explained more clearly by analogy
with linear equation, a brief explanation on linear equation theory is given in
Sec.2-1. In Sec. 2-2, the iterative method applied to this problem is presented
and in Sec. 2-3 the condition of convergence of the present iterative method is
presented. In Sec. 3, the results on some simulation. studies are given.

ITERATIVE APPROXIMATION METHOD

Gauss-Seidel's Iterative Approximation Method

in Linear Equation Theory

Linear equations are represented by eq. (l), where X,F and A denote unknown
vector, constant vector and coefficient matrix, respectively.

AX = F (l)

This equation can be solved by means of Gauss-Seidel iterative method, when
the absolute values of diagonal components of A are considerably larger than the
absolute values of off-diagonal components of A.5 Iterative method follows the
steps shown in eq. (2).

x0O =x(*-l> +H(k)( F-AX(k-l}) (2)

which generates vector series X , X ,---,X , , where H , H ,-•• ,B> >,
are a fixed series of matrices, and x(0) is an initial approximate vector

of X. This initial vector x(0) is, in general, arbitrary, but the choice of Xv°)
affects the speed of convergence of eq. (2). In practice, F itself is chosen
as x(0). Thus k-th approximate vector can be obtained. True solution vector
of eq. (l) is invariant with respect to the steps of eq. (2). A proper choice
of a matrix series H(k) enhances convergence of iteration, or, in some cases,
prevents divergence. If H(k) = H (k=l,2, ) this process is called a stationary
process. In this case, eq.(l) can be transformed into equivalent eq. (3),

HAX = F' (3)
or

A'X = F' (3')

where A' = HA and F' = HF. With this notation, eq. (2) is transformed to

XU) =XU-D +F. _ A,x(k-U (U)

or

X00 = (E - A')X(k_l)+ F' = BX(k_l)+ F'
where B = E - A'
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Then X can be represented by eq. (5)-

X(k) = Bk X(0) -nf1 BJF' (5)
j=0

The necessary and sufficient condition of convergence of a series in the right
hand of eq. (5) is "all absolute eigenvalues of matrix B should be less than l."5
The simple iterative method is to choose H = E, then B = E - A. The above
mentioned condition is equivalent to "all eigenvalues of A should be positive
and less than 2." If the eigenvalues exceed 2, the iteration will diverge.
By the choice of H = 2/y-E, where y is the upper limit of eigen value of A, we
can make absolute eigenvalues of E - HA = E - 2/yA less than 1, so that a series
in the right hand of eq. (5) will converge. This factor y controlls the degree
of convergence, so that it can be regarded as "damping factor." If the eigen
values are small, smaller value of y can be adopted, which enhances the speed of
convergence. If the eigenvalues are large, we have to use large y so as to
converge the series in eq. , but at a cost of convergence speed.

Application of Iterative Approximation Method to Longitudinal Tomography.

Here let us consider 5 sectional planes as shown in Fig. 1. A. (i=l~A)
denotes the blurring operator, where index denotes the separation between two
planes. I. denotes the "true" image on the i-th plane and F. denotes the observed
image focused to i-th plane. Then the following equation holds:

5

I A, ,WI = F (1 = 1,2,...,5) (6)
j=l I1 <JI «J

in which the operation of the type A.*I. means two dimensional convolution.
Note that the blurring operator dependsJonly on the separation between two planes,
therefore |i-j.| characterizes the blurring operator. Eq. (6) is formally analo
gous to eq. (l). The essential features of iteration method lie in the following
steps.6'7

(a) assume an initial approximate solution,
(b) calculate error terms as shown in the second term of the right hand in

eq. (2), no matter what arithmetic operation it may be,
(c) correct the approximate solution to obtain better approximation of the

solution,

(d) go to step (b).
Therefore, this method can be applicable to the problem of eq. (6), provided that
the operations ofjblurring A_. 's fairly spread out, which ensures the convergence
of iteration. The calculation algorithm is essentially identical to eq.(2), except
that elements of A should be replaced by blurring operator A.(r), vector X by
a set of matrices and simple products should be replaced by convolution. As to
first step (a), we usually adopt F.'s themselves. If we choose H = 2/y-E so as
to prevent divergence, then the k-xh iteration process is:

(k) (k-l) +2^_ _5 .XU-1)} (7)
i i y i '=1 |i-j| j

The damping factor,y, will be determined later. Note that the total counts of
the approximate solution X.^; is invariant through the iteration process, and is
equal to the total counts of X.(°', because the total counts of the terms in the
brackets are 0. The longitudinal section imaging gives us no information of the
D.C. components of the section and little information on low frequency components,
because this method can be regarded as incomplete projection, in which the angle of
measurements with respect to the axis of the detector(s) is limited to 0~U0 in
practical cases.3 Usually F.'s are adopted as X.(0)'s, so that the total
counts of F.'s are preserved throughout the process. If some elements of
Ai. .|*X^(k-l) overflow out of the field of view, a proper weight should be

unity

' multiplied to Ai. .. so as to normalize the summation of Ai. .i to
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Fig. 1. Geometrical Layout of Longitudinal Tomography.

Condition of Convergence of Iterative Approximation Method

The condition of convergence can be found more clearly in frequency space.
Fourier transformation of eq. (6) leads to eq. (8).

y a, ,((i)).i.(u)) = f.u) (1=1,2, ,5: (8)

Convolutions between Ah.jl's and Ij's in eq. (6) are replaced by simple products
of scalar numbers and eq. (8) is a simple set of linear equations. Then the
condition of convergence of the iterative approximation is "all eigenvalues of
A should be positive and less than 2" as stated earlier. The condition of
convergence is therefore frequency-dependent.

+v, -p^™ ^-p a•'s as ea (9) (Fig. 2 a and b), in which A'sHere we assume the form 01 Ax t> <" eLL- \y 1 v1 ••-&• ''
are axially symmetric and rectangular in radial direction.

Ak(r) =̂
( I

'A
0
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(Rk- V<r_<Rk + tk)

(otherwise)

(9)



In eq. (9), Rk and- 2tk denote the mean radius and the thickness of the "ring,"
respectively. This type of the blurring operators simulates the condition
encountered in positron cameras.1* In the case of positron cameras it is advan
tageous to eliminate gamma-rays of small angle with respect to the detector axis,
because such information has less depth information.

I I I
a b c

Fig.2. Geometrical Conditions of Various Blurring Operators.

In the case of the tomographic camera with rotating inclined hole collimator,
t 's are considerably smaller than R 's, yet eq. (9.) can be used.

•K k

Fourier transformations of eq. (9) are;

A. (ui) = / A. (r)J
k 0 k

,rwjrdr
R, +t rJ

kA
.red,

\-\

1 Rk+tkT—— {tJ (ro,)}
k k k k

UttR, t,
k k

dr

(10)

where J^x) denotes i-th Bessel's function. When sectional planes are equally
spaced, spacing, s , is equal to ks, where s is the separation between two
adjacent planes, and R^kR^ t =kt . Eigenvalues of matrix A(oj) as a function
of angular frequency can be calculated with these A (w) (k=l,2,3,h). Two
numerical examples are shown in Fig. 3 a and b as to the operators shown in Fig.
2 a and b. As to a in Fig. 2, s=3cm, R =lcm and t =0.25cm are assumed. As to
b in Fig. 2, s=2.5cm, R =1.5cm and t =0.5cm are assumed. In Fig. 3 b, all eigen
values of angular frequency higher than «/3.5 are almost 1 which means that matrix
A(ui)'s are almost equal to identity matrix, E, in such frequency region. In
Fig. 3, eigenvalues . exceed 2 at lower frequency region, if we choose H = E.
Since maximum eigenvalue of A(w) is 5, it seems reasonable to select y = 5, i.e.
H = 2/5-E. Also it is apparent from Fig. 3 a and b that the latter case is
more stable at lower frequency than the former. As to the example a, cone
angle is between lH°~23° and as to the example b, cone angle is between 22°~39?

Tomographic effect is better with larger cone angle, but at the expense of
the spatial resolution. Cone angle should be determined by trading-off between
spatial resolution and tomographic effect. Here the latter geometric condition
was adopted in the simulation study.

The following scalar associated with matrix A is considered as a measure of
instability of a linear equation.5 Here instability means that small changes
either in the coefficients or in constant terms in a linear equation lead to
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larger variations in the solution.

:a> =7.M I yr
i=l

: I i/y±)
i=l

(11;

Here u.'s(i=l,2,...,n) denote the eigenvalues of a matrix A. v(A)'s are shown
in Fig^ I) as a function of u) in case of the blurring operators used in
the examples a and b in Fig. 3. This number is equal to or larger than 1. The
larger v(A) is, the more unstable the solution is.

For comparison, eigenvalues of "disc" type operators shown in Fig. 2c were
calculated and are shown in Fig. 3c. The radii of the discs were set equal to the
outer radii of the ring type operators shown in Fig. 2b. Although eigenvalues
of disc type operators are a little smaller than those of ring type operators,
but vKA) of the former is a little larger than V (A) of the latter below angular
frequency of ~2. Anyway the difference between them is not significant. Hence
disc type operators are essentially as stable as ring type operators.

Angular Frequency

Fig. h, v(A)'s of the Operators of a and b in Fig. 2.

The Recurring Iteration Method versus the Successive Iteration Method.

The approximate solution of i-th plane in k-th iteration can be written
explicitly as;

X
[k-l).(k) =X.(k-1} +H(F. -I A,. .,»X.

i j^l l^l J
1-1 'k-l) ? , „v (k-l).=X.(k_l) +H(F. - I A, ,*X.VK-X; - I Ak._l|*X1

1 j=i i1-"5" _L
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U), s (l<j<i) have been already calculated. Therefore it is
•1 X-(k-l)'s "by X.(k)'s for l<j<i (underlined term in eq. (12))

Up to this step, X
possible to replac_ . . „ __
We can save memory with this algorithm,tecause X.. ^ can be stored in the same
memory location of X.(k-l) . This algorithm is known as "recurring" iteration
method in the linear1equation theory, while the method in Sec.2-1 is known as
"successive" iteration method.

In order to examine goodness of approximation, we adopted "distance" Q
defined by eq. (13).

0 = ^•<-C^{||f'Mj7(TT/2)
IAl"1LI

(13)

Images in N2 dimensional space can be regarded as vectors. In eq. (13), X and
I denote the approximate solution and the true image, respectively and (X,l)
denotes scalar product of them. |x| and |l|denote /(X,X) and /(l,l). Therefore
distance 0 thus defined can be interpreted as an angle between X and I. For
simplicity, angle is measured in unit of radian/(tt/2) . If two images exactly
coincide each other, the angle is 0.

t 1 1 r
3 4 5 6 7

Iteration Number

-i—i—|—i—r
3 4 5 6 7

Iteration Number

Fig. 5. Comparison of Convergence Characteristics between
Successive Iteration Method and Recurring Iteration Method.

-181-

10



The convergence characteristics of the recurring iteration method is
compared with that of the successive iteration method in Fig. 5, with the
simulated phantom similar to Fig.9. In this case y=5 was adopted as a damping
factor. From Fig. 5, the successive iteration method shows oscillation. Yet,
the characteristics of convergence of this method is essentially equal to that
of the recurring iteration method. Because of simplicity in algorithm, the re
curring iteration method was adopted in this simulation study.

Convolution of Operators

Since iteration processes involve convolutions of the type A.*A., it is worth
while to analyze the general behavior of this type of convolution'.

A.*A.(r) = 2tt?A. (oj)-A. (oj)J0 (r(jo)oada
i J oi J

R.+t. R.+t

ii i i j j jj

which involves the following integral,'

=2*?TmTt^ ^(roj)}^ y^TT Wro.)}^ -Mro,)^ (lU)

T=J J1(aiD)J1(ba>)Jo(ru)) ^ =_^Jf A(a,b,r) dr +constant (l5)
o oj irab r

where £i(a,b,r) is the area of the triangle surrounded by sides a,b and r.

-1,-r2 + a2 + b2.i-{ _/-r4+2(a2 + b2)r2 - (a2 - b2) + (a2 + b2)sin X(
Uira-b1"'"-1 va ; v ' ' ab

2 .2, • -lr(a2 + b2)r2 - (a2 - b2)2 , b (15')-b | sin I J)+ j-
2abr2

Several examples of these convolutions are shown in Fig. 6. Myers assumed
that "A. is linearly related to the plane idex i such that A. = A x and
A.*A. =1A i+j•" From Fig. 6, it is apparent that his assumption does not hold
1 J -*- even approximately in this case. For example, A is not equal to

A *A . Nevertheless his method to eliminate off-focus blurred images is a

good first order approximation. Let us examine the third plane, for example.

V1! + 12 +VS + k2*\ +VS = F2
A2*I1 +A^I2 + I3 +A^I^ +A2*I5 =F3 (l6)
A3AIi +VS +W+ h + VZ5 = h

In F3, I3 is an in-focus image, while the rests are out-of-focus images of
the other planes of which A *i aim A +1, are predominant. First let us apply

A to F and F, and then subtract them from F , then the following equation

results.

F3 - AX*F2 - A1*F1+ = (A2 - A1*A1 - A^A )*I1 - A^A^^ + (E - 2A_L*A;L)*I3

- A1*A2*I1+ + (A2 - AX*A3 - A1*A1)*I (17)

In this equation, the terms A *I and A *I, , the blurred images on the adjacent

planes are suppressed with the residues A *A *I , A *A *I, etc. which are

much blurred compared to the images A *I or A *L . This explains why
Myers' method works well.
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3 4 5 6 7

Radial Distance From Center (cm)

Fig. 6. Convolution of Operators.

A Convolution Algorithm to Reduce Calculation Time

In calculation of convolutions of the type A.*F. , simplification of calcula
tion is achieved by taking account of the symmetriesJof operator A.. In image
processing, we often want to convolve two matrices, one of which
has axial symmetry. Therefore, it seems worth while to consider
this algorithm. In continuous space, A, is symmetric with respect to the axis,
but digitization process degrades symmetry, yet digitized A. still has k axes of
symmetry. By appropriate rearrangement of convolution procedures, the basic calcu
lation procedure in FORTRAN can be expressed as;

H(I+M,J+N) = H(I+M,J+N) + A(M,N)*F(l,j; :i8:
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OPERATOR

1 2 3 4 5 6 7

1 0 0.3 0.8 0.9 0.8 0.3 0

2
0.3 1.0 1.0 1.0 1.0 1.0 0.3

3 0.8 1.0 0.5 0.1 0.5 1.0 0.8

h
0.9 1.0 0.1 0 0.1 1.0 0.9

5 0.8 1.0 0.5 0.1 0.5 1.0 0.8

6 0.3 1.0 1.0 1.0 1.0 1.0 0.3

7 0 0.3 0.8 0.9 0.8 0.3 0

INDEX TABLE
I

1 2 3 4 5 / 6 7

1 1 6 5 4 5 6 1

2 6 7 7 7 7 7 6

3 5 7 3 2 3 7 5

h 4 7 2 1 2 7 4

5 5 7 3 2 3 7 5

6 6 7 7 7 7 7 6

7 1 6 5 4 5 6 1

1 2 3 4 5 / 6 7

i

2

3

I *

5

6

7

^>

1 0

2 0.1

3 0.5

4 0.9

5 0.8

6 0.3

7 1.0

1

2

3

4

5

6

7

ADD TO

WEIGHT

TABLE

XF(I,J)

PRODUCT

TABLE

o

Fig. 7. Convolution Algorithm
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of the present method. It is apparent that 3 cold spots can be discerned
even with three iterations and that the pancreas can be distinguished from the liver.

Fiq. 12 shows the restored images with noise. Here the maxiumum intensity in
the original sectional images was assumed to be 400 counts (i.e., 5% statis
tical noise). Total counts in the whole images are about 170 k counts.

Noise in the observed images is correlated between sectional images, but this
effect was not taken into account for simplicity. Covariance between images
reduces noise effect in the iteration process, so that this simplification in the
simulation leads to larger noise effect in the restored images.

The resultant images in Fig. 12 are essentially the same as Fig. 11a, b and
c. Beyond k iterations noise increased gradually so that iteration is limited
to 3 to h times in this example.

In Fig. 13 are shown the restored images without noise in the volumetric
display along with the original and the observed images. Note that ghosts of the
pancreas appeared in the second and the fourth planes, which might be due to
somewhat smoother shape of the pancreas. The liver and cold spots have sharper
edges, so that they can be restored easily. This suggests that high frequency
components can be restored easily but low frequency components are restored more
slowly.

CONCLUSION

With the present iteration method, images of sharp edges can be restored
with 2 to k iterations but images of smoother edge are more slowlv restored.
This is due to the characteristics of longitudinal tomography. in which low
frequency and n,C•components are lacking. This causes ghosts of the images of
smooth edges on the other planes. These ghosts are smoother in shape and may
not be significant.

This method will help to distinguish overlapping organs and to find lesions
on the periphery of large organs such as liver which are difficult to detect
with conventional scintigraphy.

This work was supported in part by a Grant-in-Aid for Cancer Research from
Ministry of Health and Welfare.
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DISCUSSION:

The first question directed to Dr. Tomitani regarded the problem of noise.
Specifically, was there noise in the original data? Dr. Tomitani answered
affirmatively and noted that Poisson noise was added following the blurring
operation. He added that this procedure was not strictly rigorous since the
noise of each sectional image was correlated with the Other sectional images,
noting further that the correlated noise of the sectional images tends to
reduce the noise in the reconstructed images. Therefore, in the present simu
lation, noise in the reconstructed images is somewhat exaggerated.

A second question directed to Dr. Tomitani asked if in the generation of
the longitudinal tomogram were the same convolution operators used that were
used for the generation of the cross-sectional tomogram. Dr. Tomitani's
answer was affirmative and noted that in the case of the generation of "the
observed images," the events that fall outside the field of view were dis
carded. He noted further that the number of events that fall within the field
of view as a result of the blurring operation would be renormalized so that
the total number of events within the field of view is constant. Thus, the
total counts of the images are kept constant throughout the reconstruction
procedure.
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POSITRON EMISSION COMPUTED TOMOGRAPHY USING LARGE AREA DETECTORS
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ABSTRACT

The use of large area, position sensitive devices for
positron annihilation coincidence detection permit fully 3-
dimensional reconstructions of the activity distribution.
Since the detectors may remain stationary or be rotated
during the study both longitudinal and transverse sections
may be imaged. This paper discusses some of the aspects of
this imaging geometry, and possible algorithms for these
two modes of operation. Also included are some clinical
and phantom studies obtained with a positron camera designed
around two Searle LFOV cameras.

INTRODUCTION

A number of different positron imaging devices have been developed over
the last decade in an attempt to exploit the unique properties of these radio
nuclides, encouraging new directions of research into 'in vivo1 metabolic
studies through the use of biologically active compounds labeled with positron
emitting tracers.1 To a large extent, these systems can be classified as
section or multi-section devices, 2'3'^ consisting of one or more linear arrays
of detectors; and volume imaging devices which consist of position-sensitive,
large area detectors.5'6 It is the later category which will be addressed in
this paper. Although most of the discussion will be generally applicable to
these systems, the clinical and phantom studies were obtained with the partic-
lar system shown schematically in Fig. 1, which has been described previously
in more detail.7 The detector system consists of two slightly modified, Searle
LFOV cameras with 1" thick Nal(Tl) crystals mounted on a rotating gantry. The
use of a fast-slow coincidence logic enables the camera electronics to operate
at the relatively low count rate due to coincidence events, while the detector
electronics operates at the high, noncoincidence count rates. Those events

*This research was supported in part by Contract No. NHLI N01 HV-52980, from
the National Heart and Lung Institute.

tOperated by the University of Chicago for the US Energy Research and Develop
ment Administration under Contract EY-76-C-02-0069.
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Fig. 1. Schematic diagram of the positron camera system
used in this study. The detectors are mounted on a gantry
which provides complete rotation and access to the entire
body.

which satisfy coincidence and pulse height analysis are passed through an
interface to an Interdata 8/32 computer which controls the data acquisition.
The positional information of the coincidence events can then be either stored
on magnetic tape for subsequent processing or back-projected on-line and stored
in core. The final processed images are then viewed on a RAMTEC display.

The advantage of using uncoilimated, large area detectors operating in
coincidence is that multiple angular projections of the entire object are
imaged simultaneously. However, to utilize the information present in this
geometry poses a serious computational problem because of the fact that these
projections are not restricted to a single plane as is the case with most
transmission and emission devices.

Moreover, such a system can be operated in two modes producing either
longitudinal or transverse tomographic images. In obtaining longitudinal
sections, the detectors remain stationary, while a number of backprojection
tomograms are generated. These images may subsequently be processed to improve
the contrast by correcting the images for the contributions due to overlying
and underlying activity. In the transverse mode, the detectors are rotated
180° during the study with each coincident event being backprojected through a
three-dimensional volume, and subsequently filtered. In this paper we will
discuss algorithms for both of these imaging modalities and illustrate their
performance with some examples of clinical and phantom studies.

For purposes of this discussion we have assumed that the two photons
formed in the electron-positron annihilation process are antiparallel, and that
this event takes place at the site of emission. The finite range of the posi
tron in tissue and the angular deviation of the photon pair from 180° represent
theoretical resolution limits on positron imaging devices, and have been dis
cussed by a number of authors. 8>9
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Transverse Section Reconstruction

Description of Geometry

When two opposed large area detectors are rotated around the object to be
imaged, information is collected in such a way that projections through the
object are not restricted to lie in parallel planes. Thus, the problem cannot
be reduced to a two-dimensional problem as is done in X-ray transmission com
puted tomography. The advantages of such a system are the high sensitivity and
the potential of producing high resolution, quantitatively accurate transverse
section images. To illustrate the geometrical relationships, let us first con
sider the simple case of a point source in the center, halfway between two
circular detectors as shown in Fig. 2. With the detectors stationary, the

Fig. 2. Coordinate system used to
describe the impulse response function in the
rotation mode.

point spread function is restricted to lie within the conical volumes shown.
Inside this volume the intensity is independent of the rotational angle, <£, and
varies radially as 1/r2. Outside the boundaries of this volume the intensity is
zero. As the detectors are rotated, the point spread function becomes sym
metrical in 0, and the 1/r2 fall-off is retained. The functional dependence of
the intensity upon <t> is given by

1(9) = I(e=o) (1-tan e/tan2ijj)1/2 tan^/sec2 (tan2B-tan 2tjfsec2 for * (1)

where \Jj is the maximum acceptance angle subtended by the detectors. The last
term in this expression is a result of the decreasing arc length due to cir
cular detectors. 1(G) is more nearly constant for the case of square
detectors. Using Eq. (1) we can write the three-dimensional point spread
function as

h(r,G h(r,e) = rect(^e) • (1-tan2 6/tan i>)]/Z • 1/r

tanifVsec2 6 (tan 2 9-tan 2 i> + sec (2)

Solution for 4tt Symmetry

In order to derive the appropriate inverse filter function we need to
obtain the three-dimensional Fourier transform of the point spread function.
Let us first solve the simpler case in which iJj is assumed to berr/2. This
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represents infinitely large detectors and results in % symmetry,
of circular symmetry the Fourier transform is given by10

r2TT

In the case

H(s, Q ) = 2tt h(r,e) JQ (2^sr sin 0 sin 9) •
e-i2^sr cos ® cos 9 r2sinedr dJo Jo

(3)

which, in the case of spherical symmetry and with h(r,6) = h(r) = l/r:
reduces to

H(s) = % sine (2sr)dr (4)

= tt/s

Thus we see that in the case of spherical
point spread function is simply inversely
s (versus p in the two-dimensional case
the familiar ramp filter which can be rol
avoid ringing.11 At the present time we
transverse sections and are using a spati
which is obtained from the ramp filter,
an appropriate solution for the 3-D filte
acceptance angle is restricted to the act

symmetry the Fourier transform of the
proportional to the radial frequency

). The filter function, therefore, is
led off at high spatial frequencies to
are ignoring the cross-talk between
al filter restricted to a single plane
We are currently working on obtaining
r function for the case in which the
ual value (approximately 27°).

Method of Implementation

In order to achieve high reconstruction accuracy combined with short
reconstruction time we have chosen to backproject each event through a three-

perform the deconvolution operation on the back-
3 illustrates the method by which the three-dimensional

backprojection is generated.
The detectors are rotated as
shown through angle <f> with
respect to the Z axis of
the fixed coordinate system
of the image space.

Each event is defined

by camera coordinates Xa, Ya
for camera a and Xb, Yb for
camera b, and the angle of
rotation <f>. These values can
then be converted to object
coordinates X', Y', V
through the transformation:

dimensional volume and
projected image. Fig.

CAMERA
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technique used in generation
of the 3-D backprojection
images.



and

Xa
S
2 sin cf> + Xa cos cf) (5a)

Ya _ Ya for the event in camera a (6b)

Za = j cos cf> - Ya sin cf> (5C)

sXb = - j sin cf. + X, cos <J> (7a)

Y'D = Y5 for the event in camera b (7b)

S2^=j cos cf> - X, sin <j>

where S is the separation between the detectors.

The straight line connecting these two events represents the back-
projected ray. Using a simple ray-tracing technique, points within the object
space are calculated at equal distances along the ray. The X, Y, Z
coordinates in each step are truncated. The content of the corresponding
memory location is then incremented by "one." This technique assures equal
projected density along the path and avoids time-consuming calculations
involving the volume of overlap between each element and a cylindrical volume
surrounding the ray as is sometimes done in two-dimensional backprojection.

Since we wish to perform the backprojection on an event-by-event basis in
real time, it is essential to perform these calculations in a minimum amount of
time. This has been achieved in the following way. First the X, Y, Z co
ordinates for the initial position are packed into common registers with suf
ficient precision to avoid image artifacts in the backprojection (1/512 parts
of an image element) as shown in Fig. 4. The X, Y, Z increments for a single

REGISTERS CONTAINING X,Y Z COORDINATES

REGISTERS CONTAINING INCREMENTAL VALUES

INCREMENTED VALUES OF X, Y, Z
HARD WIRED INSTRUCTION TRUNCATES X, Y, Z,
TESTS IF LIMITS ARE EXCEEDED

AND FORMS ADDRESS IN MEMORY

ADDRESS IN MEMORY

I 1 Y II z II x I
19 32 48 63

*l l»"iner.|| |«- ncr.|| |xincr.|
22 32 38 48 54 63

*M IM llxl 1
19l22

7>325
48 J54 63

1 Y 1 Z 1 x |

Fig. 4. Computation procedure used in the back-
projection to minimize processing time.

step are arranged similarly. Simple register to register addition increments
the X, Y, Z coordinates. We have implemented a hardwired instruction which
truncates the X, Y, Z coordinates, forms the correct address in memory, tests
whether any coordinates has exceeded its upper or lower limit, and terminates
the process if the projected ray has reached the edge of the image space. This
instruction consists of less than 10 IC chips which requires no further hard
ware modification to the computer, and can be executed from microcode with an
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execution time of 240 nanoseconds.

With the computer connected on-line to the positron camera, the back-
projection step can be performed in real time at data rates up to about 6000
counts per second. The filtering operation which is then performed at the con
clusion of the study currently takes approximately 10 seconds for each trans
verse section.

Quantitative Reconstruction

To perform quantitative data analysis does, however, impose certain
5trictions; namely a spatially invariant point spread function is requi
?refore, we will discuss factors which, if not compensated for, will in

red.

ntro-
resi

Therefore, we wil. ^.^~.,-< .~~~— -.., •• — —r --•-
duce spatially dependent variations into the point spread function as well as
methods for obtaining a spatially independent point spread function.

A variety of factors such as random counts, count contributions due to
scattered gamma rays and effects of attenuation will have a significant effect
on the quantitative accuracy of these images. These effects can largely be
compensated for and consequently they will not be discussed here since they are
present independent of the reconstruction algorithms.

For the point spread function described in Eq. 2 it was assumed that the
source was located in the center, halfway between the detectors. If the filter
is to be valid for all of the object space, the point spread function must be
constant anywhere within that volume.

Consider the X-Z

a particular position.

DIRECTION

plane shown in Fig.
For a point source

DIRECTION

5, which also shows the detectors in
located at the origin the acceptance

angle subtended is defined
by the useful diameter of
either detector. As the
point source is displaced
along the Z-axis, the solid
angle is defined by the use
ful diameter of that
detector which is further
from the point source. In a
typical case the detector
separation is 75 cm and the
maximum displacement from
the origin is 15 cm for an
object which is 30 cm in
diameter. For a detector
diameter of 38 cm, the angle
subtended changes from 27°
at the origin to 20° at a
distance of 15 cm from the
origin along the Y-axis.
Restricting the acceptance
angle to 20° avoids this
variation at some loss in
sensitivity. As the source
is displaced along the
X-axis the acceptance angle
subtended changes continuous
ly until, at the edge of the
detector, it is reduced to
zero. Using the same

Fig. 5. Variation of sensitivity with
source position.
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example as above, at a distance of 15 cm from the origin the angle subtended is
6°. This is equivalent to saying that for any particular point in the object,
the observation time changes as a function of angle, resulting in angular
variations in sensitivity.

The variations of acceptance angle in the X-Z plane combine to produce
two effects in the point spread function: (1) for points away from the origin
the point spread function is not symmetrical in cf) and (2) the sensitivity
within the plane is not constant. While the latter does not prevent us from
performing the filtering operation and can easily be corrected to obtain
accurate quantitative data, the former introduces artifacts unless corrected
before filtering. If a point source located off-axis is processed with a
filter which is symmetrical in cf), then the reconstruction is overcompensated in
some direction, producing undershooting. This is shown in Fig. 6 for a point
source located 13 cm from the center. This effect can be avoided if the inten
sity of the backprojected ray is made inversely proportional to the observation
time for that particular ray during a rotation.

-x DIRECTION

Fig. 6. Nonstationarity in the point
spread function produces overcompensation in the
Z direction of the reconstruction.

In the above we have only considered variations due to effects in the X-Z
plane; as long as square detectors are assumed the acceptance angle in the X-Z
plane is constant if the source is displaced along the X-axis. If the source
is displaced along the Y-axis, the acceptance angle changes continuously and
thus will require a different filter function for each X-Z plane.

Four requirements must thus be met to obtain a spatially invariant point
spread function:

1. The detectors must be square or for circular detectors only
events falling within an inscribed square must be accepted,

2. The solid angle of acceptance must be restricted to the
minimum solid angle encountered in the Z-direction as
described above (from a maximum of 27° to 20° for the above
example),
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Since the annihilation photons are emitted isotropically and anti-
parallel, it is sufficient to describe the intensity distribution of just one
photon of the pair. Let 0,5 be the angles which the emitted photon with the
coordinate system shown in Fig. 1, for the case in which the angle of rotation,
cf), equals tt/2. This geometry possesses azimuthal symmetry, and consequently
the intensity distribution is only a function of the radial distance. Relative
to the Z axis, the number of photons which are emitted into the volume defined
between two cones of angles 0 and 9 + d0 is given by

dN(e) = N0 • 2tt sin0 d0 (8)

where Nq is the total number of annihilation processes.

The area of the corresponding annul us measured in a plane a distance
AZ = Z-Zq from the source is given by

dA(9,AZ) = 2*(AZ)2 • tan 6 • — d0 (9)
cos2 e

The intensity is then defined by

dN(0)I(0,AZ) - .^°>s = — cos3 0 (10)
dA(0,AZ)

(AZ)

The blurring of a point source as imaged by the positron camera is
dependent upon the detector's capability of determining this intensity function
in the detector plane. It will be assumed for this analysis that the imaging
system has perfect spatial resolution. Thus the blurring function can then be
represented by a scalar function

b(p;p0) =K^^U(e) (11)
The weighting function to(0) has been introduced primarily to account for

the finite dimensions of the detectors which limit the maximum angle accepted.
Because of the digital processing involved with each detected event a weighting
factor other than unity or zero could be applied to each photon. Because
photons which pass through the object volume at larger angles contain more
tomographic information these photons could be given a proportionally greater
weight. Such a weighting scheme might improve the quality of the reconstructions
but this will not be investigated here.

Formulation of Reconstruction Algorithm

As stated previously the large number of coincidence channels involved
with the use of area detectors dictate that the backprojection tomograms repre
sent the first step in the analysis. Implementation of this process can be
achieved on-line, as described in a previous section, by keeping the angle
of rotation, <j>, constant.

We proceed from this point byjnoting that the backprojection tomograms,
t(p), of any distributed source, o(p), can be expressed as a three-dimensional
integral equation (assuming that attenuation effects have been corrected for by
means of a transmission image).

t(p) = ///o(p')b(p';p)dp' (12)

The continuous activity distribution can then be approximated by a finite number
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of planes. Corresponding tomograms are then generated for each of these
object planes. By restricting the angle which the coincidence ray can make
with the detector axis, the blurring functions can be made shift-invariant over
the object distribution. As a result the tomogram for any plane becomes a
summation of convolutions of the "true" distribution with an appropriate blur
ring function, b(p'-p.). Equation (12) for each of the L tomograms can then be
approximated by: i J

t. = E o, * b. . j = !,...,L . (13)
J i=1 i iJ

J.L.

The blur function represents the intensity distribution in the j plane due to
a point source located in the itn plane.

Restricting the acceptance angle sacrifices some sensitivity and tomo
graphic effect, but permits a more general analysis of this problem. As a
result, Fourier methods can be applied to this reconstruction problem, and some
have been discussed by a number of authors.12'13'14 In this paper we will
present a real space, iterative, deconvolution approach to solving Eq. (13).
Algorithms of this type have the advantage that the reconstructed values can be
constrained locally to have non-negative values and any additional 'a priori1
information may be incorporated into the analysis. A major disadvantage,
however, is the large amount of computer processing time that is generally
required.

One such technique in this general class of processing algorithms is the
"Projection Method." This is an iterative technique for solving a system of
linear equations,15 and has been applied to image processing for resolution
recovery.16 Within the context of the longitudinal reconstruction problem the
resolution degradation to be compensated for is in the axial direction.

Mathematically the problem can be stated as follows. We are given a
degraded tomographic image

t(x,y,z) = B[o(x,y,z)] + n(x,y,z) (14)

where B is a degrading operator, and n(x,y,z) is a noise term. We wish to
find a good estimate for the object, 6(x,y,z). The approach basically involves
attempting to satisfy this equation by iterative means. At each step a new
guess solution is determined by the guess at the previous iteration. This is
derived from the scalar quantity representing the difference between the
observed tomogram at each point and the calculated backprojection value based
on the reconstructed images at that stage in the processing. Neglecting the
noise term, the digitized version of Eq. (14) can be written as

tijk =*H Vk, j-m, k-n °lmn (15)

and the number of sample points in the reconstruction is taken as the same
number in the tomographic images, M, i.e., M = LxNxN, where L is the number
of image planes, and N is the dimension of each of these planes. The pro
jection method is best described from a geometrical point of view. We can let
6 = (6m, On 2, ,0-, ) =(6i,62, ,o») represent a point in an
M-dimensional space. Their Tor each (i,j,k), Eq. (15) represents a hyperplane
in this space. Let us assume that 6° = (61,62, 6jj) represents the
initial approximation to the solution. The next approximation 61 is then
obtained by the projection of the point 6° on the hyperplane defined by the
point (q,r,s), i.e.,
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Z'
(B[6°]-t)

q»y.s b
(16)

where b_ is the row vector of the operator
(q,r,s), and where b (b n t -, ,b

q-1,r-l,s-l q-

B corresponding to the point

L,r-M,S-N}- This
process is repeated for all M points which completes the first cycle of
iteration. The order of selection of these M points can be chosen randomly to
improve the rate of convergence, as observed by other authors.

l,r-l,s-2,•••'bq-

It has been shown17 that the vector sequence {6,6,6
always converges, and for any value M and coefficients b-jj^ yields

1 im
(pM)

o

.}

(17)
p -y 0°

Furthermore, if Eq. (15) has a unique solution this limit equals that
solution; and if infinitely many solutions exist, then 5 is the solution that
minimizes the quantity |p_ - o°| 2 . Therefore, for this later situation we can
hope to obtain a good solution if we start with a good initial guess. Because
the processed images generally maintain similar structural content although
with higher contrast as the original backprojection tomograms, then these images
represent a good initial estimate.

Dependence of Reconstruction on Imaging Parameters

Because of the limited angular sampling, the quality of the longitudinal
reconstructions and the rate of convergence of this algorithm will depend upon
the interaction of several parameters; namely, the maximum coincidence angle
subtended by the detectors, the spatial extent of the object, and statistical
effects. The maximum coincidence angle, 9m,x, is determined by the dimensions
of the detectors and their separation with the constraint that all points of
the object be viewed over the same range of angles. Thus in order to achieve an
isoplanatic blurring function, the angle 9max is dependent upon the dimensions
of the activity distribution as well. A much more serious fundamental limita
tion of longitudinal reconstruction tomography, is the inability to handle low
spatial frequency distributions. The spatial distribution of the activity is,
in fact, an important factor in the evaluation of reconstruction algorithms for
this mode of imaging.

Several of these parameters have been investigated from an empirical
approach using computer simulations of relatively simple objects, namely, point
and disk sources confined to a single plane. The rate of convergence of this
algorithm is important in view of the amount of computation involved. One
measure of the convergence and accuracy is the 'discrepancy,' 6, between the
true and reconstructed activity distribution.18 This has been modified to
include the three-dimensional aspect of the problem:

n e (o
i J 1

q - f )ijl Tijr
2 -,1/2

^(8iji - V
(18)

where f represents the true solution.

The value of 6q represents the ratio of the RMS deviation of the recon
struction from the true value summed over the volume of the reconstruction at

-206-



the end of the q cycle of iteration; relative to the RMS deviation of the
initial or backprojection images from the true values.

The maximum coincidence angle accepted has a significant effect on the
convergence rate. This is illustrated in Fig. 9, where ©max varies from 10c

EFFECT OF COINCIDENCE ANGLE

2 4 6 8

NUMBER OF ITERATIONS

10

Fig. 9. Rate of convergence of
the longitudinal reconstruction algo
rithm for a set of five tomographic
planes separated by 2 cm containing a
point source located in one of these
planes. This is shown for several
values of the coincidence angle of
acceptance.

EFFECT OF SOURCE DIMENSIONS ON CONVERGENCE RATE
I.Or

5 10 15

NUMBER OF ITERATIONS

20

Fig. 10. Effect of the radius of
a disk source on the convergence rate.
There are five image planes separated
by 2 cm used in the simulation. The
acceptance angle was assumed to be 30°
for all source radii, and the number of
protons, N, is infinite.

to 30°. For

iterations

max equal to 30° the discrepancy is less than .01 in 4
while for 10° this value is about .25.

A more important parameter is related to the dimensions of the source. To
study this, a uniform disk source of activity was simulated for the noise-free
case. A constant value of ©max equal to 30° was also assumed. The results
of these reconstructions are shown in Fig. 10. As the radius of the source
increases from a point, the rate of convergence decreases very rapidly. For a
uniform source of about the dimensions of the heart it would require a large
number of iterations to achieve an accuracy of .01. This is not nearly as
serious a limitation as might be expected. An analysis of the spatial redis
tribution of coincident events, and the influence and statistical fluctuations
will illustrate this point.
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Quantitative Aspects of the Reconstruction

It is important for any reconstruction algorithm to yield quantitatively
accurate processed images. In this situation, this involves a redistribution
of the recorded events such that the out-of-focus structures are largely removed
from the longitudinal tomograms. Clearly at the start of the processing all
the backprojection tomograms contain the same number of events. The objective
is to redistribute these events to more accurately represent the true spatial
distribution of the origin of the coincident photons. To assess this aspect of
the reconstruction, we can define a factor which represents the quantitative
dispersion of the axial distribution of activity, Q9,

EH

i j
'ijl / EHf..,

i j 1 1J1 (19)

The denominator represents the total activity in the object while the numerator
is the total activity in the £tn reconstructed plane at the end of q itera
tions.

Although the discrepancy for a disk source (diameter - 6.5 cm) is still
large after 15 iterations (^ .20) the relative axial distribution of activity
is considerably improved compared to the backprojection images. This effect is
illustrated for this example in Fig. 11. It can be seen that the integrated

Q./QL'w0

y\ NORMALIZED QUANTITATIVE
\ DISPERSION. QL/Q0 FOR

^ v DISK SOURCE OBJECT
(D» 6.5cm)

NUMBER OF ITERATIONS

2 4 6 8

AXIAL DISPLACEMENT (em)

Fig. 11. Dispersion of the
total number of events in the set
of reconstructed images relative
to the source plane. After about
20 iterations there is little

improvement in the quantitative
aspects of the reconstruction.

activity in the reconstructed set of images relative to the plane containing
the source has decreased to a small value (< .05) at an axial separation of
4 cm after only a few iterations.

Effect of Statistical Fluctuations

Up until this point the algorithm has been investigated by noise-free
simulations. The effects of statistical noise on the phantom data will be con
sidered next. Because of the correlation of noise between image planes, this
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cannot be done simply by generating Poisson distributed counts in each pixel.
Instead, the backprojection tomograms were simulated by Monte Carlo procedures
in which the angles of emission for an isotropic source were selected randomly.
These direction cosines were used to determine the points of intersection
through a set of five planes with a 2 cm separation, the first plane of which
contains the site of emission. The points of intersection were first deter
mined on a 128 X 128 matrix (1.25 mm) and then reduced to a 32 X 32 size for
processing.

Results of these simulations are shown in Figure 12 for the point source
reconstruction, where the value of 9max was set to 30°. The discrepancy
factor is seen to converge very rapidly to a value proportional to y/H for all
values of N, which equals the total number of detected events. In order to

achieve a value of 6 which is

less than 0.1 it is necessary
to record at least 1000 events.

Similar results are observed

for the disk sources as well

when each resolution element in

the object yields on the aver
age the same number of events
per pixel as in the point
source simulations. The limit

ing discrepancy values for
these conditions are then about

the same as the point source
values, but the rate of conver
gence decreases with increasing
source dimensions in a manner

similar to that shown in

Fig. 10.

EFFECT OF NOISE INSTABILITIES ON
RECONSTRUCTION OF A POINT SOURCE

1.0k

2 4 6 8

NUMBER OF ITERATIONS

10

Fig. 12. Statistical aspects of the
reconstruction algorithm showing the con
vergence for a point source with different
numbers of detected events.

Clinical and Phantom Studies

To illustrate this algorithm as it is applied
dimensional distribution of activity the following
formed. The phantom consisted of a spherical shell
non-emitting core. The radii of the outer and inne
respectively. This geometry was chosen as an appro
of the left ventricle. Also present in the wall of
unperfused region with a volume of approximately 5
again performed using Monte Carlo techniques by ran
emission and the emission angles, and computing the
those photons with axial angles < 30° through five
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does not lead to serious artefacts in phantom and clinical images; modifications
necessary to obtain quantitatively accurate data are also discussed.

Operated in a stationary mode, the positron camera can provide useful data
for reconstructing longitudinal tomograms. This is possible despite the limited
angular sampling contained in these data. This imaging geometry does, however,
have several disadvantages. The limited angular range results in poorer
reconstructions for low spatial frequency objects. Also, the input backpro
jection images have a large distortion of the activity distribution in the
axial direction. This can be largely corrected by the processing alorithm, but
measurement of defect sizes, e.g., will probably be overestimated. However,
processing the backprojection tomograms does yield reasonably accurate results
for most object distributions. Furthermore, this mode of operation may be the
only choice for situations in which the kinetics of the radiopharmaceutical are
fast compared to the imaging time.
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DISCUSSION:

Pizer pointed out that the iteration formula used for longitudinal
section imaging was based on the method of Kaczmarz, and noted that the formula
should be modified slightly because in its stated form it contained an im
proper vector-by-vector multiplication. He also asked why the bottom slice,
which should have been uniform, was non-uniform. Muehllehner responded that
the precise reason was not known yet, but thought that the non-uniformity
could be due to limited statistics, artifacts due to imperfections in the
filter, and cross-talk between slices.

Herman asked whether the iteration formula was actually a form

of ART. Atkins felt they were different because the formula required weights
representing the contributions from all cells in the volume to the tomographic
back-projection image, based on a_ priori knowledge of the blurring function.
Herman maintained that as long as one is solving a system of equations by
iterating to reduce the difference between observed and estimated values, this
is a form of ART. Rogers felt that the method differs from ART because it
involves iteration on a linear combination of projection elements rather

than on individual projection elements. Tretiak agreed, noting that this
method operates on back-projected data while ART operates on raw projection data.

Todd-Pokropek asked whether any correction for attenuation was being
carried out in transverse section imaging. Atkins replied that a correction
on each coincidence channel would be very difficult, since the number of co
incidence channels can easily approach 106, and very few events are detected
per channel.

Oppenheim noted that the transverse section images were formed by back-
projecting and then filtering, which differs from the usual technique of
filtering and then back-projecting. The results looked good, even though a
two-dimensional filter was being applied to each plane rather than a three-
dimensional filter to the volume. He asked about the shape of the filter, and
Atkins replied that it was based on a modified ramp in frequency space with
roll-off at high frequencies.
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ABSTRACT

The methods proposed for three-dimensional reconstruction take into ac
count the sequential recording (list mode) of the informations sent by a stan
dard scintillation camera ; the camera is either rotating around the subject, or
the subject is rotating in front of the camera. These methods allow to obtain
any transverse or oblique section using the entire field of view of the scintil
lation camera with parallel or fan-beam projections. The first results obtained
with phantoms and patients (liver) are presented.

The solution we give to the problem of the three-dimensional (3-D) recons
truction of a radioactive object in an absorbing and scattering medium, is well
suited for the standard equipment of a Nuclear Medicine department. In our case,
we had at our disposal three scintillation cameras : a Searle Radiographics Pho/
Gamma III HP, a Toshiba GCA 401 and a CGR Opticamera.

It is possible to reconstruct transverse sections '»̂ »̂ >̂ j-3 »"» or, longi
tudinal sections 7,8,9. ye decided to use the entire field of view of the gamma-
camera, in order to reconstruct any section of the radioactive object. Schmidlin

the same choice and implemented different algorithms.1°

The mathematical techniques detailed later are theoretically equivalent to
the classical techniques,but they are different in the explicit use of the no
tion of continuity. We consider that the collected data represent the ensemble
of all the projections of the radioactive object. This is possible with the list
mode acquisition of our computer-system^ recently replaced by an Informatek
Simis III System. The x and y coordinates of each event are stored on disk, as
well as time information, during the rotation of the radioactive object in front
of the camera at a continuous constant speed. This gives a correspondence bet
ween the time and the angle of rotation. These data are recorded on a magnetic
tape, processed on a Univac 1106 and the resulting pictures displayed off-line
on a color TV screen or an electrostatic printer-plotter.
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ANALYTICAL RECONSTRUCTION TECHNIQUES

I CENTRAL SLICE THEOREM

1 FT2(object) 1
c-t superDOsitipiv^'^ |f| \

Object—» projection 1>FTj(projection) <TT7 *FT2(object) JFT^Object
|V( FT. (projection) rr,—'
11 1VK J 'superposition

II CIRCULARISATION -BACK-PROJECTION

back-projection and superposition FT,, > 1FT,,(0bject) W »FT2(Ob,iectl
Object—> projection,^ \l* Object<^ ^ ^Object

1

i

? nki.,t . _•„..,„ convolution circularisation

r
^—•-projection picture—^projection picture Convolution with IFT,( \V\ )
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III FOURIER TRANSFORM PROJECTION
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IV RADON

V OTHER TECHNIQUES

FIG. 1 - Diagram of the fundamental analytical 2-D reconstruction techniques. Each path represented by consecuti
ve arrows corresponds to different useful 2-D reconstruction algorithms.



FUNDAMENTAL TECHNIQUES FOR TRANSVERSE SECTIONS

On a first approximation, the problem of the emission transaxial tomogra
phy is similar to the 3-D reconstruction of an object from its projections. These
projections can be obtained by integration along any curve. However, we con
sider only the problem of rectilinear projections, the path of the photons
being rectilinear. There are essentially two kinds of projections : the paral
lel and the particular oblique (or "fan-beam") projections.

Theoretically, if we know the projections of each transverse section of an
object we can reconstruct each section separately and also the whole object by
piling its reconstructed sections. Here we present only the most fundamental 2-
D analytical algorithms for the reconstruction of any transverse section of an
object. In practice, these 2-D algorithms must be generalized into 3-D algo
rithms and modified in order to take into account the limited spatial resolu
tion of the scintillation camera and the noisy data.

This paragraph deals only with transverse sections of a 3-D object f. A
point of a transverse section is called f (r,0) in polar coordinates without
mention of the z level of the section considered.

Parallel Projections

All the 2-D analytical techniques presented here are theoretically equiva
lent. Other authors 13 demonstrate partially the equivalence of these techni
ques which can be classified into five groups (Fig. 1). We describe only the
first three : the Central Slice Theorem techniques14*15, the Back-Projection
or "Circularization" techniques1^,17,18,19,20 and the Fourier Projection Theo
rem techniques.

Central Slice Theorem

Consider a 2-D transverse section of a 3-D object and its 1-D parallel
projection ge at any angle 6. Using polar coordinates, this projection can be
written Tfl +o°

ge(r) =

r
ge(r).exp(-2irr.-^.r) .dr

f(r,,e').6(r-r'.cos(e,-e)).|r'|.dr'.de' (1)

Here 6(r-r'.cos (6'-6)) denotes the Dirac's distribution with unit density on
the straight line defined by

r-r'.cos(e'-e) = 0 (2)

with r and 0 fixed and r' and 9' variable.

Then, the 1-D Fourier transform (FT) of gQ for the frequency S) , is

FT,(ge)W =

=((f(r',6').) I6(r-r'.cos(e'-0)).exp(-2iTT.S).r).dr(.|r' l.dr'.de
=[( f(r,,e').exp(-2iTT.-).r'.cos(e,-e)). r' j.dr'.dO' (3)

Thus : 6 ~°°

FT^gg)^) =FT2(f)(^,e) (4)
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In other words, the 1-D FT of any parallel projection at any angle 6 of a
2-D function is equal to the central slice at the same angle of the 2-D FT of
the 2-D function

FTjCg^W) =FT2)Q(f)ey) (5)

where FT„ is the central slice at the angle 9 of FT„.
z,0 *•

Back-Projection or Circularization

The 2-D inverse FT (IFT) of the "extension" of the 1-D FT of gQ with the
notations of the Appendix I, is

IFT2(FTj(ge)) = IFTjttTjCgg)) = gQ (6)

with : FT (g )(-J,f) = FT (gg) (-0) .6e(f) and where o denotes the operation of com
position of functions and the symbol /\ denotes the repetition of the functions
considered parallel to themselves. It corresponds to the classical back-projec
tion operation. By superposition (see Appendix I) of the extensions of the FT]
(ge)5 Ior ail e> according to the Central Slice Theorem, we get

IFT2(SoFT1(ge)) = IFT2(1/N |).FT2(f) = SogQ (7)

where S denotes the superposition operation. Thus

(l/|-V|).FT2(f) = FT2(Sog0) (8)

In the real domain, the equivalent equation is

(l/|r|)»f = SogQ (9)

where :: denotes the convolution and |r| is the module of the radial distance r
to the center. Equation (9) corresponds to the classical back-projection techni
que : each projection is back-projected (g ) and afterwards all the projections
are superimposed (Sogg). The deconvolution can be implemented either using the
back-projection, or after the back-projection, in the real or Fourier domains.

The preceding operation can also be interpreted as the integration along a
circular path (see Appendix II) in a picture g of which the different gQ are the
central slices. This projection picture '^'}(f) is defined by

g(r,0) =^',(f)(r,9) (10)

where^'i denotes the normalized operation of rectilinear projection defined by
the equation (1). The circular integration normalized with respect to r and 9 is
called "circularization" and written :

rf.

Tlj* 2(g) (RAW = g(r,9).|R|.6(r2-r.R.cos(^-0)).|r|.dr.d0 (11)
where |R|is a normalization factor of the circularization. Since the superposi
tion introduces the weighting factor l/|R|, we get

^h-^-i^-ii^ (,2)
where ^Ifa denotes the circularization operator with density l/lRl, so that3fj2(g)
can be written TV foo

^2(g)(R,y) = g(r,9).o(r2-r.R.cosCf-9)).|r|.dr.d9
Then, from equation (8), it follows that
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CT-FT2(f) =FT^o^f'] (f) (14)
The equivalent equation in the real domain is

i*f =^2of j(f) -af2(g) (is)
This equation shows that each projection can be reconstructed by the for

mation of the projections picture g and the circularization of this picture.

Fourier Projection Theorem

The 1-D FT of any projection go of f, can be considered as the projection
of a 2-D function G. Then the ensemble of all the FT.(g ) is the ensemble of all
the projections of the function G. In this case, it is possible to use the Cen
tral Slice Theorem which is again true with the IFT for the kind of functions
considered. Then, the ensemble of the g„ (i.e.g) is the 2-D IFT of G

g = IFT2(G) (16)

or

G = FT2(g) (17)

and

FTj(ge) =4'lj0(FT2(g)) (18)
where^J ' is the central profile of^j' at angle 9. The 1-D FT of a central
slice of g is equal to the projection at the same angle of the 2-D FT of g ;
this is analogous to the reciprocal theorem of the Central Slice Theorem. By
superimposition of the extensions of all the FT.(g_), we obtain

SoFTjCgQ) =SoSfj Q(FT2(g)) = i Sf'jOFT^g) (19)
i,e^—2v&" is>|

SoFTjCg^ = |ij.FT2(f) (20)

FT (f) =af* .FT (g) (21)

with

It follows that

or

FT2 =*>f ]0 FT^Sf' j (22)
This equation, considered as fundamental, shows that the inverse opera

tion of the parallel projection in the real domain is the similar projection in
the Fourier domain.

Other Analytical Techniques

The technique described by Radon is theoretically equivalent to the
preceding algorithms. Others techniques 22,23? difficult to use in practice,
will not be considered here.
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* CIRCLE

FIG. 2 - Fan-beam projections. One can see the path of integration for the
fan-beam reconstruction of the point (r,0) and the corresponding circular
path of integration for the parallel reconstruction of the same point.
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Fan-Beam Projections

In this section, oblique rectilinear projections, convergent or divergent
from the point source, are considered. Techniques similar to those described for
the parallel projections can be implemented, but,due to the complexity of the
equations,their use is not easy. Figure 2 illustrates the integration path for
these fan-beam projections which can be compared to the circular path described
for the parallel projections.

It seems to be more interesting to transform the data in order to come
back to the parallel case 24,zi^

Consider the general case of the fan-beam projections with the projection
of the point source at the distance rQ of the projection of the rotation center.
Then, any projection g0 at the distance D of the point source can be written in
polar coordinates.^ .^

D. (r-r'.cos(0'-O))-(r-ro).r' .sin(0'-0)ge(r) = g(r,0) =\ |f(r',0').5

o -=o

|/D2+(r-r0)2
r'.dr'.d©'

(23)

where the numerator of the expression within brackets is the equation of the
oblique line passing through (r,9) and the point source

D. (r-r'.cos(9'-9))-(r-r0).r'.sin(9'-0) =0 (24)

The denominator|(D2+(r-r0) is introduced to normalize 6 to unit density.
Then, if we define

equation (24) gives

Since

COS^ =yD2+(r-r0)2

sinf
r-rr

|D2+(r-r0)2

r.cos*f'-r'.cos(f+0-0') = 0

(3 = r. cosj0'

(25)

(26)

(27)

(28)

(29)

the substitution in (27) yields

P-r' .cos(f-0') = 0 (30)

hich is the equation of a straight line passing through (fAP) where the varia-
les are (r',0'). L

wh

b

Therefore, equation (23) can be written
rfiff°°

g (r,0) = f(r\0').6(£-r'.CGs<Jf-0')).|r'|.dr'.d0' =g(p,^) (31)

The transformed projection picture g is a function of (f j^P) which results
from the transformation of g defined by the equations (25), (2b), (28) and (29),
and lies within the point source circle. Due to equation (31), all the preceding
parallel algorithms can be used to fan-beam projections in replacing g by g or
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FIG. 3 - Transformation of fan-beam projections into parallel projections,
The arrows show the circular distorsion of each fan-beam projection.
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FIG. 4 - Oblique sections in the real domain are defined by three parameters : the angle of obliquity a, the
rotation angle 0, and the distance d between the rotation axis and the intersection of the oblique plane of the
reference transverse plane (xOy).



FIG. 5 - Frontal (B) and sagittal (A) sections are parallel to the rotation
axis (Oz) and only defined by their distance d to this axis.
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g^ To perform this transformation, each projection at the center of rotation is
distorted circularly : the resulting circle passes through the center of rota
tion, is tangent to the point source circle and its diameter is equal to the
radius d of the point source circle (Fig. 3). This radius d is only useful to
the knowledge of the final dilation or contraction factor (D/d) for the recons
tructed picture.

This transformation allows to avoid the problem of incomplete projections26
when the field of the scintillation camera is small or the organ examined
is large, using a divergent collimator. With a large field scintillation camera,
this transformation is mainly useful to convergent collimators. With usual con
vergent or divergent collimators, it is necessary to modify the preceding equa
tions to take into account their conical geometry.

PLANE OBLIQUE SECTIONS

Using the techniques previously described, we can obtain theoretically the
3-D object by direct reconstruction. Thus we can also obtain any section of this
object. Here, we only consider the plane oblique sections which are clinically
interesting.

Consider a 3-D object f(x,y,z). Let (Oz) be the rotation axis and (Ox) the
axis of the initial data collection, then an oblique section can be defined by
the following three parameters (Fig. 4) : the angle of obliquity a, the rotation
angle 0 and the distance d between the rotation axis and the intersection of the
oblique plane and of the reference transverse plane (xOy).

Two particular cases are interesting : frontal and sagittal sections (Fig.
5). Usually, a frontal section is a section parallel to an anterior or posterior
face of the human body and a sagittal section is a section parallel to a right
or left profile of the human body. By extension, if the beginning of the data
collection corresponds to an anterior or posterior face, one obtains an oblique
frontal section when the angle 0 is equal to zero (Fig. 5-B). An oblique sagit
tal section corresponds to an angle 0 equal to 90 degrees (Fig. 5-A). These
sections are then only defined by two parameters : the obliquity a and the dis
tance d. If a is equal to zero, one obtains the conventional frontal and sagit
tal sections which are only defined by their distance to the rotation axis.

Fundamental Equations

To simplify, one can,for example^consider the case of any oblique frontal
section with an obliquity a and at a distance d of the rotation axis (Oz) in
the reference plane (xOy). All other cases can be deduced from this case by ro
tation around the rotation axis. This oblique frontal section is defined by

y = d+z.tg a (32)

for all x and with a ± tt/2 + k.rr(k = 0, ± 1, ± 2,. ..).

One can define a new system of reference axes from the section of inte
rest. For example, the center of the new axes is the point 0', projection of the
reference center 0 on the plane section. The new axes are (0'x) (since it is a
frontal section) and (0'<r) (Fig. 6-A). The variable T depends on y and z accor
ding to

-224-



B

FIG. 6 - Frontal oblique sections : definition of a new real axis (O'er' )
(diagram A) and the corresponding new axis (On) in the Fourier domain (dia
gram B) .
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<T"= y. sina+z.cosa

or, using (32)

cf= d.sina+z/cosa

Then, z and y can be expressed as functions of Cf', x and d

z = (tf'-d. sinct) .coset

y = d + P'-d.sina).sina

(33)

(34)

(35)

(36)

Consider the 3-D FT AW^.V ,\>z) of a 3-D object f. The 3-D IFT of A at the
point (X,Y,Z) i£ ^+_o0

f(X,Y,Z) =I
-» -» -°°

Using (35) and (36), we get

f(X

A(Vx,Vy,Vz).exp(2iTT.(Vx.X+V.Y+V.Z)).dVx.dV .dVz

V .Y+v'.Z = V .d+(o~-d. sina) .(V .sinaW .cosa)
y z y y z

Consider the new frequency variable u, defined by (Fig. 6-B)

M = "V .sina+"^ .cosa
y z

Then equation (37) can be written

,Y,Z) =fd(X,cr) =1 A(-x,Vy,M).exp(2iiT. (Vx.X+V.d+(<T-d.sina).M)
.|j l.d-J .dv> .du
I I x y

.-xi --=<> .-•x>

(37)

(38)

(39)

(40)

where J denotes the Jacobian determinant obtained when the variables (>?x,Vv,Vz)
are changed into (V ,y ,n) so that |j | = l/|cosa |. Thus

V«>, H^X ,-7.00

x' y'

fd(x*0 = A(^,V ,u).exp(2iTT.^ .d).dV
x' y' ^ y y

* .exp(2in. (Vx.X+(<T-d. sina) .u)) .dV^.dp

IFT, .(A)(V ,u;d).exp(2iTT. Wv.X+(5'-d.sina)).dV du
y

(41)

where IFT .(A) ("v> ,u5d) denotes the 1-D Fourier transform of A with respect to
-0 , at the' ypoint (-V ,u) and depending on the parameter d. This can be written

fd(x.O = r-IFTocosa I IFTl,Vy(A)(^x'M;d) (x,cT-d. sina)

where the 2-D IFT is calculated over the variables-J and u.

(42)

An interpretation of equation (42) can be given : the 2-D FT of the sec
tion is obtained by projection of the 3-D FT of the object on a plane section
(•s/y3u) in the Fourier domain. This projection is parallel to the plane (VyO^)
ana weighted by the adequate Fourier coefficients (IFT,,»). The projection plane
(^ Ou) is the corresponding section in the Fourier domain of the section
(x6V), and the central frequency plane has the same obliquity as the correspon
ding real plane (Fig. 7).

We leave the equation (42) in this general expression but it will be
transformed later. However, some examples of its use can be given for two parti
cular cases.
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FIG. 7 - Projection of a central slice (90*VZ) in the Fourier domain on the
Fourier oblique plane (-^Ou). The projection represented by arrows is paral
lel to the plane (VyOVz) and perpendicular to the Fourier oblique plane.
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Particular Cases

To calculate (42), it is not necessary to know A explicitly. For example,
if the ensemble of all the central slices containing the axis (OV ) are known,
thus A is also known. Consider such a central slice A ; its 3-D extension (see
Appendix I) is defined in cylindrical coordinates by

II 2 ~
A(V,V) =A(V,Cp,Vz).6e(vf) with N> =px +V (43)

and, by superimposition of all the extensions (see Appendix I), we get

^ 1
SoA = —T.A

Then

IFT,^ (A)(-Vx,M;d) = IFTj (|->> |.SoA )W ,u; d)
5 y ' y

= SoIFTj (|^|.A )Wx,w;d)
' y

and a straightforward calculation gives

IFTj (h>|.Ae)(^x,u;d) = BQ aWx,u).exp(2iTT.^x.d.tg 0)
' y

with

Be.a(^> •
V x

COS0

'Vi

"Jx u-^y-tg 0.sina

cos 0 cos a

(44)

(45)

(46)

(47)

where B, -V |.AeH,^z) on the plane (VxOu) . Therefore,
IFTj.^ (f-V|.A0) is the projection of\-<J\.'kg(^/,m^z) weighted by exp(2irr.Vx.d. tg 0) ,

y the plane (VxOu).on

Another particular case occurs when d and a are equal to zero. Then (42)
yields

fd(X,Z) = IFT2 (48)CU(-v5v,V).dvJ(x,z)
This equation shows that each central slice of f containing the Eotation axis
can be obtained by the 2-D IFT of the projection of A on the central plane con
taining the corresponding axis (0"v*z) with the same rotation angle in the Fourier
domain. We recognize there the reciprocal theorem of the Central Slice Theorem.
The 3-D reconstruction equations with parallel projections are nothing else but
particular cases of the equation (42), due to the preferenced rotation axis.

DETECTOR AND NOISE

An important distortion in the 3-D reconstruction is introduced by the
spatial resolution of the scintillation camera. In fact, the different adjacent
transverse sections are not independent in spite of the theory. The theoretical
2-D reconstruction algorithms must be modified and extended to three dimensions.
The reconstruction of one section must use all the informations contained in the
field of the scintillation camera. The problem of noisy data also introduces the
same constraint. Therefore, it is necessary to perform a resolution correction
and a noise filtering. The entire system of detection is assumed to be shift-
invariant, that is completely characterized by a unique point-spread function
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(PSF). This hypothesis gives good results in practice though wrong for a scin
tillation camera.

This PSF is different from the PSF of the motionless collimator and can be

estimated from the 3-D reconstruction of a revolving point source. Thus, one
also takes into account the loss of resolution due to the algorithms used. This
PSF is then characteristic of the rotating system and of the analytical techni
ques of reconstruction. In the general case, this function is approximately an
ellipsoid.

The use of a filter h allows to perform simultaneously the resolution cor
rection and noise filtering. Consider now the modifications introduced by this
filter in the fundamental equations.

Transverse Sections

Consider A the 3-D FT of an object f. A transverse section can be defined
by

z = Z for all x and y (49)

then, as for the oblique sections, the 3-D IFT of A passing through (X,Y,Zn) is

f(X,Y,Z ) = ^x'^v'^J •exp (2iTT.Vz.zo)dVz
y z

.exp (2iTT("vx.X+'V Y) ).d^x. dV

IFT2(IFT, v (A)Nx,Vy;Z0)) (50)

Be H the 3-D FT of a filter h. As h is assumed to be circularly symmetric
around the rotation axis (Oz), it is the same for H around the axis (0VZ).

H(Vx,Vy,Vz) =H(-V,VZ) withV =px2+Vy2 (51)

In this case, the result of the reconstruction is not f but f convolved
with h. Replacing A by the product of H and the 3-D FT of f in equation (50)
yields

A(^,VZ) = H(~V,Vz).FT3(f)(-V,4\Vz) (52)

Thus, the central slice A0 can be written

AQ(^,VZ) = H<S>,Vz).FT3(f)N,9,Vz) (53)

and, according to the Central Slice Theorem, it follows that

AeW,Vz) = H(V,Vz).FT2(ge)(-J,Vz) (54)

Then, using (44) and (54) in (50) we get
+oo

IFT1>V (|V|.A0)W,9;Zo) =|V|. Ae(V,Vz).exp(2in.^z.Zo).dV
jx, r*' yJO

=M-i ( j 1ge(r,z).exp(-2in. (V.r+vz.z)).dr.dzj.H(V,Vz).exp(
=JV j. j {j[ J^ H(^,V'Z). exp (2iTT.Vz. (Z0-z)) .dVzj .g0 (r, z) .exp ^in.V. r) .dr. d
=|Vj.( fIFTlV (H)(y;Z0-z).ge(r,z).exp(-2in.V.r).dr.dz

2iTT.Vz.Z0).dVz

z

Assuming that H can be separated in two 1-D functions H, and H2, so that
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HW,VZ) = Hj^).^^) (56)

equation (55) can be written ^ ^

IFT, v (h>|.A0)(-i»,e;Zo) =|̂ |.Hj^).\ llFTj^ (H2)(Z0-z).ge(r,z).exp(-2in.V.r)^r.dz
=|V|.Hj(^). 1^ ;z:ge)(r;Z0).exp(-2iTT.V.r).dr

where " denotes the 1-D convolution with respect to z and h9 is the 1-D IFT of
H2. Equation (57) gives also

IFTljV (|-v)|.Ae)(V,9;Z0) =FT^OiJ «(h2« g0))(V,Zo) (58)
where hj = IFT, (|~0| .H,) and where £ denotes the 1-D convolution with respect to
r. Equation (58) shows that, first gg 2 h2 is calculated at the points (r;ZQ)(r
variable) and afterwards the 1-D result is convolved with hj. The final line
obtained, taken as a 1-D projection, is then treated by the usual 2-D techniques.

These results can be considered as a starting point to implement other
techniques in the Fourier or in the real domains.

Oblique Sections

The filter h shotild be introduced in the general expressions written for
the plane oblique sections. Equations (51) to (54) obtained for transverse sec
tions can be used without modification. The B0 a defined in (46) and (47) can
be interpreted as the weighted projection of the 2-D FT of the 2-D convolution
of g0 and h' (with FT2(h') =h>|.H).

The equivalence of the back-projection in the real domain and the projec
tion weighted by 1/|"\>I in the Fourier domain, allows to smear g0"h' with the
shift defined by oa.sin0- Therefore, to obtain the section of interest, we su
perpose the values at the intersections between the (x0'<^ ) plane and the back-
projection of each projection.

From the fundamental equations of the oblique sections and from particular
cases, different algorithms have been deduced in the Fourier and in the real do
mains without reconstruction of the 3-D FT of the object.

For example, the equations can be simplified in using 2-D techniques. In
this case, each oblique plane can be considered as an ensemble of parallel lines
at different levels ZQ. Thus, the problem is limited to the reconstruction of ^
any line of a 2-D object. The algorithms defined by equation (50) or subsequent
equations as (58), were first used to reconstruct a single line contained in the
oblique plane of each transverse section. This technique assumes the separabili
ty of the variables in the frequency filter.

A faster but less accurate technique which neglects the resolution of the
system, requires the computation of each line of interest of each transverse sec
tion. Then, a 1-D filter is applied to each line and, after the construction of
the oblique plane, another filter is used along the (Oz) axis. This technique, in
spite of its approximations, gives good results.

These two techniques reconstruct the plane oblique section projected along
the (Oz) axis, that is with an angle of view (tt/2-o) whereas the sections re
constructed by the general techniques are seen with a maximum angle of view
(Tr/2+a). Thus, the simplified techniques are only efficient to detect defects
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FIG. 8 - 3-D real response function represented by two Gaussian functions in the (xOy) and (rOz) planes.



I
to

w

to

I

FIG. 9

gure 8

- 3-D Wiener filter in the Fourier domain obtained with the two Gaussian functions of the fi-



when their projections on the (Oz) axis, are well separated. Their major inte
rest, compared to the general techniques, is to divide by 5 to 10 the computa
tion time. They are useful when a is quite different from tt/2.

In practice, the resolution correction and the noise filtering are done
using a Wiener filter27 approximating the PSF by a product of two gaussian
functions, the first along the rotation axis, the second in the rotation plane
(Fig. 8). The figure 9 shows the corresponding filter used for the reconstruc
tion.

RESULTS

Radioactive Phantom

To study the phantoms, we use a small rotating plate (1 turn/minute) placed
in front of the scintillation camera ; its rotation axis being located at a dis
tance of 20 cm to 30 cm from the collimator. To determine the true position of
the rotation axis, it is necessary to collect the data from a rotating point
source. To position the sections accurately one or more standard scintigrams
are acquired.

The object was a Perspex box filled with 2,300 cm3 of a solution containing
1 mCi of 99mTc. Three rectangular parallelepipeds (PI, P2, P3) filled with water
were placed inside this box. The dimensions of their square base are : 4 cm (PI),
3.2 cm (P2)and 2.5 cm (P3)(Fig. 10). The rotation axis is placed 5 mm behind and
2 mm to the left of PI.

Two conventional scintigrams (200,000 counts) were performed with the
Searle gamma camera (Fig. II) in the initial position (A) and after a rotation
of 180 degrees (B). From the list mode acquisition performed with the same ca
mera, 33,000 counts (120 seconds) were used to reconstruct the transverse sec

tions, of thickness 2.5 cm, of the picture 12-A and all the other sections of
the figures 12 and 13 are reconstructed from the same 58,000 counts (60 seconds).

We think that the results obtained indicate that the rotation axis was not

exactly parallel to the collimator face but that this fact did not introduced
a major distortion.

The computation time for all these pictures varies from 2 to 10 minutes
with the Univac 1106 for a 128x 128 matrix and a pixel size of 1.9 mm X 1.9 mm.

Clinical Studies

For the clinical studies, we modified an old rotating chair used in tomo-
radiology, to get a rotation speed of one turn per second to two turns per mi
nute. We built a removable arm support to avoid tiring the patient too much.
We have mainly studied livers because this kind of organ leads to the major
problems in 3-D reconstruction due to the internal absorption and the respira
tory motions. For the liver examination, the patient is sitting approximately
at 50 cm in front of the collimator face to prevent his knees from touching
the camera. This produces a significant loss of resolution (cf. Fig. 14, 16 and
18). The center of rotation is determined by means of a rotating point source
and one or more classical images are recorded in order to position the sections.
The tomographic record is performed by the Toshiba camera and 500,000 to
2,000,000 counts are collected in a maximum time of 10 minutes.

-233-



to

OJ

I

oo
m

s s s

L_I

r~T

T
° c in
!2 *" <=> io

oo

»•-

I r32 i

h2H ^41

I

U-ii

220-

200-

1

40 —i W25—i I |

h r30~i '

m

CM

o

—f-rL
1—•»

B

1
m

(O

LJ

FIG. 10 - Diagram of the radioactive phantom used : 3-D view of the phantom (A), superior view (B), and ante
rior view (C). The rotation axis is represented by a cross (B) or a dashed line (A,C). Distances are given in
millimeters.









We show the results obtained with a rotation speed of two turns per minute
in the case of three patients having respectively : a sub-normal liver, a cirrho
sis and a hepatic cyst.

The first patient is a 23-year-old male with an osteosarcoma of the right
shoulder, a small hepatomegalia and no other hepatic disease. Figure 14 shows
the standard scintigrams. On the anterior view obtained under the conditions of
the tomographic examination, the loss of resolution and the different aspect of
the liver due to the sitting position, are appearant (Fig. 14—C).

A transverse section (30,000 counts) of 1.35 cm thickness passes through
the upper part of the liver (Fig. 15-A). We mainly see the right lobe and a
small part of the top of the spleen. Another transverse section (50,000 counts)
of 1.35 cm thickness passes through the middle part of the liver and crosses the
spleen in its upper third (Fig. 15-B). The distance between these two transverse
sections is 2.2 cm. A frontal section (80,000 counts) at 1 cm behind the rota
tion axis which passes near the posterior edge of the sharp end of the liver
left lobe crosses the medium part of the right lobe (on the right) and the an
terior part of the spleen (on the left) (Fig. 15-C). A sagittal section (90,000
counts) at 7 cm to the right of the rotation axis, passes through the medium
part of the right lobe (Fig. 15-E). Another sagittal section (90,000 counts) at
7 cm to the left of the rotation axis passes through the medium part of the
spleen (Fig. 15-F). The estimated height of the spleen is 15 cm and the estima
ted antero-posterior width is 7 cm. The patient seems to present a small spleno-
megalia.

The second patient is a 38-year-old female with a biliary cirrhosis secon
dary to angiocholitic infections with portal hypertension and ascitis. Figure
16 shows the standard images.

All the sections of the figure 17 result from 70,000 counts recorded in 30
seconds. A frontal section passes through the rotation axis which is behind the
left end of the left lobe and crosses the medium part of the right lobe (on the
right) and the anterior part of the spleen (on the left) (Fig. 17-A). Another
frontal section at 5.4 cm behind the rotation axis shows clearly the splenomega-
lia (on the left) : 20 cm height and 7 cm width, and the posterior part of the
right lobe (on the right)(Fig. 17-B). This picture shows a radioactive region in
its medium and upper part. This is probably the anterior curvature of the dorsal
spine which presents a pathological radioactive uptake. A sagittal section pas
ses through the rotation axis (Fig. 17—C). The left lobe of the liver is on the
left and we can see, on the right, a radioactive area which probably corresponds
to the radioactive spinal uptake. A second sagittal section at 5.4 cm on the
right of the rotation axis passes through the right lobe in its medium part (Fig.
17-D). A third sagittal section at 5.4 cm on the left of the rotation axis passes
through the medium part of the spleen (24 cm height and 11 cm width)(Fig. 17-E)

The third patient is a 35-year-old female with a hepatic cyst in the poste-
ro-superior part of the right lobe. Figure 18 shows the standard scintigrams.
The picture 18-D is the posterior view obtained under the conditions of the to
mographic examination using the Toshiba camera. The other scintigrams have been
obtained using the CGR camera. The cyst is appearant on the pictures B and C.

A transverse section (80,000 counts/4 minutes) of 1.35 cm thickness in the
upper part of the liver gives a picture which is difficult to interpret because
of the rather complicated structure of this liver (Fig. 19-A). After the surgi
cal operation, we found that the cyst had a diameter of 8 to tO cm and that two
thirds of it was into the upper posterior part of the right lobe. This cyst
seems to us smaller in the classical images than in this section. It is even
not visible in the anterior view in spite of its large volume. Moreover, we see
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the top of the spleen at the bottom. The sections C to H (170,000 counts/60 se
conds) are all parallel to the rotation axis. A frontal section at 4.3 cm be
hind the rotation axis, passes through the cyst. The thin normal lateral part
of the liver is on the right and the cyst is seen as a defect in the middle of
the right lobe (Fig. 19-C). A sagittal section passes at 4.3 cm on the right of
the rotation axis. The cyst is at the posterior part of the right lobe (on the
right)(Fig. 19-D). On the two pictures C and D, the cyst cannot be seen clear
ly. To see it, different sections with a rotation angle of 60° with respect to
the initial position were used : one section passes through the rotation axis
and through the posterior part of the cyst (Fig. 19-H). Two other sections pass
also through the cyst at a more inferior part (Fig. 19-F, G) and the last sec
tion passes through the anterior normal part of the liver (Fig. 19-E). Here we
clearly see the cyst as a defect in the right lobe. For all the pictures of
this figure, the cut-off frequencies of the Wiener filters used are twice as
much as the cut-off frequencies of the filters used for the sections obtained
from the other patients.

The computation time of each clinical section presented varies from 4 to 10
minutes on the Univac 110b foi a final matrix 128 x 128 and a pixel size of 2.7
mm x 2.7 mm.

CONCLUSIONS

Our studies with radioactive phantoms and patients demonstrate the clinical
interest of emission tomography using a standard scintillation camera. However,
various practical problems are still not completely solved :

1 - The device can be improved through the use of a special collimator with
a good depth resolution and by construction of a system with continuous rota
tion of the camera.

2 - The computation time varies according to the techniques used between 2
and 60 minutes on the Univac 1106. In order to use such techniques routinely,
an array processor, for example, would be necessary to divide the computation
time by 10 to 100. Moreover, with a very large core memory it is possible to
reconstruct the full 3-D object with a similar computation time.

3 — We presently study the problem of the internal absorption correction
but it is obvious that only clinical studies will tell us if such a correction,
which consists in adding the values of opposite projections, is of practical
interest. Our results show that the problem of the internal absorption seems
to be less crucial than it was foreseen.

4 - If the organ motions are very important, it is possible to record a
physiological signal allowing to put the section of interest in the right posi
tion when it moves in the field of view of the camera. The transverse section

considered must remain in the field of view during such motions.
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APPENDIX I

2-D Extension of a 1-D Function

A 2-D function can be defined, in polar coordinates, for example when a
1-D function g is placed along a line passing through the center of the refe
rence axes with an angle 9Q. This is equivalent to surround g with zeros in the
2-D space, 9Q being the angle between g and the reference axis. This new 2-D
function is denoted gQ and called "2-D extension" (by abbreviation "extensioit1)
of g o

gQ (r,9) = g(r) if 9 = 90
^ ° (59)
&90(r>Q) = ° if e * e0

This can be written
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g (r,0) = g(r).6 (9) (60)
eo e0

where 6a is the Dirac's distribution.
yo

Superposition Principle

Let f represent a 2-D function. In cartesian coordinates, we can write
l*CKf 1-OG

f(x,y) = f(x',y*).6(x-x',y-y').dx'.dy' (6l)

In polar coordinates, we get

f(r,9) =\ I f(r',9').&(r-r',9-9').r'.dr,.d9' (62)
o -iC> f "j\

f(r,9) =|r |. f(r,9').&(9-9').d9' (63)

This equation means that the density of 6(9-9') with respect to 9' is l/|r|.
It is also the equation of the central slice of f for an angle 9, which may
be written

f (r) = f(r,9)for a fixed 9 and r variable (64)
0

The extension, for an angle 9Q, of a central slice,,for 9', is a 2-D func
tion

(fQl)9 (r,9) = f(r,0').60j9) (65)
-e"e„v''"' ^'" ' eo'

If 0_ = 0', we get the extension with a simplified notation

fQ,(r,0) = f(r,9').&0?(9) (66)

or

fof (r,9) = f(r,9') if 9 = 9'

, (6?)fQf (r,9) =0 if e ?* 9'

We call "superposition" of all these central slices, the addition, in the
proper position, of the extensions of the ensemble of the central slices. Then,
one obtains a new 2-D function called "superposed function" of f and denoted
Sofe

,.TT -TT

(Sof )(r,6) =( f,(r,0).d0' = f(r.e').6(0-0').d0' (68)
'b ''o

and, with (63)

(SofQ)(r,0) =-i-^.f(r,e) (69)
In other words, the superposition of all the central slices of a 2-D function
f gives a new 2-D function equal to the function f weighted by the inverse of
the module of the distance to the center l/|r|. That is

s°fe=|7T-f (70)
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2-D Repetition of a 1-D Function

Placing a 1-D function g into the 2-D space (extension of g for 0Q) and
repeating this function parallely to itself (angle 0Q), we can generate another
2-D function. This "2-D repetition" (by abbreviation "repetition") of g is de
noted g and defined by

gQ (r,e) = g(r').6(r'-r.cos(0-0o)).dr' = g(r.cos(0-0o)) (71)
Ho

The direct relation between the notions of repetition and extension will be
emphasised in the next paragraph.

As for the extension, we can define the repetition, for an angle 0O, of a
central slice for 0' by __

("° r(f0,)Qo(r,9) = f0.(r').6(r,-r.cos(9-0o)).dr' = f(r',9').5(r'-r.cos(9-90)).dr'
J j (72)

If 9 = 9', we get the repetition with a simplified notation

f0'(r,9) = f(r',0').6(r'-r.cos(9-9')).dr' (73)

2-D FT of a 1-D Function

Let g be a 1-D function and g its 2-D extension for 90. Then, the 2-D FT
of this extension is °

IT rM
FT2(gQ )(^,f) = ( ( gQ (r,9).exp(-2iTT.-^.r.cos(9-T')).|r|.dr.d9

TT ,rX'

g(r) .50 (9) .exp (-2itt.^. r. cos (0-f)) .|r|. dr. d9
o

( 69o(9).exp(-2iTT.v'.r.cos(0-4:')).d0J.g(r). rl .dr (74)
O JcO

O

and, according to (63) where 6_ (0) has the density l/|r| with respect to 0
o

1

/toO©0

FT2(g9o(^,f) = -^j.exp(-2iTT.V.r.cos(e0-(p)).g(r).|r|.dr

g(r).exp(-2iiT.-v.r.cos(0o-f)).dr (75)

FT2(gQ )(^,f) = FT](g)(^.cos(0o-(f>)) (76)
Or r\,

This equation means that the 2-D FT of a 1-D function placed along a central
line with an angle 0Q is equal to the repetition of the 1-D FT of this function,
parallely to the line with an angle 0Q. Thus, equation (74) can be written,
using the notation of the repetition

FT2(ga ) = (FT,(g))e (77)

The relation is still good for the inverse FT.

Equation (77) shows clearly the direct relation between the notions of ex
tension and repetition. Indeed, it is a consequence of the fundamental property
of the Dirac's distribution : the FT of 6 is equal to the unit function.

The four notions defined in this Appendix can be similarly expressed in
three dimensions. The equations are quite similar using cylindrical coordinates
instead of polar coordinates and g(r,z) and f(r,z) instead of g(r) and f(r).
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The "3-D extension" and "3-D repetition" of a 2-D function are still called "ex
tension" and "repetition" without mention of the final dimension. The proper
ties of the superposition and of the 3-D FT of a 2-D function are identical to
those in two dimensions.

APPENDIX II

Consider the superposition of the repetitions (cf. Appendix I) of the cen
tral slices of the projection picture g of f. Then, one obtains a new 2-D func
tion called "back-projected" function of g and denoted Sog0

(SogQ)(R,y) = ge(R,y).d0 (78)

and, using (73)

(Soge)(R,y) = g(r,6).6(r-R.cos Or-e)).dr.de (79)

TT .po

?> -[ J
10.1:

JT ,p0
(SogQ) (R,f) = i lg(r,e)._l_.6(r-R.cos(«T-e)).|r|.dr.de (80)

•>0 UKy 1r j
TT ,.pc ' I

(Soge)(R,y) =( ( g(r,0).6(r2-r.R.cosCt-0)).|r|.dr.d0 (81)
Jo ,_Lo

Equation (81) shows that the back-projected function of g can be obtai
ned by a weighted integration along the circle

r.R.cos(f-0) = 0 (82)

with (r,0) variable and (R,^) fixed. According to (80), it is obvious that the
distribution 6 of the equation (81) has a density l/|r| with respect to r and
1/Ir| with respect to r and 0. As the right side of the equations (81) and (13)
are identical, it is a proof for equation (12), which is the same equation as
(81). Therefore it is a proof of the rigorous equivalence of the back-projec
tion and the circularization techniques. Moreover, it can be shown that the
equation (79) allows to obtain the equations (7), (8), (9), (14), (15) directly.
Using the property of the FT of the unit function of being equal to 6, and re
placing h by Sog0 in the equation (79) it follows that

'TT'*3° / !V°° 1h(R,V) =J jg(r,0). exp(-2iTT.V.(r-R.cos(H-0))).dVj.dr.d0 (83)

tt /*, ^
h(R/+) =(( I I g(r,0).exp(-2iTT.">).r).dr j.exp(2iTT.^.R. cosCf-0) .d\>.d0 (84)

The integral between brackets is equal to FT.(g0)(-\)) and, due to :the Central
Slice Theorem, it is also equal to FT2 (f) (->),0) . Thus

h(R,y) = IFT2(-L-.FT2(f))(R,T) (85)

or

h=j-ppf (86)

A straightforward practical technique can be deduced from these equations :
the events of the sequential acquisition are placed to their respective posi
tions to form the picture g/|r| , then the circularization in the picture g is
performed and the deconvolution by|r| is done with an appropriate filter in the
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real or in the Fourier domains. The way the equations (83) to (86) have been
obtained gives an easy way to prove the fundamental formulas of the 2-D recons
truction. Though the proofs are not so simple, the notions of the Appendix I
will be preferred to clearly show the fundamental principles of the 2-D recons
truction.

DISCUSSION:

For the discussion Todd-Pokropek assisted Berche by acting as inter
preter.

Goris asked why the centers of the reconstructed images of the liver were
hotter than the surrounding regions, since one would have expected them to
appear colder due to attenuation. Berche replied that Wiener filtering had
the effect of reducing the edges and bringing out the central region.

Berche told Oppenheim that only one slice of the object was reconstructed
at a time, rather than the entire three-dimensional object. Oppenheim asked
how superimposed out-of-plane information was removed from an oblique slice.
Berche responded that this was handled by the method of direct projection in
the Fourier domain. Berche informed Erbsmann that the resolution of the
technique was approximately 2 to 2.5 cm.

Metz asked if the Wiener filter was a filter which minimized some squared
difference criterion, and Berche said that it was, with reprocessing of white
noise. Metz wondered how the filter was chosen when with clinical data one
does not know what one is trying to fit, and Berche responded that the filter
was chosen empirically from experimental results.

Rogers asked why data was collected in list mode rather than fast frame
mode, and Berche answered that this avoids the necessity to reconstitute frames
as separate projections, so that the process is continuous rather than dis
crete. Berche informed Soussaline that slice thickness is derived from that
value on the z-axis for which photons are kept, and is a purely statistical
criterion. The slice is infinitely thin for the frontal or sagittal orient
ation.

Kirch noted that the subject was far from the collimator, and Berche
said the chair would have to be redesigned to reduce this distance. Weisner
was told that the axis of rotation of the chair was aligned with the detector
face with a plumb line. The alignment did not appear to be very critical.

-251-



EMISSION TOMOGRAPHY WITH TIME-CODED APERTURES

Kenneth F. Koral, Ph.D., Glenn F. Knoll, Ph.D. and W. Leslie Rogers, Ph.D.
University of Michigan Medical Center, Ann Arbor, Michigan 48109

ABSTRACT

Two coded aperture geometries are under investigation at the University of
Michigan for in vivo imaging of single-photon-emitting radionuclides. The first
is a flat plate aperture used in conjunction with an Anger camera detector while
the second is a ring aperture employing a concentric ring of individual sodium
iodide detectors. In each case, the aperture transmission is time modulated in
a pseudorandom sequence; in the first instance by translation of the plate, and
in the second by rotation of the ring.

For purposes of tomographic reconstruction, use of a time modulated code
is significant in that the temporal correlation coefficients relating the ob
served count rate and the aperture transmission are directly proportional to
projection elements or ray sums.

In the flat plate geometry, the source distribution is incompletely sampled
in angle and reconstructions are made as longitudinal tomograms. Previously,
these have been generated by additive back-projection. More recently, matrix
inversion, image stripping and ART have been employed to eliminate the out-of-
focus background from inferior and superior planes. Best results to date have
been obtained with a true 3-dimensional form of ART. This algorithm produces
qualitatively correct images of phantoms, and tomograms of patient thyroids
which are consistent with conventional radionuclide images and ultrasound eval

uation.

By virtue of its circular geometry, the ring aperture is capable of yield
ing transverse section images using conventional Fourier or filtered back-pro
jection techniques. Additive back-projection images of simple source distribu
tions have been obtained with an early prototype equipped with three detector
elements. A full detector ring of over 60 detectors is now under construction.

INTRODUCTION

Application of coded apertures to imaging distributions of gamma-ray emit
ting radiotracers in nuclear medicine has been studied by a number of investi
gators for over 5 years (1). Coded apertures exhibit improved resolution,
single-to-noise ratio, and field of view compared to conventional apertures for
a number of imaging situations. One of the key features offered by coded aper
tures in the nuclear medicine application is a tomographic response, that is,
in-focus images may be reconstructed corresponding to a given depth in the
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object volume. In most reconstruction methods employed to date, however, out-
of focus information from overlying and underlying planes remains superimposed
on the in-focus image.giving reduced contrast and, in some instances, generating
artifacts. The above problem has severly limited the usefulness of coded aper
ture imaging in nuclear medicine. This investigation was undertaken specifical
ly to explore methods for removing the out-of-focus information from these im
ages. The scope was restricted to image reconstruction for a pseudorandom
time-modulated aperture which has been developed at the University of Michigan.

This aperture and its use in gamma-ray imaging is described more fully
elsewhere (2,3), however, the essential features of the aperture geometry are

illustrated in Figure 1 for a one-dimensional case. The lead aperture plate of
width W is divided into L segments of width w whose transmittance for the source
radiation is 1 or 0. Counts are recorded in the detector as a function of posi

tion as shown in Figure 1 which illustrates the case for one of the source vol
ume elements in the field-of-view.

Source Point

- Source

Aperture

Detector

Count Rate

Fig. 1. Illustration of one-di
mensional coded aperture with multi
element detector. During a different
time interval, another set of open

elements will be used and the same

source pcint will give rise to a dif
ferent count rate distribution in the

detector.

L

Qij = I
V=l

Jvj

Total measurement of time is divid

ed into L intervals. For each interval

the aperture code pattern is changed
and counts are subsequently recorded for
each of the detector elements. Raw data

consists then of the counts in the jth

detector element during the vth time

interval C-j-^, and the known transmit
tance of the ith aperture segment dur
ing the vth time interval, T±v. In this
work, the sequence of transmittances is
generated by cyclically permuting cer
tain pseudorandom binary strings (4,5)
in which each aperture segment describes
the same binary sequence but out of
phase with all other segments. This
means that a sequence of length L may be
used to modulate a total of L segments

of the aperture. These pseudorandom
strings exhibit peaked autocorrelation
functions with flat side lobes. This

property of the code makes it possible
to calculate the integral source

strength along a line seen by any detec
tor element through any aperture segment

by correlating the observed count rate
with the known aperture segment trans

mittance over the total measurement time

as shown in Equation 1.

-i+v

L

v=l
JVJ (1)

Qi- is just the projection element or ray integral along rays directed from the
jth detector element through the ith aperture segment. The constant m in Equa
tion 1 is the side-lobe-to-peak ratio of the code sequence employed, and sub
traction of this term completely removes the side lobes from the point response
function. This type of coded aperture has been experimentally realized in two
different geometries. The initial approach was to use a plane rectangular aper
ture with an Anger camera as the detector. The bulk of the work reported here
deals with image reconstruction techniques appropriate to this situation. More
recently, Knoll and Williams have described a time-coded ring aperture utilizing
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a ring of discrete detectors (6). Image reconstruction in ring geometry poses
a different set of problems from the flat-plate geometry and will be discussed
briefly in a later section.

TOMOGRAPHIC RECONSTRUCTION - PLANE APERTURE

Basic Considerations

Figure 2 illustrates the geometry for a hypothetical aperture using a code
of length L = 25 arranged in a 5 x 5 array. In practice, the transmission of
the aperture is modulated by translating a lead code plate in the aperture
plane. The coordinate information from the detector is digitized and the coded
image corresponding to each of the L intervals is stored as a 64 x 64 matrix
on magnetic disk. Calculation of correlation coefficients by Equation 1 yields
an array of 4,096 x L projection elements. It is this collection of projection
elements which characterizes the image reconstruction problem, and the fact
that they are derived from a time-coded aperture is not relevent except as the
technique influences the geometry and signal-to-noise ratio of the projection
elements. A point in the object volume will be described by a subset of these
projections contained in a pyramid shaped volume as sketched in Figure 2. The
angular range, 0, which these projections cover depends on the distance from
the source point to the aperture, A, on the size of the aperture and detector,
and on the lateral position of the object point. When the aperture is smaller
than the detector, 0 for distant on-axis points will be limited by the aperture
size. As the point approaches the aperture, 0 increases and the aperture shad
ow cast by the point expands until it exceeds the detector size. Now 0 is de
termined by the size of the detector. Also, as the object point approaches the

aperture, the sampling interval, A0, be-
Object Point

Aperture

tween adjacent projection elements in
creases. As the object point is moved
laterally such that the detector inter

cepts fewer rays, 0 is decreased.

Fig. 2. Two-dimensional aperture
shown approximately to scale of experi
mental aperture and Anger camera. A
few of the extreme projection elements,
Qij which intersect an object point a
distance A from the aperture are illus
trated. The angular range spanned by
these projection elements is indicated
by 0.

OBJECT

PROJECTIONS

FOURIER

VOLUME

Fig. 3. Relationship between set

of conical projections and region of
Fourier volume sampled.
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Given this subset of projection elements for rays intersecting the illus
trated object point and spanning an angular range 0, several methods may be em
ployed to reconstruct the intensity of this point. Before describing these,
however, limitations posed by this geometry will be examined.

Principal difficulty arises from the limited angular range of 0 which de
termines the region of the object's Fourier spectrum that is sampled. Con
sidering the projection theorem in three dimensions shows that a conical set
of rays will sample the Fourier volume over a spherical region with a
conical void as illustrated in Figure 3. This means that any attempt to unam
biguously reconstruct the object from noisy data is bound to meet with limited
success, and,in general, resolution perpendicular to the aperture is degraded
relative to that in planes parallel to the aperture. It should be noted that
the result will be object and orientation dependent as governed by the signifi
cance of the unsampled region of the object spectrum and the success of the re
construction method in recovering this unsampled data. This type of sampling
is peculiar to a time-coded planar aperture which yields information on indi
vidual projection elements. Stationary planar coded apertures such as the
Fresnel zone plate only sample the Fourier volume on a surface (7).

Combined with the incomplete sampling problem is the fact that measured
projection-element strength exhibits a strong angular dependence arising from
variations in solid angle as given in Equation 2:

J2 =aCos30.. \/(w-t tan0..)3 (w+t tan0..) . (2)
ij ij v ij x3

The term under the radical sign is an approximation for the open solid angle for
round holes of diameter w in an aperture plate of thickness t. Attenuation is
a factor of five between 0 and 40°.

In choosing a method to reconstruct the coded-aperture images it is neces
sary to consider the preceeding difficulties and document the sensitivity of
the reconstruction technique to them. Since the spatial resolution in the di
rection normal to the aperture is worse than in planes parallel to the aperture,
all reconstructions are longitudinal planes parallel to the aperture. Three
approaches were investigated for image reconstruction:

a) matrix inversion

b) image stripping

c) ART

In the sections that follow, each of these are described and representative re
sults are shown.

Matrix Inversion

This method, described by Chang and Macdonald (8) is illustrated in Figure
4. Rays from two point objects on the left are shown intercepting the detec
tor. Image reconstruction by back-projection and superposition of the projec
tion elements is shown to the right. For the centrally located source all rays
projected through the aperture intercept the detector and the superposition
image, Tj, may be written as the sum of convolutions of the object planes, Oi,
with the appropriate transfer functions Hij as shown. The superposition image
comes into focus in plane 1 and defocuses to form a scaled image of the aper
ture array in planes other than the focal plane. One of the.experimental prob
lems alluded to above is portrayed by the other source, denoted by an X, which
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is located toward the edge of the field of view. Some of the rays projected
through the aperture from this source miss the detector and the in-focus image
is reduced in intensity while the blur function is truncated.

OBJECT PLANES

<0i>

10i« HU + 02. H21

T2 - <>!• H12 + Oj. Hjj

SUPERPOSITION

IMA6E PLANES

(T.)

Fig. 4. Illustration
of matrix formulation of im

age reconstruction.

Under the assumption that:

a) the aperture holes can be approximated by 6 functions,

b) the object consists of discrete planes,

c) and the system transfer function is invariant under translation, i.e.
that all of the aperture elements project onto the detector and varia
tions of solid angle with source translation can be ignored,

the transfer function, following Changls development may be written as:

J 1 l

+ M..r, )) (3)

where M.
ij

A.-A.

determines the scale of the transfer function and Aa/A^ determines the displace
ment. If the equations for T^ are Fourier transformed, the convolution opera
tion is replaced by a product of the object spectrum with the MTF, and the ob
ject spectrum may be solved for by matrix inversion. An inverse transform
gives the object distribution.

The determinant involved in the matrix inversion is always 0 at the origin
which means that the d.c. level of the result is indeterminant. In all figures
presented herein, the images are biased so that the most negative point is 0
with the justification that negative strengths are unphysical. The determinant
for the 6-function H's of equation 3 increased steadily for spatial frequen
cies above 0. When transfer functions were used which accounted for the finite

aperture hole size, the determinant exhibited oscillations.

Figures 5 and 6 illustrate reconstructions obtained from simulated data for

a noise-free point source and one-dimensional geometry. For this simulation and
those that follow, the projections are limited to a plane by the one-dimensional
geometry. Scale factors were chosen for the simulation to correspond to the
experimental geometry so that the detector is 25 cm wide and 15 cm from the
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aperture which is in turn 3.9 cm wide with 3.6 mm aperture elements. Solid
angle factors were neglected in both the data simulation and the reconstruction.
Figure 5 illustrates the effect of finite aperture hole size. The right-hand
column is a perfect reconstruction of a point source in plane 3 and was obtained
by using a transfer function for a finite sized aperture hole. If the 6 func
tion Hj_4 of Equation 3 is employed, the results are those illustrated in the
center column which show an undershoot in plane 1 and significant activity in

plane 2. The left-hand column shows the superposition images, T. . Figure 6

RECONSTRUCTION OF A SIMULATED POINT SOURCE IN PLANE 3 BY MATRIX INVERSION

SUPERPOSITION IMAGES (til •RECONSTRUCTED OBJECT PLANES (°i>

• ..•••••.•••••

RECONSTRUCTION OF A SIMULATED POINT SOURCE BETWEEN PLANES 1 AND 2 BY MATRIX INVERSION

SUPERPOSITION INA6ES Ci> -RECONSTRUCTED OBJECT PLANES (°i>

A

•A-A.

PLANE 1

12.2 ca)

Fig. 5. Illustration

of the sensitivity of the re

construction to the assumed

size of the aperture holes for
a one-dimensional aperture.

Noise-free data was simulated

for 3.6 mm aperture holes.

PLANE 3

(3.3 c|

PLANE 1

(2.2 e»)

Fig. 6. Illustration of

the sensitivity of reconstruc

tion to assumed size of the

aperture holes when the source

is not confined to one of the

object planes. Reconstruction
using the actual transfer

function with the inconsistent

data causes oscillation. As in

Figure 5, the simulation is

one-dimensional and noise-

free.

PLANE 2

(2.( ca)

PLANE 3

(3.3 dl

shows what happens to a point source reconstruction when the source is located
halfway between the first two object planes. In this instance, the 6-function
H gives better results than the finite H which shows a tendency to oscillate
with the inconsistent data. The superposition images here could be considered
superior to either of the others in that the image defocusses smoothly and pre
dictably. This inability of the matrix-inversion technique to handle point
sources between planes, which is not the case with the other methods to be dis
cussed, forecasts problems in reconstructing volume sources and may reflect a
particular sensitivity of matrix inversion to the error involved in replacing
integrals over depth by sums over a finite number of planes (equations in Fig
ure 4). Figure 7 illustrates two reconstructions from actual three-dimension
al experimental data acquired with an 11 x 11 33%-open coded aperture and Anger
camera. Since experimental object distributions are continuous and the data is
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RECONSTRUCTION OF SIMULATED LINE SOURCES IN PLANES 1 AND 3 BY IMAGE STRIPPING

Fig. 11. Effect of de
tector size on reconstruc

tion by image stripping.

Aperture and detector are

one-dimensional. Simulated

line sources are positioned
one behind the other. Plane

1 contains a 3.5 cm long
source and plane 3 contains

a 5.3 cm long source. These

sources are portrayed the

same length because they are
scaled in image elements

whose dimension varies from

plane to plane.

- RECONSTRUCTED OBJECT PLANES -

INFINITE DETECTOR FINITE DETECTOR

RECONSTRUCTION OF HUMAN THYROID BY IMAGE STRIPPING

0

o

hand, when the detector is finite, the
reconstruction fails entirely. Figure

12 shows the result of image stripping
for the same thyroid portrayed in Figure
8. With 3 planes, concentration of ac

tivity in the back-plane is again ob
served, and with 5 planes the activity

migrates even further back. Although
this problem could be partially solved
by correcting the superposition image

intensities and employing a spatially
variant transfer function, the method

would be inexact and awkward. For this

reason ART was investigated as an alter
nate approach.

RECONSTRUCTED PLANES DEFINED

SUCH THAT:

BAYS FRON ADJACENT DETECTOR ELEIWTS
INTERSECT ADJACENT VOUJNE ELFJOTS

RAYS THN0U6H ADJACENT APERTURE ELEMENTS
INTERSECT CENTERS OF VOLUNE ELEMENTS

WJACENT APERTURE
ELFJOTS

ADJACENT DETECTOR
ELBfNTS

Fig. 12. Reconstruction by image
stripping with the same thyroid data

used for Figure 8. Images have been re
versed from left to right. The tendency

for increased source strength to be as
signed to the most distant planes is ob

served regardless of the number of

planes reconstructed.

Fig. 13. Definition of recon

struction geometry to avoid inter
polation. To maintain integer re
lationship, planes are not uniformly
spaced in depth and the scale factor
in terms of millimeters/image ele
ment varies from plane to plane.
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ART

Iterative reconstruction for the general type of geometry was shown by
Colsher (9) to give fairly reasonable results in both noise-free and noisy simu
lations of spherical objects. It is also possible, as will be described, to
precorrect the data for variations in solid angle. Since no assumptions need
be made concerning invariance of the transfer function, the reconstruction prob
lem is greatly simplified.

Again, the reconstruction is fully three-dimensional since the rays are
not confined to a single plane. The object volume to be reconstructed is not
divided into uniform cubes as usual, but is divided so that all rays intercept

only the centers of volume elements. This is illustrated in Figure 13. To
satisfy this condition only certain object planes may be reconstructed, and each
object plane will have a different scale factor in terms of millimeters per
image element. From Figure 13 this scale factor is

S=^n x d (4)
B

Here An is the distance from the nth object plane to the aperture, B is the
aperture-detector separation, and d is the distance between adjacent detector
elements. The values of An which satisfy the integer relationship are given as

= M
n nd-£ (5)

The distance between adjacent aperture elements is Z and n is restricted to in
teger values. Defining the object volume in this manner achieves two things.
First, the computation time is reduced since integer arithmetic is used without
need for interpolation. Second, the distance between reconstructed planes in
creases as distance from the aperture increases, but in a manner which is con
sistent with the reduced depth resolution expected for more distant object
planes where the angular range sampled is smaller.

The measured values for each of the ray sums or projection elements depends
upon the solid angle given in Equation 2. Because of the manner in which the
volume element is defined, the solid angle factor depends only on 0-jj and not
upon the distance from the plane to the aperture. For this reason, the projec
tion elements can be corrected before starting the reconstruction. It should
be emphasized that the solid angle correction is necessary to make projection
elements at different angles consistent with each other.

The image grid defined by the integer relationship is considerably finer
than the image resolution so that the superposition images may be condensed 3:1
in each direction without reducing resolution. This was done for both matrix
inversion and image stripping to reduce computer memory requirements and compu
tation time. However, when this was attempted for the ART reconstructions, dif
ficulty was encountered in that the projection elements can'tbe condensed so
that they bear a 1:1 relationship with the condensed images. In order to per
form the computation in a mini-computer with a 32k memory images are constructed
iteratively from each of 81 subsets of projection elements. Iteration continues
for either a preset number of times or until the change in variance from the
mean per iteration is less than a preset amount. The images from each subset of
data are added together. The ART reconstruction of a simulated point source is
essentially perfect while the reconstruction of an experimental point source in
plane 1 leaves residual peak intensities of 14% and 7% in planes 2 and 3 re
spectively.

Figure 14 illustrates ART results obtained for the same one-dimensional
aperture and noise-free line sources of Figure 11. For the infinite detector
the ratio of source strength in plane 1 to that in plane 3 is nearly the same as
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OTHER DETECTORS

HAMP I 1PIS I UCALER h

-I AMP | 1PIS I 1SCALER "p

AMP I 1PI S | 1SCALER"

\Nol (Tl)

^LEAO COLLIMATOR

APERTURE RING

SINGLE DETECTOR

FINE RECONSTRUCTION

&Mm£ CALC. DEV.

MEAS. DEV

rrniTr
RECONSTRUCTION ANGLE

Fig. 17. Illustration
of coded ring aperture geom

etry showing three detectors.
Aperture transmission is mod
ulated by rotating the ring.
The detectors are collimated

in the plane of the ring and
the decoded data consists of

ray integrals for the fan
beams illustrated for each

detector.

Fig. 18. Point source
reconstruction for coded

ring aperture by superposi
tion back-projection. The
FWHM value shown is that

calculated from experimental
geometry. Error bars indi
cate experimentally measured
deviations for 8 independent
measurements and shaded re

gion indicates predicted
deviations.

of their recognized shortcomings,
study.

To answer this will require additional
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DISCUSSION:

Rogers informed Kirch that the dog heart images were corrected for magni
fication by scaling for source distance and that 40 pinholes were open at
one time. An aperture under construction would have fewer holes and a
signal-to-noise ratio equivalent to 12% transmission. Muehllehner wondered
why the counts drift to one image in the image stripping technique. Rogers
thought this might be due to an error in the solid angle correction or may
be a property of ad hoc stripping of features.

Rogers told Weisner that ring width changes in order to obtain an integer
relationship between voxels, and that they have not reconstructed anything
deeper than 9 cm. Also, the new cardiac aperture will be larger than the
thyroid aperture but will subtend the same range of angles, so that cardiac
and thyroid reconstructions should be of similar quality. Brill asked whether
circular geometry should overcome field-of-view limitations of planar geometry,
and Rogers responded that it will, since with circular geometry the data set
is complete.

Asked by Kirch about the relative sensitivity of the coded aperture
over the heart, Rogers answered that imaging time would be reduced by a
factor of 2 or 3 compared with the scanning pinhole with the same field of
view. The scan of a dog heart with 2mCi of thallium took 20 minutes, using the
thyroid aperture. Rogers told Pizer that the FORTRAN program for image re
construction now runs in six hours, but assembly language programming should
reduce this time significantly.

Erbsmann asked whether a coded aperture system yielded more information
than other tomographic systems and Rogers replied that the coded aperture
system should image hot, low contrast regions with greater efficiency than the
other systems. Oppenheim questioned whether there was an advantage to using
a coded aperture over a collimator which was chosen so that the object complete
ly filled the detector, and Rogers replied that if the object really did fill
the detector, this would be the optimal imaging situation for that collimator,
and a coded aperture would probably not offer an advantage unless one desired
tomographic imaging.

Twieg inquired about gating of the cardiac cycle for cardiac imaging,
and Rogers said that this might be implemented at some time.
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THE EXPONENTIAL CONVOLUTION ALGORITHM FOR EMISSION COMPUTED AXIAL TOMOGRAPHY*

0. J. Tretiak and P. Delaney
Drexel University

Philadelphia, Pennsylvania

ABSTRACT

The Exponential Convolution Algorithm (ECA) is a concept
for correcting the effects of attenuation in radionuclide
emission computed tomography. The algorithm is developed and
some tests are made with simulated data. The performance of
ECA is compared with two ad-hoc attenuation correction pro
cedures .

INTRODUCTION

Since the count rate observed by a collimator or a gamma camera depends
not only on the total amount of radioactive material but also on the attenua
tion of the intervening matter, the reconstruction algorithms for computed
axial tomography (CAT) theory using transmitted x-rays are not entirely appli
cable to radionuclide (emission) computed axial tomography (ECAT). The al
gorithm used for ECAT must, in some way, correct for the attenuation. Several
such algorithms have been proposed. Kuh.1, et al. (1) used an iterative pro
cedure that ignored attenuation, followed by a multiplicative correction on
the computed tomogram. Budinger and Gullberg (2) made a number of suggestions.
One was to use an iterative algorithm which models the attenuation effects
in the successive evaluations of the scan data. Kay and Keyes (3) also de
scribed an ad-hoc correction procedure. Kuhl, et al. (4) developed a method
for correcting the data prior to an attenuation-free reconstruction algorithm.
Perhaps the most comprehensive is the method due to Walters, et al. (5). A
convolution method is used for the reconstruction and the differences between
the true data and simulated data computed from the reconstruction is used to
refine the reconstruction. This is a marriage of the convolutional recon
struction procedure first published by Ramachandran and Lakshminarayanan (6)
and of the attenuation modified iterative process suggested by Budinger and
Gullberg.

The exponential convolution algorithm (ECA) to be described below is
based on an analytical inversion procedure. Under condition in which it is
valid it promises to perfectly compensate for the effects of attenuation.
Its computational speed is comparable to that of the usual convolutional
algorithm.
*This work was supported in part by contract NIH-N01-CB-53859, and in part by
NIH grant RR-15 to the Medical School Computer Facility of the University of
Pennsylvania.
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ANALYSIS

The ECA is based on the following idealized situation:

a) The activity distribution to be reconstructed is defined on
a plane section through a body and is given by f(x,y).

b) The body, on this plane section, has uniform and known
attenuation coefficient u, the shape of the section is
known, and it is convex.

c) The data is a family of line integrals of the activity
weighted by the attenuation. Referring to Figure 1,

Figure 1

Section Geometry

*/<P,*)

g(p,0) = fdi fU)a(il)

a00 = exp (-L.(d(p,G) -£))

(1)

(2)

The above equations are written in an informal notation. We represent
the (x,y) coordinate pair by the vector r; e_, is a unit vector in the 0 dir
ection

§_ = (cos 0, sin e)

while 0*is a unit vector orthogonal to 0,

©' = (-sin 0, cos 0).

In terms of these, the model equations are

g(p,0) = ;dr f(r) 6 (p-r-o) exp(-y(d(p,o) -r-©*)) (3)

The line integral, f(il), is a region of singularity of the delta function
&(jp-r'Q). The dot product is used in the usual way

r-0 = x cos 0 + y sin 0 (4)
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ECA is based on the following manipulations:

1) Since the section shape is known, we know for each (0,p) the value of
the distance function d(p,0), so that we may form the preweighted
proj ections.

g^P,©) = g(p,0)exp(ud(p,0)) =/dr f(r)S(p-r-0) expu(r-Q') (5)

2) We now form a new function by convolving g-j^p,©) with aweighting
function h(p)

g2(P»Q) = /ds h(s) g1(p-s,Q) (6)

3) We finally form a so-called exponential backprojection at point p_

%(£.) =^ dQ g2CP-,i.9) expy(-p_-Q') (7)
o

The merit of these steps is seen if all of these steps are combined, be
cause then we see that

£ (p) =/dr /ds /2Tr d© h(s)f(r) exp (u(©' •(r-p))5((p_-r) -0-s)
o

After carrying out the integral over s we obtain

(3)

f^pj =/dr p(p_-r) f (r) (9)

where

p(p_-r) =I2* dohC©• (p_-r))exp(uQ»• (r-p)) (10)
o

we see that £^ is related to f by a transformation which is shift
invariant with respect to the activity distribution. p(r) is the point-spread
function of the process, and it is radially symmetric,

P^lrJ) =P(r) (11)

and by evaluation we see that

r> (K) = f2ir d© h(R cos ©) exp (-uR sin ©) (12)
o

To convert the above analysis to a reconstruction theorem we must find a
h(*) for which

PjOO -^" (13)
While we have been unable to obtain an analytic solution to this equation, we
have been able to construct h(-) with sufficient numerical accuracy to obtain
attractive results in the computer simulation of the process.

The above analysis suggests the following reconstruction algorithm.

a) The data is collected over a grid of p and © values.

g*(i,j) = g (iAp> JA0) (14)

-N< i<N Ap = D/2N

1^ j<M A0 = 2tt/M

-268-



where D is the maximum diameter of the section being scanned.
Defining a discrete distance function:

d*(i,j) ^ d (iAp, JAQ) (15)

b) We compute the corrected projection data.

gl*Ci,j) = g*(i,j)exp(yd*(i,j)) (16)

c) Then convolve it with a weighting function
+N

g*(i,j) = Ap 1 g/CkJ) h*(i-k) (17)
K=-N -1

d) And finally compute the exponential backprojection

where

^(Xy) = A© e g2(i(x,y,j),j)exp(-uil(x,y,j)) (18)

i(x»y>j) = (x cos jA© + y sin jAQ)/Ap (19)

and

£(x>yj) = +x sin jA© - y cos jA© (20)

As is usual in these algorithms, if i(x,y,j) is not an integer g2(i(x,y,j),j)
is found through linear interpolation from the values computed in (17).
Equations (18)through (20) are discrete approximations to Equations (5) through
('J •

SIMULATION AND ALGORITHM DESIGN

The above procedure was tested on data which simulated radionuclide scans
of a head. In some of the simulations it was assumed that the attenuating
region was elliptical while in other tests, a circular attenuating region was
simulated. It was assumed that the linear attenuation coefficient u was equal
to .15 cm~l, simulating Tcgo,™ attenuation in soft tissue, and that the attenu
ation coefficient was uniform through the region. The emission profile,
g(p,0) from Equation (3), was computed for a set of 0 values, and for a fine
set of p increments (Ap = .152 cm). To simulate the action of a collimator,
these data were convolved with a Gaussian function with a FWHM of 1.3 cm. and
the resulting function was sampled over a grid with spacing .609 cm. In
effect, we compute

g*(i,j) = /dp g(p,jA0)exp(-a(iAp-p)2) (21)

a = 1.6 Ap = .609 cm.

These choices of Ap and FWHM approximate the instrumentation of the MARK-IV
scanner (4).

The data computed in this way were fed into a reconstruction algorithm
specified by Equations (13) through (19). The discrete distance function
d*(i,j) was determined by a geometrical analysis of the attenuating field
(See Figure 1). To complete the algorithm design one must specify A0, the
angle increment, and h(i), the convolving function. A qualitative assessment
of the process is made when one chooses the activity distribution to be a
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two-dimensional <5 function, 6(r). The reconstruction, in this case, is the
two-dimensional point-spread function, p(r), defined in Equation (10).
Figure 2a shows a reconstruction of this Function with h(i) similar to that
used by Ramachandran and Lakshminarayanan and with A©=2it/250. We see that
near the origin the point-spread function has the desired shape, while for
increasing r the function exhibits angular oscillations. The nature of these
oscillation has been analyzed for the usual convolutional algorithm (7) and
they arise because of the coarseness of the A© used in sampling g(p,9). Figure
2b was computed with AQ=2it/500 and we see that the oscillations are attenuated
but now we note that p(r) does not tend to zero as |r| increases, but it has
the shape of a bowl for large values of |r|. This defect is due to the
exponential backprojection. A uniform activity distribution is reconstructed
in Figure 2c and the defect produced by the "bowl" artifact is quite strong.

Specifications on the point spread function may be developed by examin
ing Equation (9). f(r), the activity distribution, is assumed to be zero
outside the object which has diameter D. Therefore p(r) should have a pulse
shape at the origin, and away from the origin it should" be equal to zero.
Since the largest value of p_ that is to be evaluated is bounded by (D/2), the
radius of the activity distribution, and for this value of p_ the magnitude of
p_ - r in the integral may be as large as D, we conclude that the point spread

function must be zero outside the pulse up to a radius D or:

P(r) = 0 for r outside the pulse and ]r| < D (22)

A convolving function that satisfies this requirement was designed in the
following way:

1) An initial guess of the convolving function was made. Defining
the Fourier transform by:

h(f) = / ds h(s) exp (-2irifs) (23)

we chose

h(£) V(y2 + Of)2) -exp(-6f2)
3 = 6.016

The first term in this equation governs the behavior of h(f)
at low spatial frequencies, and the second term is a Gaussian
filter that rolls off the frequency response at high frequen
cies. The value of £ used produces a FWHM of 1.3 cm. with
an impulse input.

2) The convolving function, h*(i), was computed by taking the
inverse transform of h(f) for p = iAp, Ap = .609 cm.

3) The point-spread function p(r) was computed by reconstructing
an impulse with the ECA using this h*(i). A plot of this
p(x,0) is shown in Figure 3a. Note that the function consists
of a pulse at the origin, and of a "bowl" for large values
of |r].

4) The "bowl" was separated from this function by defining

b(x,0) = (p(xo,0) x<Xq

(p(x,o) x>X XQ = 5.48 cm.
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Figure 2

a) Impulse Reconstructed with Incorrect ECA. R = 38cm. Insuf
ficient Projections Produce Angular Artifacts.

b) Same as (2), but with 500 Projections.

c) 18cm x 14an Uniform Field Reconstructed with the Above System
and 66 Projections.
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(a) Before Correction

(b) After Correction

(a)

(b)

10cm 20cm

Figure 3

ECA Impulse Response

5) After several trials, it was found that the following procedure
produced an appropriate correction. A uniform activity field
of a circular region with a diameter of 70 cm. was assumed,
and simulated projection data (diameter 76.8 cm.) was obtained
with u = -.15, the negative of the attenuation coefficient
used elsewhere in this study. When these projections were
reconstructed with ECA, the reconstructed field matched very
closely the shape of the "bowl" obtained in step 3). The
data from this simulation prior to the exponential backprojec
tion, g2*(i,l) of Equation (17) was scaled by an appropriate
constant so that this "bowl" matched that of step 3) and the
scaled g2*(i,l) was subtracted from the convolving function,
h*(i), obtained in step 2). The impulse response obtained
with the corrected h*(i) is shown in Figure 3b. This modified
function turned out to be suitable for accurate convolutional
reconstruction. It is listed in Table I. Since the function
is even, it is tabulated only for positive i.

1.00763

-0.376417E-01

-0.137585E-01

-0.618187E-02

-0.365828E-02

-0.122968E-02

-0.425050E-03

0.217944E-03

0.144530E-03

0.205481E-03

0.195596

-0.318870E-01

-0.101951E-01

-8.626331E-02

-0.267779E-02

-0.126816E-02

-0.688555E-04

0.867838E-04

0.267643E-03

0.871996E-04

0.301805

0.203060E-01

0.103711E-01

0.479752E-02

0.268762E-02

0.722136E-03

173613E-03

0.269220E-03

0.134593E-03

170799E-03

-0

0

Table I

135992

195144E-01

789926E-02

483482E-02

187742E-02

783491E-03

111174E-03

132890E-03

239654E-03

616704E-04

-0.727500E-01

-0.137021E-01

-0.803857E-02

-0.364417E-02

-0.189713E-02

-0.340655E-03

-0.943032E-05

0.281186E-03

0.113083E-03

0.139056E-03

The First 50 Values of the ECA Weighting Function

An activity field that simulates a head in Figure 4a. The outer source
field, modeling the blood supply surrounding the brain, was elliptical with
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Figure 4

Mathematical Head Phantom

(a) Original Distribution

(b) ECA Reconstruction, No Noise

(c) ECA Reconstruction 10 Counts

major radius 9.779 cm., minor radius' 7.67 cm., and a relative activity of 1.
An interior source field, modeling the brain, was elliptical with radii
7.779 and 5.67 cm., and a relative activity of -1/2.This was added to the outer
source field to yield an activity 1/2 that of the blood supply. The tumor
centered at (0, 5.49) had a radius of .65 cm., and increased the relative
activity of this part of the brain to that of the surrounding blood supply.
The reconstruction of this section is shown in Figure 4b. This was computed
with A© = 2tt/66.

Noise Considerations

Because the counting statistics in ECAT are fairly poor, noise requires
serious consideration. The following procedure was used to account for noise
in our simulations.

Let g*(i,j) be the simulated scan data. We assume that the total counts
collected in the study is CQ, and therefore the number of counts in the(i,j)'th
measurement is

c(i,j) =
CQ g* (i,j)

E E g*(k,£)
k l
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Assuming Poisson statistics, the standard deviation of c(i,j) is
/ c(i,j) , so that the standard deviation of g*(i,j) due to the noise is

a(i,j) = /g*fi,j)I£g*(k;*y (27)
/—f—

o

The noise in g*(i,j) is simulated by generating the noise set

n(i,j) = a(i,j)r(i,j) (28)

where r(i,j) is a set of independent Gaussian pseudorandom numbers with zero
mean and unit standard deviation. A simulated noisy data set may be obtained
by forming

gn*(ij) = g(iJ) + n(i,j) (29)

and a simulated noisy reconstruction may be obtained by entering g*(i,j) into
the reconstruction algorithm. Since the algorithm is linear, the same re
construction can be obtained by entering n(i,j) into the reconstruction
algorithm and adding the reconstructed values, n (x,y), to the noise-free re
construction f,(x,y) so that the noisy reconstruction is

fn(x,y) = f^x.y) + nQ(x,y) (30)

The signal to noise ratio of the reconstruction is defined as
f-l (*,y)

(S/N) (x>y) = ^1x^7 (3D
with a (x,y) being the standard deviation of n (x,y) which may be computed by
reconstructing a number of noise data sets generated with different seeds
in the pseudorandom number generator and estimating the standard deviation of
the reconstruction at coordinates (x,y).

The (S/N) ratio depends on the object being reconstructed, the (x,y)
coordinates, the convolving function, and on the total counts observed. To
eliminate the dependence on the number of counts, we define the reference
S/N ratio of a particular object and algorithm as the signal to noise ratio
with C = 106

o

(S/N) (x,y) £S/N (x,y) | fi (32)
r C = 10°

o

For the same object, the S/N ratio with total counts equal to C is given by

(S/N) (x,y) = (S/N)r(x,y) AC_ (33)
y106

An example of a simulated noisy reconstruction of the field of Figure 4a
is shown in Figure 4c.

EVALUATION

The ECA algorithm was evaluated by comparing it to two other algorithms.
This evaluation was carried out with simulated data. The two other algorithms
that were used in this comparison are based on the convolutional algorithm,
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but they contain ad-hoc methods for attenuation correction. One of these is
the pre-correction algorithm with is based on a concept published by Kuhl,
et al. (4). Let the scan data be represented by the array g*(i,j). An even
number of projection angles is used and data from opposing views is grouped
together so that

M

g*a(i>j) = g'Hi'J^g'H-1 J+2") (34)
, Mj = 1 ... j

These grouped data are corrected by a set of multiplicative weighting factors

gb(ij) = g*a(i,j) w1(i,j) (35)

and the weighting factors are chosen as follows: Let g (i,j) be the scan
data from a uniform distribution, computed for attenuat?on coefficient u equal
to zero, and let g (i,j) be the scan data obtained from the same uniform dis
tribution in the y presence of attenuation. The correction coefficients are

^(iJ) = g0(i,j)/gy(i,j). (36)

In the evaluation, an activity distribution which was uniform over a disc of
diameter 18.812 cm. was used. The attenuation field was circular and had a
diameter 1 cm. larger. The corrected data g, (i,j) is input to a convolutional
reconstruction algorithm producing a reconstruction f2(x,y). The rationale
for this procedure lies in the fact that if g*(i,j) is obtained from the
reference uniform object, then the reconstruction will be as faithful as the
capability of the convolutional algorithm allows.

The second procedure used for comparison is the post-correction algorithm
based on the method described earlier by Kuhl, et al. (1). The projection
data from opposing views is grouped as in the pre-correction algorithm, and
the grouped data are reconstructed with the convolutional algorithm producing
an uncorrected reconstruction fy(x,y). A multiplicative correction is applied
to this producing a reconstruction,

f2(x,y) = fu(x,y) w2(x,y) (37)

and w2(x,y) is computed as the ratio of f (x,y), the convolutional reconstruc
tion of the attenuation-free data g (i,j) and of f (x,y) which is the convolu
tional reconstruction of g (i,j). y

P f0(x,y)
V*^ =FTScTyT (38)

u J

This algorithm will also reconstruct without error the data from a uniform
distribution of the same dimensions as that used for determining the cor
rection factor.

In both the pre- and post-correction algorithm the convolutional weighting
function was chosen to have the Fourier Transform

n(f) = |f|exp(-af2) (39)

a = 6.016

so that the resolution for these algorithms was approximately equal to that
of the ECA.

The comparison between the algorithms was made along two aspects: the
fidelity of the reconstruction, and the S/N ratio Fidelity was measured by
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reconstructing point sources of activity at various positions in the field.
Figure 5 shows reconstructions of impulses located 6.1 cm. from the center.
In qualitative terms, all three algorithms reconstruct the point radiator as a
nearly Gaussian pulse.

Figure 5

Reconstructions of an Impulse 6cm
From Center in a 19.9 Diameter
Attenuating Field.

(a) ECA

(b) Pre-Correction

(c) Post-Correction

A quantitative comparison is made by computing the total area under the
reconstructions produced by the three algorithms and plotting this area as a
function of distance between the impulse and the center of the field. These
results are shown in Figure 6. We see that both the pre- and post-correction

(a) ECA
(b) Pre-Correction
(c) Post-Correction

2 46

Figure 6
Point Source Uniformity in a 20cm Diameter Cylinder
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algorithms depart from perfect fidelity, and the departure depends on the
position of the impulse. These calculations were made for a circular atten
uating field whose diameter was 20 cm.

The noise gain evaluation was carried out with a round test field of
uniform activity with diameter 18.8 cm. embedded in a uniform attenuation
section of diameter 19.8 cm. The noise gain factor was computed with an analy
tic method such as that used in the analysis carried out by Shepp and Logan (8)
The S/N ratio* as a function of radius, is plotted in Figure 7. All three

2

CO
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70

50

40

30

20

15

10

(1) ECA

(2) Pre-Correction

(3) Post-Correction

Figure 7

10

Signal-to-Noise Ratio for a Uniform Distri
bution in an 18.8 cm Diameter Cylinder

with 106 counts.

algorithms show similar S/N ratio at the center, but as radius increases the
behavior of the three algorithms is quite different. The S/N ratios for both
the pre- and post-correction algorithm increase, while that for the ECA de
creases .

DISCUSSION

The Exponential Backprojection Algorithm is based on an analytic inver
sion result and it has been shown to correct distortion due to attenuation in
emission computed axial tomography. The evaluation was carried out on com
puter simulated scan data.

ECA has some shortcomings. Perhaps the most serious is the inferior
S/N ratio near the edges of the field. A further limitation is the fact that
the attenuation field must be uniform. Of considerable interest is a possible
ad-hoc algorithm in which the backprojection factor is based on an actual,
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nonuniform, attenuation factor distribution. Perhaps the greatest surprise in
this study was how well the post-correction algorithm performs. The current
data suggests that the ECA is most suitable for application in which the
attenuation field is uniform and where utmost accuracy is required.
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DISCUSSION:

Oppenheim commented that the exponential weighting carried out in the

back-projection step tremendously increases the noise for deep objects. He
pointed out that in reconstruction from singles it is convenient to average
opposing projections, which counteracts the attenuation effect for deep
objects. He asked whether this approach could be incorporated into ECA.
Tretiak said that exponential back-projection was used in order to obtain
shift invariance. He speculated that there should be some optimal algorithm
which also gives shift invariance but produces noise throughout the reconstruc
tion which is the same as the noise at the center.

Muehllehner noted that attenuation was assumed constant, and asked what

would happen whan attenuation varies. Tretiak responded that the problem
has not been investigated yet and felt that the method should still work,
although not as faithfully.
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IAEA Iaage Processing Inter comparison

Chairaan: Stephen H. Pizer (Chapel Hill, NC, USA)

Andrew Todd-Pokropek and Charles Hetz presented the
objectives, procedures, and results of the IAEA Interconparison,
which was designed to determine which scintigraphic iaage
processing techniques were preferable for the detection and
localization of saall lesions and whether any of these techniques
produced iaproveaent over unprocessed analog iaages. The coaplete
report can be found on pp, 585-615 of Volume 1 of Medical
Radionuclide Imaging, IAEA, Vienna, 1977 in an article entitled
"IAEA Co-ordinated Research Programme on the Inter comparison of
Coaputer-Assisted Scintigraphic Techniques, Third Progress
Report". Andrew Todd-Pokropek indicated that besides hia and
Charles Hetz, credit for the intercom par ison should go to Eberhard
Jahns, Lars Johansson, and Hugh Belcher. The following summarizes
the presentation.

After having coapleted an inter com par ison using computer-
si aula ted iaages of a circularly symmetric object, it was decided
that a study should be carried out with images of a real phantoa
with considerable noraal structure, since siaulated iaages were
not realistic enough and in clinical iaages, even with simulated
lesions, the correct answers were not fully known. The phantoa
used was a mold cast from a human cadaver liver and filled with
pertechnetate solution. Cold spots and hot spots were created by
suspending, in the phantoa, spheres which were voids or held more
concentrated pertechnetate solution. Using a gaaaa camera with a
high resolution colliaator, analog iaages of the phantoa with
lesions were recorded on x-ray fila using a small-dot
anltiforaatter, and this same data was digitized into a 128 x 128
matrix (a few of the participants compressed this to 64 x 64) and
stored on aagnetic tape. Forty-six phantoa configurations with
0-6 hot spots (with a aode at 3) and fifty phantoa configurations
with 0-6 cold spots (with a mode at 3) were imaged, each with the
spots in randoa positions. The lesions were of five sizes between
1.2 and 3.5 cm in diaaeter with a aode at approximately 2.0 cm.
The positions of the lesions were precisely measured using x-rays
of the phantoa. In soae of the configurations the phantom was
tilted to siaulate noraal biological variation and to attempt to
defeat processing techniques based on producing a teaplate of the
"noraal" phantoa. The ninety-six iaages produced simultaneously
in both analog and digital fora had a maxiaua count density of
approximately 1600 couats/ca*. Iaages with a maxiaua count
density of 2400 counts/ca* were also aade of the 96
configurations, but only in analog fora. The purpose of these
iaages was to allow aeasuring the improvement obtained by
increased count density in the analog iaages in order to calibrate
the changes doe to processing which were to be aeasured.
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The analog images on x-ray film were sent to institutions
experienced in reading analog images, and magnetic tapes with the
digital data were sent to different institutions experienced in
processing scintigrams and reading images from digital displays.
Participants receiving the digital images processed the images by
their usual techniques and displayed them on their usual displays,
and many separately read the series of images on their digital
displays with unprocessed data. All of the participants were told
the point spread function of the gamma camera and the distribution
of number of lesions per image. They were also told for each
image whether it contained hot spots or cold spots. They were
instructed to train themselves by looking at all the images before
reading any, to determine by constant features the nor-ial
structure, which was often more obvious than the lesions. They
were to report the position of each suspected lesion and a
confidence rating for each. Using ROC techniques, results were
analyzed from 9 observers of the analog images with 1600
counts/cm2 maximum (low count density), 4 observers of the analog
images with 2400 counts/ca2 maximum (high count density) , and 56
observer x processing technique combinations from 13 institutions
with the digital images. Details of the analysis techniques will
not be given here, but it is worth noting that some new
developments in ROC techniques were made for this analysis.

The results, in brief summary, were that the analog high
count density images were better than the analog low count density
images, which were about equally as good as the digital (low count
density) images processed using mid-frequency enhancement filters,
which were better than the digital images processed using either
low pass (smoothing) or high pass (edge enhancement) filters,
which were better than the unprocessed digital images. Thus, with
the digital displays used, none of which are state of the art
today, processing did not improve images over the unprocessed
analog images, but especially the mid-freguency enhancement
filters improved them greatly over the unprocessed digital images
(this last agreeing with results from the earlier study with
simulated images with a simple noraal structure). It appears that
the display has more effect than the processing and that further
work needs to be done to intercompare displays and to understand
the relationship between displays and processing techniques, as
different displays appear to be optimal for different processing
techniques.

In discussion of the procedures used in the study, the
following points were made. Michael Goris questioned whether the
Picker camera used was a representative device, and Andrew Todd-
Pokropek said he thought is was. To Alan Ashare's question as to
how the observers distributed their responses among the five
confidence categories, Charles Metz answered that though the
instructions were to calibrate confidence so as to use the
categories about equally, some observers did not. It was pointed
out that it was possible for observers to calibrate their
confidences because in ROC rating experiments the absolute
confidences do not matter, only that they are used consistently.
Brian Pullan suggested that if observers had been encouraged to
use more than five categories of confidence, equalization into
five categories could have been done aft - the fact as part of the
analysis.
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Ivan Runczik noted that not enough normal variation had been
imposed; template Batching worked too well. He and P. R. Bell
wondered whether the large "normal" variations weren't greater,
coapared to lesions, than in clinical studies, but the speakers
said they felt that they were as great in clinical studies. Brian
Pullan said the experiment was poorly designed because there were
too aany variables to control with such a complicated phantom, but
Andrew Todd-Pokropek answered that different results are obtained
with simpler phantoms, and Stephen Pizer pointed out that results
with a simple phantom would not be convincingly extendible to
clinical images.

The discussion went on to the results of the study. Michael
Goris asked why the range of ROC curves for the analog images was
smaller than for digital images even for similar (e.g. no)
processing, and Charles Metz responded that the consistency of the
display with the analog images and large variation in displays
with digital images would explain that fact. tloyd Knowles
emphasized the result with analog images that significant
improvements are obtainable by increasing the maximum count
density from 1600 to 2400 counts/cm2, noting that the old standard
of 800 counts/ca* was clearly too low.

The remaining discussion centered on the issue of the
importance of displays in determining image quality. Brian Pullan
described an ROC experiment carried out by his group in Manchester
comparing the viewing of CT scans 1) on polaroid film, 2)
iaaediately in froat of the display station using its interactive
features, and 3) sitting 20 ft. from the display station such that
the solid angle subtended by the display at the eye was the same
as with polaroid images and no interaction was possible. Distant
use of the display station gave the best results, and interactive
use of the display station gave the worst! He stated that both
the viewing angle and the capability of interaction had an effect
on this result. He also pointed out how important an effect this
study showed the choice of display to have.

After Ivan Runczik commented that the IAEA study showed that
either image processing should be abandoned or the weak link
identified, Stephen Pizer noted that the strong degradation from
unprocessed analog images to unprocessed digital images showed the
importance of improved digital displays. He said that it was not
clear whether, if one had a digital display as good as the analog
display, the strong improvement shown to be the case for processed
digital images over unprocessed digital images would continue to
hold or whether processing was simply compensating for the digital
display. His avowedly poorly based feeling was that with improved
displays, processing would still be shown of value, i.e. to
produce significant improvements over analog images. Many agreed
that work on displays was required, though it was pointed out by
Charles Metz that this would involve findng optimum displays for
each of different processing techniques (including no processing).

A number of discussants suggested that the processed IAEA
images from the various centers should be returned to a central
location for comparison on a single display and by a fixed set of
observers, so as to remove the uncontrolled effects of observer
ability and display quality on the results of the IAEA study.
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However, many saw that the problems with this idea were that it
was not obvious how to choose the fixed display (a type of
processing, as noted by Goris) and that the results might be
biased towards processing techniques for which the display was
especially well matched. Keith Britton and Leslie Rogers
suggested that all digital images should be on film like the
analog images, but it was pointed out that the problem remained of
what to put on the fila.

It was agreed that what was needed was for the processed IAEA
images to be sent in digital fora to a central organization which
would distribute them to observers with different display systems,
who would read the displayed results and send the readings to the
central organization for scoring and analysis. By this method the
effectiveness of various combinations of processing technique and
display could be understood and standards could be developed. It
was pointed out that sharing the IAEA images to allow further
studies had begun in an informal way, e.g. Andrew Todd-Pokropek
was using the unprocessed images to compare gray-scale and color
displays, but the processed images had not yet been collected. A
protocol for collection, distribution, and observer data scoring
and analysis had been defined but not yet implemented. It had
been agreed in principle by the IAEA that BCTIC would serve as the
central organization to serve as clearinghouse and score observer
results, but the IAEA had not yet agreed to continue the analysis
of this data. The strong consensus was that such analysis was an
important task.
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ABSTRACT

Methods of hidden surface removal and shading for
computer displayed surfaces are proposed. If the sur
face to be displayed is approximated by a large number
of square faces of restricted orientation, the methods
proposed in this note work at least an order of magni
tude faster than previously published methods. A sit
uation where such approximation is natural is the dis
play of organs based on data obtained by the reconstruc
tion of the internal structure of a body from multiple
shadowgraphs such as x-ray photographs (computerized
tomography). The methods can also be used for rapidly
achieving some but not all of the aims of surface model
ling in more general situations. No sorting is required
for the hidden surface removal and the artifact caused
by approximating curved surfaces with polygons is re
duced by low-pass filtering of the picture to be displayed,
The results are demonstrated by displays of actual or
gans based on data provided by computerized tomography.

INTRODUCTION

The research for this work is supported by NSF grant MCS75-22347
NIH grants HL-18968 and HL-4664 and NCI contract CB-53860.
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(i) X-rays are taken of the body from a number of directions,
and from the data a three-dimensional array of numbers is produced,
representing the internal density distribution of the body. This
process is called reconstruction from projections [5,6,10]. Essen
tially the same mathematical procedures can be used in reconstruct
ing the internal structure of molecules from electron-micrographs,
the solar atmosphere from coronameter data, as well as many other
areas in medicine, science and engineering (ultrasound, nuclear
medicine, non-destructive testing, holographic interferometry,
radio astronomy, etc., see the references in [5]). In any case, a
three dimensional array of numbers is produced, in which each num
ber is an estimate of the average of some physical parameter (e.g.,
density) in one of a set of equal, non-overlapping cubes, called
voxels (volume elements). The nature of the voxels is important
for what follows. In particular, they must be small compared with
the features we desire to resolve.

(ii) A particular organ is selected (by specifying a voxel
near its boundary), and the surface of the organ is detected using
a three-dimensional boundary detection algorithm [12]. (In case a
time sequence of reconstructions is available, a four-dimensional
boundary detection algorithm, which makes essential use of the con
tinuity of changes over time, can be used to detect the time se
quence of a changing surface [11].) Naturally, such a surface de
tection algorithm will in the first instance produce a surface
which follows the faces of the voxels. Such a surface consists of

a large number of elements of equal size, each one of which is a
square parallel to one of three mutually perpendicular planes.
Bearing in mind that the detected surface must be a close approxi
mation of the true surface of the organ, so that medically signi
ficant information is not lost, we find that the number of square-
shaped surface elements needed to describe the surface of an organ
such as the heart or the lung is typically 10,000 - 15,000. The
detected surface could now be approximated by larger polygons
other than squares (or even more complex surface elements such as
bicubic patches), but since we are interested in accurate quanti
tative evaluation of a particular organ (rather than just what a
heart or a lung looks like in general), the resulting loss of ac
curacy may not be justified. (In particular, the use of voxel
faces as surface elements makes volume measurements, often used in
quantitative diagnostic medicine, trivial.) We shall look again
at the relative advantages of using a large number of simple or a
small number of more complex surface elements in our discussion
section below. An alternative approach to truly three-dimension
al surface detection of organs, such as the one described in [12],
is detection of two-dimensional boundaries in cross sections fol
lowed by the connection these boundaries by planar surface elements
such as triangles [8,9,13]. This has several drawbacks: informa
tion provided by the continuity of the organ surface is lost, bias
is introduced into the display by the direction of the original
cross sections, concavities in the organ are often missed, and the
display of the resulting surfaces requires a considerable amount
of computer processing.

(iii) The detected surface of the organ is displayed. How best
to do this under the given circumstances is the subject matter of
this note.
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METHODS

In order to achieve a visually realistic representation of the
surface of a three-dimensional object on a cathode-ray tube, one
has to solve the problems of removing the hidden parts of the sur
face and shading its visible parts. The approximation of the sur
face so that it is composed of planar polygons is a commonly used
approach which allows efficient solutions to both these problems
[3,7,8,9,13,14,15,16]. Lack of continuity in the shading across
polygonal boundaries causes undesirable artifacts which can be re
moved by continuous shading procedures [7,14,15].

The methods that we discuss in this section make essential
use of the special properties of our surface elements: they are
all squares of the same size, lie in one of three mutually perpen
dicular directions and are small. Previously proposed algorithms
for hidden surface removal and shading apply to surfaces made up
from more complicated elements. Making use of the special proper
ties of our surface elements, we can achieve a three-dimensional
display of the organ which is as good or better in quality than
those produced by previously proposed algorithms; and we can do
this in a time which is at least an order of magnitude faster than
what would be needed by the more general algorithms if they were
applied to the same surface.

In order to make precise the nature of our surface elements,
we introduce the notion of a "cuberille". This is a special case
of the more general notion of a "dissection" of three-dimensional
space, which is defined and discussed in the Appendix.

Definition. A cuberille S is a pair {$,C}, where
(i) $ is an infinite collection of closed cubes (called the

components of <!>) which cover the whole of three-dimensional space
and which are such that if two components of $ intersect then the
intersection is a face of both components, and

(ii) C is a mapping which associates with every face the
point at the center of the face.

The motivation for this name is the following. "Quadrille"
marking on paper is obtained by two orthogonal sets of equally
spaced parallel lines, which dissect the surface of the paper into
equal squares. Analogously, a cuberille is a dissection of space
into equal cubes by three orthogonal sets of equally spaced paral
lel planes. Note that what we call a "face" in the cuberille is
always a face, in the usual sense, of exactly two cubes. The
domain of the mapping C is the set of all faces, its range is the
set of all points which are at the centers of the faces of the
cubes. In what follows we often talk about the "plane of a face
a"; by this we mean the infinite plane in which the face a lies.

In this terminology, the voxels are components of a cuberille,
S,and all the surface elements are faces of S. A property of
cuberilles, which will be of significant help in hidden surface re
moval, will be stated and proved below.

All illustrations in this work have been produced without the
use of perspective transformations. Since the objects we are work
ing with (animal organs) are usually small relative to their dis-
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tance from the simulated observer, perspective transformations do
not appreciably improve the quality of our displays. On the other
hand, quantitative information is lost, since distances between
parts of the organ are distorted. For this reason, we have aban
doned using perspective transforms, which has also resulted in re
ducing computing costs.

One important departure from commonly used improvements to
the visual appearance of the display [7,14,15] is the way we handle
smoothing across the polygonal boundaries. In essence, we delay
the smoothing until everything else has been done, and we smooth
the final image by using a low-pass filter. We shall return to
this point later on.

Right until the final smoothing, an individual visible sur
face element is shaded in the same way as it would be if it ap
peared in isolation. The exact shading rule does not appreciably
affect the efficiency of our methods. (In the examples below we
used a variant of Warnock's shading rule as given on p. 624 of [7],
in which shading depends on the cosine of the angle the face makes
with an assumed direction of light and on the distance of the
point from an assumed light source ). What is important is that (i)
due to the smallness of the surface elements we may assume that
the shading assigned to any point on the face a is the same as the
shading assigned to its center C(a) (thus shading needs to be cal
culated only once for each face), and (ii) the faces lie only in
three possible directions, making the calculation of the shading
very fast if light rays are assumed to be parallel.

The next important consequence of our assumptions is a great
help in reducing time for hidden surface removal. This consequence
is stated in the following theorem, the proof of which is given in
the Appendix. In the statement of the theorem |pq| denotes the
distance between the points P and Q in three-dimensional space.

Theorem. If

(i) S = {$,C} is a cuberille,
(ii) 0 is a point,

(iii) a and fl are two different faces of S, such that 0 does
not lie in the plane of either a or |S,

(iv) A is a point in the interior of a,
(v) B is a point in the interior of P,

(vi) 0, A and B are collinear with A and B on the same side of
0,

then

(vii) |0A| < |OB | if, and only if, |OC(a)| < |OC ((5) |.

The practical consequence of this theorem is the following.
Suppose we have two surface elements a and 8, such that 0 does not
lie in the plane of either a or P and the point A in the interior
of a lies on the same line of sight from the observer 0 as the
point B in the interior of 3. It follows from our theorem that A
hides B if, and only if, the center C(a) of the face a is nearer
to the observer 0 than the center C(fl) of the face $. (It is easy
to show that such a theorem is not true for more complicated sur
face elements; it already breaks down if the surface elements are
rectangles rather than squares.)

As a result of this theorem and the discussion preceding it,
we see that, for a fixed observer position 0, each surface element
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a need only to have two numbers associated with it for the purpose
of shading and hidden surface removal:

(i) b(a) - the brightness of all points on the displayed sur
face a, calculated by the chosen shading rule, and

(ii) d(a) - the distance of C(a) from the observer 0.

The unsmoothed visible surface is calculated by the following
simplified version of what is generally referred to as the Z-buf-
fer algorithm [1,2,4].

With each dot (raster element) D on the display screen we as
sociate two numbers: brightness b(D) and distance from the observer
d(D). Initially, for each dot we assign zero (dark) to the bright
ness, and a very large number (essentially infinity) to the dis
tance from the observer. If a face is such that its plane contains
0, then it is not displayed. All other faces making up our sur
face are displayed one by one, according to the following procedure.

For each face a, we calculate b(a) and d(a), and locate all
the dots on the display screen that would be used if that face a-
lone were to be displayed. For each such dot D, we change b(D)
and c(D) only if d(a) is less than d(D). In that case, we set
b(D) to b(cx) and d(D) to d(a). In this fashion, by the time we
have dealt with all the dots in all the faces, brightnesses will
be displayed for the visible faces, and the hidden faces will not
influence the display.

The main advantage of Z-buffer type algorithms over others is
its speed, mainly because it does not require any sorting of faces
according to their distance from the observer. This efficiency in
time is further improved in our case by the fact that the values
b(a) and d(a) need be calculated only once for each of the faces.
Catmull [2], pointed out two possible disadvantages of such algo
rithms. The first is the storage requirements for the Z-buffer,
which holds the values of d(D) for each display dot D. It should
be noted that, in our case, the entries in the Z-buffer will be
equal to d(a) for some face a of the cuberille, and so only a few
digits of accuracy is required to make the decision needed in the
hidden surface removal algorithm. The other possible disadvantage
mentioned by Catmull [2] is the problem of "anti-aliasing", a prob
lem to which we shall return in our discussion section below.

Approximation of the curved surface with faces
generates an undesirable visual effect, caused main
only three directions in which the surface elements
an example below. Similar, though usually less dis
facts are observable whenever a curved surface is d

collection of planar polygons.) We now discuss our
method which substantially reduces this artifact us
computer time. The method is a variant of "low-pas
Low-pass filters are commonly used to remove noise
aries in images.

of a cuberille

ly by having
lie. (We show

turbing, arti-
isplayed as a
smoothing

ing very little
s filtering",
and sharp bound-

Let G
1

, Gq denote the shading intensities in a screen
J- •* ' 1_ 1— 1_ .fff 1-1— * * J • »"tt itdot and its eight neighbors before smoothing, as indicated by the

diagram below.
G6 G2 G7

G3 G1 G4

G8 G5 G9
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After smoothing, the new intensity of the center dot will be

5 9

g„ + w y f.g. + w y f.c
1 .L~ 1 1 .Lr 1 1

new 1=2 i=6

G1 5 ~ 9
1+ w y f. + w^ y f.

l i ^ i
i=2 i=6

If the dot labelled by 1 is on the edge of the screen and there
fore does not have a neighbor labelled by i, then f. is assumed to
be zero, otherwise f. equals one. W is a user adjustable weight
ing factor.

For such smoothing to be effective, it is essential that the
individual faces should occupy no more than about ten raster ele
ments on the screen. As will be discussed below, both this prob
lem and the problem of aliasing (due to some surface elements not
covering any display dots) can be handled by using a larger
smoothing array. First we give some examples produced by our
method.

EXAMPLES, TIMINGS, COMPARISONS

For a demonstration of our ideas we use a plastic cast of an
isolated canine left ventricle with some beads inserted on the

surface. Figure 1 shows a television image of this cast, blurred
so as to make the resolution similar to that obtained in the re

construction process.

A variant of the Algebraic Reconstruction Technique ART3 [10],
has produced from 34 x-ray projections of our cast a 64 x 64 x 28
density array, with the edge of each voxel being just over 1 mm.
(Based on such a reconstruction, variations in the surface smaller
than a voxel could not possibly be displayed. For a fair evalua
tion of the efficacy of our display procedure its output should be
compared to an image of the original which has been blurred as in
Figure 1 to remove features smaller than the resolution of the re
construction procedure.) Our surface detection algorithm [12] has
been applied to the reconstructed array and it produced an estimated
surface of the cast consisting of a connected collection of 12,176
faces of voxels. This collection is displayed in Figure 2 using
our variant of Warnock's shading rule. As can be seen, the small
square surfaces cause an undesirable visual effect. Figure 3 shows
the display shown in Figure 2 after our smoothing procedure has
been applied with W = 0.8. (All our displays have been photo
graphed from the screen of a Ramtek display system using a 240 x
240 raster array.)

In spite of the very large number of surface elements, our
method required only 1 minute for hidden surface removal and
shading, resulting in Figure 2, and a further 8 seconds for
smoothing and displaying, resulting in Figure 3. (All timings re
ported in this note, except where otherwise stated, refer to
CDC3500 CPU time and FORTRAN coding.)

We applied the hidden surface removal and shading method of
Greenleaf et al [9] to the same object (this method involves sort
ing the faces according to distance from the observer), and we

-288-





found that it needed over 5 minutes.

We also applied the method described by Gouraud [7], which in
corporates smoothing into the hidden surface removal and shading
process. This approach modifies the computation of the shading on
each surface so that continuity exists across surface boundaries.
This continuity can be achieved by assigning as normal at a vertex
the average of the normals to each surface associated with this
particular vertex. Each surface has a different shading for each
of its vertices and the shading at any particular point inside the
surface has to be computed by linear interpolation of the shading
at the vertices of the surface. Due to the large number of the
surfaces in the objects we are interested in (typically over
10,000), this approach is time consuming. In our implementation,
Gouraud's method required over 16 minutes. Also, the results are
far from acceptable, because the surfaces are either parallel or
perpendicular to each other. Figure 4 shows a display produced by
Gouraud's method. While it is the case that changes to Gouraud's
method which produce better quality images have been reported on
(e.g., [14]), these changes further increase the already consider
able computer time requirement. Note, in particular, that the
time required for smoothing in such methods increases with the com
plexity of the object to be displayed (e.g., normals have to be
averaged at each of the vertices of faces), while the time required
for our simple low-pass filter depends only on the size of the
raster display matrix.

Our timing for Gouraud's algorithm is consistent with what has
been previously reported in the literature. Watkins [16], on whose
hidden surface removal algorithm Gouraud's is based, reported that
it took 2.5 minutes to produce and display on a PDP-10 Figure 35
of his paper, which consisted of only 345 blocks, six polygons per
block. Note also the times quoted in Figure 4 of Gouraud [7]; over
1.5 minutes for surfaces based on a few polygons. More recently,
Blinn and Newell [1] reported that images of objects made up from
26 bicubic patches took about 25 minutes to display on a PDP-11/45.
It does therefore appear that our methods are at least an order of'
magnitude faster than other more general methods described in the
literature would be if they were applied to surfaces made up from
numerous faces of a cuberille.

We now demonstrate our display method on two actual reconstruc
ted organs.

In Figure 5, we display the surface of an isolated canine
heart whose 64 x 64 x 30 reconstruction has been produced from 50
x-ray projections. The detected surface consists of 13,650 ele
ments and the figure required under 1.5 minutes for hidden surface
removal, shading, smoothing and displaying.

In Figure 6, we display the surface of a part of the left lung
of a dog. Thirty-five x-ray projections of an intact dead dog have
been taken and the thorax and contents of the dog were reconstructed
as a 64 x 64 x 64 array. The input to the surface detection al
gorithm was a 28 x 64 x 64 subarray containing most but not the
whole of the left lung. The surface detection algorithm [12] was
applied to detect the surface of the lung in the thorax (11,500 sur
face elements) and the result is displayed in Figure 6. The im
prints in the lung of the heart and of the major airway about it
are clearly visible. This figure required 1 minute for hidden sur
face removal, shading, smoothing and displaying.
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DISCUSSION

There are many different reasons for displaying three-dimension
al surfaces on a cathode ray tube. The relative importance of the
quality of the display and the cost of producing the display de
pend on the purpose for which the display is being created.

For example, in designing a vase using computer graphics, the
quality is of extreme importance, since esthetic appreciation of
what the real product would look like can only come from a very
realistic display. The cost of display is of lesser importance,
since under any circumstances it is likely to be only small part of
the total manufacturing cost.

On the other hand, when images are to be displayed for the pur
pose of medical diagnosis, it is the usefulness of the image and
not its realism which is important. For example, ultrasound images
often look very different from the organs they image, but neverthe
less contain essential information for making a correct diagnosis.
In a typical application for our purposes, we desire to provide the
surgeon with the gross structure of a deformed heart to avoid any
potentially disastrous surprises during an operation, but we need
not give him an artistic rendering of his patient's innards. On
the other hand, reduction in cost is essential: computer time for
the display will have to be borne by the patient.

Another difference between the two situations described above
is the importance of quantitative aspects. The shape and even size
of a vase can and usually will be changed for the sake of better ap
pearance. Correct reproduction of shape and size of organs may be
of great significance for diagnostic purposes.

The methods that have been proposed in the last section are
not intended to compete with the techniques that have been developed
in recent years for the purpose of realistic surface modelling by
computer [1,2,4,14,15]. For example, they are not suitable for
showing specular reflections on the surface. On the other hand,
they are extremely fast and quantitatively accurate.

A point of general interest here is the speed of the display
in spite of the large number of faces involved. It is commonly be
lieved that increasing the number of polygons making up the surface
would increase the time for hidden surface removal (see, e.g., [14]).
Our work has demonstrated that, provided the larger number of poly
gons are simpler in shape and degrees of freedom of orientation, re
duction in computer time is possible. In spite of the restrictions
on shape and orientation, due to the smaller size of the polygons,
the quantitative accuracy of the surface is likely to be better
than what can be achieved with a significantly smaller number of
more general surface elements. Another advantage of using small
surface elements is that the images show no observable Mach band
effects, especially after smoothing.

Some comments are in order about our smoothing method. It is
an example of a low-pass filter. Such filters are commonly used in
picture processing for the elimination of high frequency components
(such as sharp edges and isolated dots). Nevertheless, they have
been either totally ignored in the literature on the display of
three-dimensional surfaces, or have been discarded without much ado.
("A brief experiment with this scheme proved unencouraging." says
Crow [4] about one such filter.)
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We believe that for certain types of surfaces (including the
ones we are interested in), smoothing by a low-pass filter, such
as the one we have suggested in the last section, is a very ap
propriate way of improving image quality. First of all, such
smoothing is extremely inexpensive. In particular, the cost de
pends only on the size of the raster display matrix, and not on
the complexity of the object to be displayed. (Smoothing for each
of the 240 x 240 displays in Figures 3, 5, and 6 took 8 seconds of
CDC 3500 CPU time when programmed in FORTRAN.)

Secondly, smoothing this way gets rid of many of the arti
facts that one is worried about in three-dimensional display of
surfaces, especially if the surface elements are likely to occupy
areas on the display screen which are about the same size as the
smoothing matrix (3 x 3 in the case described in the last section).
For example, our method smooths the silhouette of the object
automatically. This is especially appropriate when organs are dis
played against a dark background, since the surface is likely to
be curving away from the light source near the edge. (Compare
Figure 2 with its smoothed version in Figure 3.) More generally,
even though our method does not make use of partial areas (in the
presmoothed picture each raster point is determined by one and only
one surface), the contribution of neighboring raster points to a
given raster point has an effect usually similar to what would be
achieved by explicitly incorporating partial areas into our cal
culation.

There is one undesirable consequence of the way we produce our
unsmoothed shaded picture which cannot be compensated for by any
amount of smoothing. It is possible that a "visible" surface ele
ment is positioned so that it is missed by all dots on the display
screen. (This results in "aliasing", see e.g., [1,4].) We can re
duce the frequency of occurrence of this problem, and, at the same
time,improve the general appearance of our displays, by the fol
lowing procedure, which corresponds to a low-pass filtering of the
object to be displayed rather than just the display itself (cf..
[4]).

For the purpose of hidden surface removal and shading we may
assume an array of display dots which is finer than the actual
raster array. Typically, we may use four or even nine dots for
each display point. Having done the hidden surface removal and
shading, we can apply the smoothing algorithm to calculate the
smoothed value at the actual display points based on the larger ar
ray of unsmoothed values. (The smoothing matrix will usually re
quire a larger number of elements than what we have used in the
last section. In general, the number of points in the smoothing
matrix should be approximately the same as the number of display
dots needed for a typical surface element.)

This approach will capture faces missed by our earlier ap
proach, and it will generally produce a better quality picture, be
cause of its more correct treatment of partial areas. However, it
slows down the process (proportionately to the number of dots we
use for each raster point) and it may require excessive storage.
For example, if for a 240 x 240 raster display we wish to use four
dots for each roster point and 256 grey levels, and if we believe
that 256 levels in the Z-buffer are enough to make correct de
cisions in the hidden surface algorithm (as is likely to be the
case when displaying an organ using faces in a cuberille), then the
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number of 16 bit words needed for the hidden surface removal and
shading is 230,400. Since the brightness and distance from ob
server for nearby display dots is likely to be very similar, simple
offset coding can reduce the storage requirement considerably, but
only at the expense of time that has to be spent on decoding during
the hidden surface removal and shading process.

From the above discussion it appears that considerable improve
ment to the quality (from the point of view of realistic appearance)
of the pictures produced by our method can be achieved by more ex
pensive methods based on the same principles.

CONCLUSIONS

We have proposed methods for hidden surface removal, shading
and smoothing which are very efficient if the surface to be dis
played consists of faces of a cuberille. Such surfaces are ap
propriate as approximations to organ surfaces, especially in the
context of computerized tomography. Applied to such surfaces, our
algorithms produce displays which are as good or better than dis
plays produced by previously proposed more general methods, but in
a small fraction of the time required by those methods.
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APPENDIX

The ordering of square surface elements.

In this appendix we prove the theorem in the section entitled
"Methods".

Much of what is done in the Appendix is applicable to a general
ization of the concept of a cuberille to arbitrary polyhedrons in
place of the equal sized cubes. We call this, generalized concept
a "dissection" of the three-dimensional space.

Definition. A dissection (of three-dimensional space) S is a
pair {$,C}, where

(i) $ is an infinite collection of simple closed convex poly
hedrons (called the components of $ ), which cover the whole three-
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dimensional space and which are such that if two elements of <D in
tersect then the intersection is a face for both components, and

(ii) C is a mapping which associates with every face a point
in the interior of the face.

Definition. We say that dissection S =
ed if the following condition is satisfied.
Whenever,

{$,C} is locally order-

and so

(i)
(ii)

(iii)
(iv)
(v)

(vi)
same side of 0.

(vii)
then

0 is a point,
1 is a component of $
a and P are faces of <j>,
A is a point on a but not on p .
B is a point on ft but not on a ,
0, A and B are collinear, with A and B on the

0 < |OA| < |OB|,

(viii) |0C(a) | < |0C(8) |.

Lemma 1. A cuberille is locally ordered.

Proof. Let S be a cuberille, 0 be an arbitrary point, <j> be a
component of $, a and P be faces of <J>, A be a point on a but not
on P and B be a point on P but not on a, such that 0, A and B are
collinear and 0 < |oa| < |OB j . We distinguish between two cases.

Case (i) a and p are parallel.
Let I be the line through C(a) and C(P) and let 0' be the uni

que point on I such that the line segment 00' is perpendicular to
t. Clearly, 00' is parallel to a and P, and so 0 < |0*C(a)| <
|0'C(P)|. But

|0C(a)|2= |00'|2+ |0'C(a)I2,

|0C(8) | = |00' |2+ |0'C(P) |

0C(a) 0C(P)

Case (ii) a and P are perpendicular with an edge in common.
First note that from the fact that 0, A and B are collinear

and 0 < |oa| < |OB|, it follows that 0 is on the opposite side of
a than C(P) is and is on the same side of 8 as C(ocj is.

Let I be the common edge of a and 8 and let P be the unique
plane perpendicular to I going through the points C(a) and C(B).
Let 0' be the unique point on P such that the line segment 00' is
perpendicular to P. Since 00' is parallel to both a and p, 0' must
be on the opposite side of a than C(P) is and on the same side of
P as C(a) is. Observing Figure 7 we see that

|0'C(ct)|2 = a2+ r2 - 2ar cos (Q-tt/2) ,

|0'C(p)|2 = a2+ r2 - 2ar cos G .

where -\ < 0 <_ tt. Hence it follows that|o'C(a)| < |o'C(P)j. But

|0C(a) |2 = |00' |2 + |0'C(a) |2,

|0C(P)|2 = |00'|2 + |0'C(P)|2,
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Figure 7

Perpendicular faces of a cuberille,
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and so

|0C(o) | < |0C(P) |.

Definition. We say that a dissection S = {*,C} is globally
ordered, if the following condition is satisfied.

Whenever

(i) 0 is a point,
(ii) a and B are two different faces of S, such that 0 does

not lie in the plane of either a or p,
(iii) A is a point in the interior of a,
(iv) B is a point in the interior of 8,
(v) 0, A and B are collinear, with A and B on the same side

of 0,
(vi) 0 < |OA| < |OB|,

then

(vii) |oc(a) | < |0C(P) | .

Lemma 2. Every locally ordered dissection is globally ordered,

Proof. Let S be a locally ordered dissection, 0 be a point,
a and p be two different faces of S such that 0 does not lie in
the plane of either a or P, A be a point in the interior of a and
B be a point in the interior P such that 0, A and B are collinear,
with A and B on the same side of 0 and 0 < |oa| < |0B|

We are going to define sequences AQ, A1, ..., A of points,
a0' a1' *" *'an °^ faces and <t>. , •--, 4> of components which have
the following properties. n

(i) an = a.
(ii) CT = P.

(iii) For ! 1 i i nf a.:-, and a. are faces of <J>. .
(iv) For 1 < i <_ n, A., Is a poiftt on a. .., but not on a. .
(v) For 1 <_ i < n, A.~is a point on ct./but not on a. .1

(vi) For 1 < i <_ n, 0, A., and A. are1collinear, witft A. and
A. on the same side of 0, 1~1

(vii) For 1 < i < n, 0< |0A._.j | < |0A.| .

Let us assume for now that we have already succeeded in defi
ning such sequences. Then, for 1 <_ i <_ n, the fact that S is
locally ordered implies that

|0C(ai_1) | < loCfcu) |.

This, combined with the fact that oQ= a and a = P, implies that

|0C(ct) | < |0C(p) | ,

which is what we need to prove.

We now give the construction of the sequences An, A., ..., A
ctQ, ex., ..., ct , tf). , ..., <f> , which satisfy the properties (i) -n
(vii) describee above.

First of all, it is easy to see that there exist points A' on
a and B' on p such that 0, A' and B' are collinear and the line
segment A'B' does not cross an edge of any face in the cuberille.

We define AQ, A1, ..., A to be the set of all points on the
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line segment A'B' which lie on a face of S, arranged in an order
so that, for 1 < i < n, |0Ai_.| < |0A.|. Since 0, A_ = A' and B'
are collinear and 0 < |0A'|, (vi) and1(vii) are satisfied.

Since A_, A., ..., A lie on the line segment A'B' and also on
faces of S, it follows by the choice of A' and B' that none of the
A. 's lie on an edge of a face of S. Hence, for 0 <^ i <_ n, there
is a unique face a. such that A. lies on a.. Also for 1 < i < n,
there is a unique component cf>. s"uch that ou . and a. are faces of
<t>. . (This is the component wnich contains1the segment A. .A..)
Tnis completes our definition of the a.'s and the <J>. 's. """Properties
(i) to (v) are clearly satisfied, completing our pr&of of Lemma 2.

Lemma 3. If a dissection S = {$,C} is globally ordered then
it satisfies the following property. For any point 0, for any dif
ferent faces a and P of S, and for any points A and B such that A
is in the interior of a, B is in the interior of P and 0, A and B
are collinear with A and B on the same side of 0 (not coinciding
with 0),

|OA| < |OB|

if and only if

|0C(a) | < |0C(P) I.

Proof. If IOA|
If |0C(a) I < |0C(p)

OB

OA

then IOC(a)I < |0C(B)| by the Lemma 2.
%< |OB | (by Lemma 2), but |OA|\4 |OB | since

then we would have A = B, contradicting the condition that A and B
lie in the interior of two different faces.

The theorem in the main body of the paper is now an immediate
consequence of Lemmas 1, 2 and 3. The derivation in this Appendix
was given in such a way that generalization to all locally ordered
dissections is immediate.

DISCUSSION:

Pizer asked about the time for the program to display the picture after
the surfaces had already been identified, what the resolution of the display was
and the number of gray scales used. Liu answered that it took about one min
ute on the CDC 8500 after surface identification and removal of hidden sur
faces, most of which was disk I/O time, to display the picture in 256 gray
levels with a display resolution of 240x240.

Porath wondered if the radiation dose had been estimated for a 4-dimensional
reconstruction of the heart and Herman replied that he did not know the exact
figures but referred to an article to be published in the MayoClinic Proceed
ings. Pullan stated that the dosage might be as high as 50 rads for an
investigation like this and that in real clinical scans there is a very small
difference in attenuation coefficients between blood in the heart and the
heart muscle and that you must use even higher radiation dose to visualize
that difference. Herman replied that this was not a standard CT-machine.
The machine which is to be built at the Mayo Clinic will have 28 X-ray
sources and opposed image intensifies in a semicircle, electronically switched,
each being on for 1/100 th second. Furthermore, contrast injection is going to
be used.
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Pullan then asked if they were capable of collecting all the data while
the bolus was going through the heart or if they were working at an equilib
rium. This question was answered by Coulam, who said that theoretically
one can collect all the data as the bolus passes the heart, but they have
been working with brominated fluorocarbides as a blood analog. This was
preferable due to its very slow removal from the circulation (1/2-1 hour)
He also made the comment that they gather the data during roughly 2 complete
heart beats and that they delivered 2 rads/second to the animal. He also
mentioned that conventional processing could take up to two weeks to get the
different cross-sections and that they have to go to hard-wired ^constructors
etc. Herman added that the temporal resolution was 1/60 th second and that
the data was filtered over time as well as over space and that the detection
of moving surface is therefore fairly accurate.

Rogers asked what surface detection algorithm had been used, and Herman
described it as a gradient search procedure which builds up a surface from
an interactively chosen point near the surface. The algorithm has also a
capability of back-tracking if it is lost.

Rogers wondered also if the operator handled problems of discontinuities
such as at the edge of cut and Herman replied that the operator specifies the
plane of cut and the surface then follows that plane.

Gruber asked if the surface was constructed from edges of different
planes, and Herman explained that this was not the case; instead, they
constructed a continuous surface from the square surfaces of the "voxels."

Todd-Pokropek stated that he was surprised that they did not use the
technique of patches since he found the cubic structure of the picture disturb
ing. Herman replied that it was more natural, in CT-scans, to display the
voxels as they are and also that the hidden surface removal and shading is
faster than for more general surface. Liu emphasized that it would be slower
to work with patches in this application.

Metz made the comment that his group obtained the illusion of depth in
the display by modulating the brightness by the cosine of the angle and by
the distance to the observer and asked if they also used some shadowing since
the inside of the heart was dark. Coulam explained that this probably was
caused by the fact that when planes approach a parallel orientation to the
light source, they get darker and darker.
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ABSTRACT

Interactive image processing techniques are useful in medical applications
in which the solution depends upon the subject or organ examined and in cases
in which total automation is too costly or difficult to implement. A survey of
interactive image processing techniques is presented in this paper. Each of
the techniques presented has been or could easily be implemented in hardware
using presently available microcomputers and operating at real time TV rates.
The selection of interactive capabilities is briefly considered. Interactive
image enhancement using histogram specification, spatial filtering, and
pseudocolor mapping are presented. Examples from radiography, mammography, and
computer tomography are given. This comparative study illustrates the
importance and availability of interactive devices for improving patient care
through image processing.

INTRODUCTION

The advantage of interactive processing is that the scientist has direct
control and knowledge not only of the input data but also of intermediate
calculations and results. The main drawback is that operating a system based
on this approach requires an expert who can recognize a significant result.

Medical imaging techniques are in routine use in radiology, for example,
scintigraphy, radiography, computer tomography, and ultrasonography. A recent
survey of display systems [1] indicates a number of limitations of current
displays. The purpose of this paper is to examine several interactive features
which could be added to a medical display.

A selected set of implementable, interactive image enhancement techniques
is described below. Since the interactive requirements vary with the examina
tion and subject, the "menu design" approach is first considered. The histogram
of an image is an easily computed statistic which provides a large amount of
information about an examination. Histograms of chest radiography are presented
which demonstrate the relationship between a properly exposed radiograph and its
histogram. It is hypothesized that for each examination and major subject

*Work partially supported by NASA Contract NAS8-29271
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category, an ideal underlying histogram exists. Histogram specification is
then presented which shows that, given the underlying distribution or parameters
which specify it, it is possible to transform a given image into one with the
specified histogram. The application of this technique to image enhancement
follows directly. The interactive feature of the implementation permits a
single machine to be used for a variety of examinations and subject ranges by
the selection of the appropriate distribution.

Spatial frequency techniques are widely used for image enhancement; however,
the shape of the spatial filter varies considerably depending upon the examina
tion and subject. Edge enhancement or spatial highpass filtering can be
implemented using a local unsharp masking operation. This technique is
demonstrated for improving the visibility of fine detail in a radiograph.
However, edge enhancement is not desirable in all examinations and often
exactly#the opposite technique, lowpass spatial filtering, is required. This
effect is often desirable in nuclear medicine imaging for noise smoothing and
in radiography for demonstrating mass lesions. An example, xeroradiogram which
has inherent edge sharpening is presented in which the visibility of a mass
lesion can be improved by lowpass spatial filtering.

Since the human visual system has highest acuity in the fovea, which
contains color receptors, the use of pseudocolor mapping offers a potential
improvement for image enhancement applications. However, the mapping from a
black-white, one-dimensional space, to a chromatic, three-dimensional space,
is difficult to specify. One set of solutions is to specify a curve path such
as the spectral colors or the chromaticity curve of a blackbody radiator. The
interactive approach would indicate the use of a set of curve paths which could
be selected easily from the display. An example of pseudocolor mapping for a
computer tomography brain image is presented to demonstrate the enhanced
visibility of a lesion by means of a pseudocolor presentation.

SELECTING INTERACTIVE OPTIONS

An important consideration in any interactive application is the selection
of a set of interactive options. This step is often called "menu design."
Although only the options which are placed on the menu can be selected, it often
appears that the difficulty of implementating the options has resulted in sparce
selections. Due to the infinite variety of possible options, attention will be
focused on image enhancement techniques which perform a necessary function and
for which an interactive solution is required because of the dependency of the
solution on the examination and subject.

Among the many techniques which fall into the category the following are
representative:

(1) Histogram specification,
(2) Spatial frequency filtering,
(3) Pseudocolor mapping.

Each of these techniques is described in the following sections.

HISTOGRAM SPECIFICATION

For any radiographic image, f(x, y), a histogram is easily computed by
simply tabulating the number of occurrences of each gray level. The histogram

-303-









provides a large amount of information about film quality and often the pathology
shown by the examination. To provide maximum benefit, the histogram must be made
specific to each type of examination, and ranges of anatomical variation must
also be imposed. For example, a properly exposed chest radiograph of an adult
and the corresponding histogram are shown in Figure 1. Note the wide contrast
range which is characteristic of the wide latitude of a proper exposure. The
two major peaks are characteristic to the anatomy, with the dark peak corre
sponding to the lungs and air space and the white peak corresponding to the
dense bone structure. These results may be contrasted with the underexposed
radiograph and its histogram shown in Figure 2. Note that the washed out
appearance of the radiograph is clearly reflected in the single peak and narrow
range of the histogram. As another example, consider the overexposed and
fogged radiograph shown in Figure 3. The corresponding histogram reflects the
unusual dark values in the film by showing a narrow band of values biased to the
lower gray values. These examples illustrate that for a given examination and
subject range there may be an underlying histogram which could be expected from
a properly administered exam. This hypothesis may be considered equivalent to
assuming an underlying probability distribution for the gray levels with the
parameters of the distribution dependent on the types of examinations and
subjects.

We now describe a method [2] for interactively specifying the parameters
of the underlying distribution and develop a transformation which converts an
image into one which has the specified distribution. The method could be
directly applied to the enhancement of improperly exposed films and thus
perhaps avoid the necessity of repeated patient exposures.

Suppose that an image to be processed is digitized to form an N X M array
of elements (pixels), and let x be a variable which represents the gray level
of each pixel. It is assumed for simplicity that x has been normalized to the
interval 0 £ x <_ 1, where 0 denotes black and 1 denotes white in the gray
scale. Attention will be focused in the following sections on transformations
of the form

y = T(x), 0 < x < 1 (1)

which map a gray level x into a level y. The function T(x) is assumed to
satisfy the conditions

(a) T(x) is single-valued and strictly monotonic in the interval
0 <_ x < 1,

and

(b) 0 < T(x) < 1 for 0 < x < 1. (2)

The monotonicity condition preserves the order from black to white in the gray
scale of the enhanced image. In addition, condition (b) guarantees a mapping
that will be consistent with the allowed range of pixel values.

The gray-level mapping method developed in this section is based on
transforming the probability density function of the gray levels in an image to
be enhanced. The density function of the levels in the original image will be
denoted by py(s), while p (y) will be used to denote its counterpart in the
enhanced image. Althoughythese quantities are in reality discrete functions
for a digitized image, the following development will be carried out in
continuous form to simplify the explanation. The discrete equivalents are
obtained from these results without difficulty.
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The functions p^(x) and Py(y) are of fundamental importance in describing
the visual characteristics of the original and enhanced images. For example,
the average brightness of the original image is given by

x =

0

xpx(s)dx

while its variance (which is a measure of contrast) is given by

-1

0

(x-x) px(x)dx

(3)

(4)

For a given image, we are interested in obtaining an enhanced image with a
density function p (y) which has been interactively specified by the operator.

The transformation function y = T(x) and its inverse x = T" (y), are
guaranteed to be strictly monotonically increasing in the interval [0, 1] by
the conditions set forth in Eq. (2). Under these conditions, p (y) can be
written in terms of pv(x) and T(x), as follows [4]: y

A

py(y) Px^f x=T-](y) (5)

The function Px(x) is obtained from the original image, p (y) is specified, and
the problem is to determine the transformation function J\x) which will yield
the desired p (y).

A popular technique, known as histogram equalization [3,4,5], is obtained
from Eq. (5) by using the transformation function

y = T(x)
0

Px(s)ds 0 < x<1 (6)

which is the cumulative distribution function of x. The variable "s" in
Eq. (6) is a dummy variable of integration. From this equation we have that
dx/dy = l/pv(s), and Eq. (5) reduces to

A

py(y) =1 o<y<1 (7)

In other words, the use of Eq. (6) yields an image whose gray levels have a
uniform density.

Although histogram-equalization can be very useful in some applications,
this particular method is not suited for interactive image enhancement since
all it can do is produce a density function py(y) that is uniform. As will be
seen below, however, histogram-equalization can be used as an intermediate step
in a transformation which will actually yield a specified p (y).

Suppose that the gray levels x of an image are transformed using Eq. (6)
to yield a new set of levels z; that is,

H(x) =
rX

Px(s)ds (8)
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From the above discussion, we have that pz(z) is a uniform density function.
If the inverse of Eq. (8), H-l(z), is applied to the z's, we obtain the original
image with px(s) back. It is noted, however, that if we specify a density
function py(y) and apply Eq. (6) we would obtain

G(y)
y

o y
Pv(s)ds . (9)

Although G(y) is in general different from H(x), pz(z) is the same if either
Eq. (8) or Eq. (9) is used. If we now apply the inverse function G-1(z) to the
z's, the result would be a set of y levels with the specified density py(y).
In other words, if the z's have a uniform density, the desired py(y) can be
obtained by using the inverse mapping G_1(z). Therefore, if the original image
is first histogram-equalized and the new (uniform) levels are inverse-mapped
using the function G_1(z), the result would be an image whose gray levels have
the desired density py(y).

The above conclusion can be expressed in terms of a transformation function
T(x) from x to y by noting that y = G-l(z) and, since z = H(x),

y = T(x) = G_1[H(x)] . (10)

The histogram-equalization technique is a special case of Eq. (10) obtained by
letting G~l[H(x)] = H(x).

The transformation procedure is summarized in Fig. 4. Figure 4(a) shows
the original density function which is calculated from the image to be enhanced.
Figure 4(b) shows the transformation function H(x) which maps x into z.
Figure 4(c) is the result of this transformation. Figure 4(d) shows the
inverse transformation from z to y. The result of this transformation, shown
in Fig. 4(e), is the desired probability density function py(y). The problem
in using Eq. (10) for continuous variables lies in obtaining the inverse
function analytically. In the discrete case, this problem is circumvented by
the fact that the number of distinct gray levels is usually relatively small,
and it becomes feasible to calculate and store a transformation value for each
discrete pixel value.

3.1 Interactive Specification of Histograms

Four parameters are used in the histogram specification method described
below. The first parameter, denoted by m, specifies a point in the pixel
spectrum about which the histogram will be generated. The second parameter,
denoted by h, specifies the height of the histogram at the point m. The third
and fourth parameters are referred to as the right spread 9r, and the left
spread, 6l, about m. It is noted that m is related to the mean of the
histogram and h to its peakedness. The other two parameters control spread
(variance) and symmetry. Although the number of parameters could easily be
increased, experiments have indicated that more than four parameters are quite
difficult to control interactively, particularly when enhancement speed is an
important consideration.

Figure 5(a,b) illustrates the approach for decreasing and increasing the
spread about m. Both of these cases involve specifying the point m which can
be located anywhere on the interval (0, 1). Then the height is chosen at that
point and may assume any value greater than or equal to zero.

For the case of decreasing spread, the parameters 9r and 6[_ specify the
angle from vertical, as shown in Fig. 5(a). These parameters can assume values
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Figure 4. Histogram specification transformation procedure.
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(b)

Figure 5. A four-parameter approach for specifying histograms: (a) decreasing
spread, (b) increasing spread.
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from 0° to 90°. Point j moves along the line segment that connects (0, 1) and
(m, 0) as 6l varies, while point k moves between (1,1) and (m, 0) as 6r varies.
For the case of increasing spread, 9l and Gr specify the points along the
vertical axis at which the points L and R are fixed. The lower bound for these
points is zero, and theoretically there is no upper bound.

The above approach was implemented on a minicomputer, using four system
potentiometers which are interfaced to the processor. Each potentiometer
controls one of the four parameters described above by varying a voltage input
to an analog-to-digital converter. This voltage is then sampled and expressed
as a number between +1 and -1. If this algorithm were to be implemented in a
real time image enhancement system, the potentiometers could be replaced by a
joystick with four degrees of freedom. This would be more convenient than the
potentiometers, and one could rapidly learn to manipulate the joystick in order
to achieve fast enhancement results.

SPATIAL FILTERING

Spatial filtering techniques generally involve two-dimensional or regional
processing of an image to produce a desired filtered effect. It is well known
that lowpass spatial filtering "blurs" an image, highpass spatial filtering
produces "edge enhancement" and bandpass spatial filtering "matches the spatial
response of the human visual system." Of course the parameters of the filters
must be correctly chosen to produce the desired effect. Spatial filtering may
also be used in combination with contrast enhancement to produce excellent
enhancement effects.

To introduce the problem of image enhancement by spatial filtering [3,4]
we will first consider the continuous imaging situation then discretize the
process for implementation in a computer. Let p(x, y) represent the original
undistorted picture at the point (x, y), d(x, y) represent the observed
distorted image, n(x, y) represent an additive noise process and h(x, y)
represent the point spread function which characterizes the position invariant
imaging system.

If there is no noise present, the imaging system will produce a distorted
image, b(x, y) which may be described by the convolution equation

b(x, y) = h(x - x', y - y')p(x', y')dx'dy' (11)
) *

—oo

If additive noise is present then the distorted image is described by

d(x, y) = b(x, y) + n(x, y) (12)

The continuous restoration problem may be stated as follows: given d(x, y),
estimate p(x, y). The methods for solving this problem differ mainly in their
assumptions and use of a priori information about h(x, y), n(x, y) and p(x, y).

To reformulate the problem for interactive computer solution two main steps
are required. First, the observed image must be sampled; then the integral
must be approximated by a numerical integration quadrature formula. Suppose
that d(x, y) and n(x, y) are sampled at a finite set of points to produce
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d(i, j) and n(i, j) for i = 1, 2, ..., I

u = 1, 2, ..., J . (13)

Sampling the noise at the same points as the observed image is simply a
mathematical convenience. We may now express the distorted image as

d(i, j) = J h(xn. -x', y.. -y')p(x', y')dx'dy' +n(i, j) (14)

where the point (x-j, yj) corresponds to the sample point (i, j). To complete
the process, the continuous integral must be replaced by a weighted sum of the
integrand values at points

(x(,, yjp where k = 1, 2, ..., K

I = 1, 2, ..., L (15)

Under these conditions, the equation becomes

K L

d(i» J) =I I w^ h(x. -x^, yj -y;)p(x^,, y'z) +n(i, j) (16)
K"~ I X/ I

where W|<£ is the weighting factor at (x^, y£). We may simplify the notation by
letting

h(i - k, j - SL) = h{x. - x^, y. - yp

and p(k, a) = p(x^, yp (17)

to obtain

K L

d(i, J) = I I wM h(i - k, j - £)p(k, £) + n(i, j) . (18)
k=l £=1 K^

In some cases enough information is known about the impulse response and noise
process to permit an exact solution. However, in many applications it is
difficult to obtain these characteristics. In these cases the interactive
approach becomes very attractive.

A simple local spatial filtering may be used to realize a variety of
spatial filters in a fast computation:

3 3

d(i, j) = I I h(i - k, j - £)p(k, a) (19)
k=l 1=]

The impulse response weights, h(i, j), may be selected to provide highpass
filtering, lowpass filtering, high-frequency emphasis or noise smoothing.
Furthermore, repeated applications of a given filter may be used to obtain
more pronounced effects.
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To determine if the visualization of mass objects could be recovered from
an edge enhanced image by performing an inverse operation a series of experi
ments were made. Since edge enhancement results from highpass spatial filter
ing, the inverse operation is a lowpass spatial filter. Since the exact MTF
was not known, a simple averaging filter was used repeatedly to obtain the
desired effect. Contrast enhancement was also used. The results of these
operations are shown in Figure 6. Step 1 is the original picture enhanced by
contrast stretching. Step 2 is the low pass filtered image of Step 3. Step 4
is blurred twice, Step 5 is blurred three times, etc. Note that the mass
lesions do indeed become pronounced by lowpass spatial filtering. The effect
of spatial highpass filtering of a radiographic phantom is shown in Figure 7.
The wire elements show up much clearer in the enhanced image.

PSEUDOCOLOR ENHANCEMENT

The purpose of pseudocolor enhancement is to present the original
numerical image in a chromatic manner with the objective of increasing the
perceptibility of important details or the speed of object recognition. The
technique for mapping a single spectral representation into a three color
representation is called "pseudocolor" and has been considered by many authors
in several applications. The fundamental reason for considering pseudocolor is
that the human visual system contains three color sensitive receptors and
consequently has more capacity for distinguishing color information.

Visual chromatic stimuli must be specified by three coordinates. The red,
green, and blue (R, G, B) coordinates are often used. However, for technical
use, the most commonly used values are the three C.I.E.* (X, Y, Z), called
"tristimulus values." These quantities may be thought of as the amounts of
three standard primaries in a mixture that matches the given visual stimulus.
This system of specification is so designed that one of the coordinates (Y)
contains the entire brightness component of a stimulus, called "luminance," and
measured in appropriate photometric units (e.g., lumens). Chromaticity can
then be specified by two normalized coordinates (x, y) where:

(20)
A X + Y + Z J X + Y + Z

The result is that all physically possible chromaticities are contained within
a closed curve, known as a chromaticity diagram, on an (x, y) plot. The CIE
(x, y) chromaticity diagram is shown in Figure 7, with color names assigned to
various regions for ease in interpretation [8]. This curve was developed by
psychovisual experiments by showing an observer a monochrome light varying from
blue (450 nm) to red (700 nm) and asking him to distinguish the known from a
slightly shifted unknown.

The eye can distinguish a difference in any of these three visual
coordinates (2 chromaticity and 1 luminance), and is quite sensitive in this
regard even for complex images. Discrimination tasks with a black-and-white
image use only the eye's ability to detect differences in one of the
coordinates, i.e., the luminance coordinate over its gray scale range from
black to white. A pseudocolor enhancement of the black-and-white image involves
the assignment of a particular chromaticity-luminance combination in the
pseudocolor image to correspond to each particular shade of gray in the original
black-and-white image. By using all three visual coordinates, one can transform

Commission Internationale de l'Eclairage (International Commission on
Illumination).
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a small gray-scale difference in the black-and-white original into an easily
distinguished color difference in the pseudocolor enhancement. The specified
chromaticities may be produced from the luminance values by a mapping
procedure.

The pseudocolor mapping from luminosity (one dimensional space) to
chromatic (three dimensional space) is difficult to define in an optimum manner
not only because of the dimensionality increase but also because of the effects
of color perception. For each luminosity value, Y, a set of three numbers (r,
g, b) must be specified to combine the spectral responses and produce a color
sensation. The arbitrariness permitted by forcing a mapping from one to three
dimensions is both the beauty and the curse of pseudocolor.

Conceptually, a dimensional increase may be made in a completely specified
manner if constraints are imposed on the mapping. One such constraint is a
curve path. For example a line may be uniquely mapped into a spiral in three
dimensions if distance along the line is made to correspond to distance along
the spiral. The most familiar pseudocolor mapping occurring in nature is the
rainbow. The curve path of the rainbow shown on the chromaticity diagram is
similar to a parabola and is shown in Figure 8. Note that not all colors are
visible in the rainbow (purple is absent) but that a large number are present.
Another feature of the rainbow mapping is that since humans are familiar with
it, a minimal amount of training is required to specify a scale (e.g., blue-
cold; green-medium; red-hot).

Another important constraint which can be imposed on the mapping is
related to perceptual distance. A perceptual distance is easily assumed for
luminance perception: black is farther from white than from gray. Furthermore
just perceptual differences may be determined along the range. With pseudocolor,
the mapping must be defined and learned by the observer. The spectral mapping
is one familiar concept. However, the just perceptual differences may be used
to define a chromaticity mapping in which equal lengths along the curve
correspond approximately to equal perceptual distances. This concept has lead
to the CIE 1960 (u, v, w) coordinate system.

In the present state of development, the theoretical constraints on curve
shape and distance are not sufficient to uniquely define an optimum pseudocolor
mapping. Thus, empirical methods must be used to select an appropriate mapping
for each application. Fortunately, the mappings require only a table look-up
procedure for implementation and several tables may be easily stored on a
computer for experimental use. In fact, each mapping can be rotated in time
during display to produce an effective search method.

An experimental procedure which could test the effectiveness of pseudocolor
mapping may be outlined as follows: a set of borderline images should be
selected. The larger the number the more accurate the resulting statistics.
These images should be mixed with normal images in a random manner. Then the
complete set may be viewed by one or more observers and a receiver operating
characteristic (ROC) curve developed. The ROC curves for black and white may
then be compared to those obtained with pseudocolor and an objective comparison
made.

The basic effects of pseudocolor can be demonstrated without an exhaustive
ROC type study. The first problem encountered is selecting a mapping function.
Furthermore, a particular function may be rotated in a wrap-around manner to
give a large number of related functions. Starting with the computed tomography
image in Figure 10(a), and using a rotated, spectral mapping show below
Figure 10(b), the image shown in Figure 10(b) results. Note the enhanced
visibility of the mass lesion.
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Figure 8. The CLE. (x,y) chromaticity diagram with color names assigned to
various regions.
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DISCUSSION:

Kirch had the impression from the morning session that one always loses
fidelity when one takes image information into the computer, and he asked how
much the authors thought that the radiographs were hurt in the digitizing step.
Hall agreed on this. It is only possible to handle a few line-pairs/mm
whereas there are hundreds of line-pairs/mm on film. It is, however, possible
to use a region selection procedure, i.e., to locate the region you are
interested in and expand it in order to see greater detail. However, this
type of interaction was not yet built into their system.

Kirch asked if there is any high resolution video display on which a
radiologist would be satisfied to read chest x-ray film, and Hall replied that

at Yale University they used for their conferences in radiology a 525-line
TV system which obviously satisfied the pathologists. Brill stated that if
you want to focus on a small detail and use optical enlargement and then
digitize it, you preserve the information. The question is whether a radiol
ogist would use it.

Rogers asked Hall's opinion of the most efficient way a human can interact
with the computer: light-pen, track-ball, teletype or menues. Hall believed
this question was unsolved generally but thought the most natural way was to
point on a well-designed menue. Pizer referred to a doctoral dissertation

by Edward Britton at UNC that presents a methodology for selection of inter
active techniques in general. Brown commented that he was of the opinion that,
for display systems, it was better to control such things as rotation, etc., by
push-buttons and knobs than by menues. In this way one does not lose his
concentration while looking at the image.

Todd-Pokropek commented that N. Brown showed pictures with 25
microns resolution which he considered to be less interpretable than x-rays
exhibiting the same kind of resolution. This suggested that there was a
loss of data with zooming after all.
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Coulam responded to several of the previous points from a clinical point
of view, saying that he did not know of anyone in any institute who reads
radiographs from any type of televised system, whatever the resolution of the
display. It is used in conferences only because this is low-level decision
making, and it is used to point out gross abnormalities and to put the whole
clinical picture together. He also stated that televising an image and try
ing to interpret from that was ridiculous; why not look at the x-ray itself.
He then emphasized the time problem, since a radiologist might read 100
x-rays a day and does not have the time to sit and zoom to all single little
aspects of a film. He also expressed doubt as to whether it was economically
justified to have a computer terminal at every view-box. He concluded by
saying that, according to his experience, the human eye-brain combination was
very good and that it is very difficult to beat it, unless you want to enhance
certain aspects of an x-ray or make transformation to Fourier space, etc.

Goldberg asked what the power of the laser was in order to get the
Fourier transform images and why the laser was needed at all. He stated
that they have performed edge-enhancement, like band-pass filtering in
Fourier domain on non-medical images,and have found that for this purpose one
needs a very powerful laser; incoherent light did exactly as well. Hall re
plied that the power of the He-Ne laser was 15 mW and that they used the laser
since they were more used to it; it was a stable light-source most of the time.

Brown concluded the discussions by stating that one thing the eye-brain
complex cannot do nearly as well as the machine is to measure gray-scale
density values. He thought that we should concentrate on techniques which
make use of that strength of the machine.
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different time intervals covering the whole heart cycle. 350-600 beats are re
corded omitting post-extrasystolic cycles.Variation of the RR-time is in a
global way taken account of by renormalizing each matrix in order to have the
same number of recorded cycles for each time interval. We use a high sensitivity
collimator in order to reduce data collection time.

DATA ANALYSIS

Determination of the Heart Regions

The contours of the heart cavities can easily by determined by taking ad
vantage of the properties of the first Fourier coefficient. It is given by the
formula:

2icin

N

n=l

= X + i Y

N is number of time intervals, the An are count rates at time interval n.
Assuming the count rates to be Poisson distributed, the components X,Y of F-]_
satisfy to a good approximation a shifted Gaussian distribution.

(X-XQ)2 + (Y-YJz

W (X,Y) =—^ e 2s2

An •

The statistical standard deviation s is given by the square root of the mean
local count rates. XQ, YQ are the expectation values of X and Y. They are zero
if there is no motion at the respective image point. The expectation value of
the amplitude r is given by

2 , _, _ „2 , s2r2 = X2; + Y2 + s2 = r? +
o

Moving structures can easily be discriminated against not moving structures pres
cribing a lower threshold greater than s for the amplitude. Thus cutting off
statistical noise of not moving structures. Fig. 1 shows on the left side the
amplitudes for a normal subject from LAO 30° projection. While all other struc
tures like liver and lung reduce to the flat noise level, the heart cavities,
left and right ventricle and the atria together with a part of the large
vessels, emerge very clearly. The phase distribution is uniform if r0 is zero
(white noise) and becomes very sharp with increasing rQ. For rQ > s the standard
deviation of the phase is approximately given by:

( cp - cp0 )2 = —_ for r > s
o

These properties of the phase are seen on the right side of figure 1. One sees
the ventricles as a nearly flat region of constant phase, the atria and large
vessels, whose phase differs by about it from the phase of the ventricles, and
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Table 1.

Comparison between radionuclide and radioopaque ventriculography (54 patients).

Angiography

Scintigraphy

Number of Cases

Local Dysfunction

Local Dysfunction

27

Local Dysfunction

Normal

Normal

Local Dysfunction

0

Normal

Normal

23

quasi three dimensional representation of the data, large posterior wall defects
are visible from LAO 30°. For an exact localization and for detection of small
posterior wall defects at least one additional projection is necessary.

Further on we made a comparison between radionuclide ventriculography and
TL 201 myocardial perfusion studies. 65 patients underwent myocardial perfusion
study with TL 201 in the resting state and radionuclide ventriculographie at the
same day. All cases were proven myocardial infarctions. 28 patients had suffered
acute myocardial infarction from 2 days up to six weeks prior to the investi
gation, 37 patients had an old infarction. Table 2 shows the results. In 49 ca
ses perfusion defects and contraction abnormalities were present. 11 cases

Table 2.

Comparison between radionuclide ventriculography
and TL-201 myocardial scintigraphy for 64 patients with proven infarction

Tl201 Scintigram

Radionuclide

Ventriculography

Number of Cases

Perfusion Defect

Local Dysfunction

49

Perfusion Defect

Normal

No Defect

Local Dysfunction

11

No Defect

Normal

showed significant local dysfunction, in most cases hypokinesy, whereas no sure
perfusion defect could be detected, 4 cases showed neither perfusion defect nor
local dysfunction and only one case showed a perfusion defect at the posterior
wall, whereas no contraction abnormality could be detected. The sensitivity of
TL-201 myocardial scintigraphy with respect to the detection of myocardial in
farction, which we found, agrees well results reported from others.6 The high
sensitivity of radionuclide ventriculography is a strong argument for its appli
cation in the diagnosis of acute and chronic infarction.
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CALCULATION OF THE EJECTION FRACTION

The calculation of the left ventricular EF from LAO projection assumes an
accurate evaluation of tissue background. Because tissue radiation cannot be
assumed to be homogeneous, results depend on how the background region is selec
ted. In order to investigate this influence we have chosen three different
regions.

BACKGROUND REGION U1

ENDOIAST

BORDER

BACKGROUND REGION U2 BACKGROUND REGION U3

Fig.9. Background regions used for calculation of the EF.

U 1: A narrow region extending from the basis to the inferior septum just out
side the enddiastolic contour.

U 2: A narrow region extending from the basis to the inferior septum just in
side the enddiastolic contour in normal contracting parts or just outside
in akinetic parts or dyskinetic parts of the left ventricle.

U 3: The region between endsystolic and enddiastolic border of the left ventric
le. The endsystolic border has been determined as the begin of the steep
ascent of endsystolic count rates.

We applied two different methods. The first method consists in taking the
background to be equal to the average count rate in the selected region. This
method has been widely used by other authors too.7,8 The most simple step be
yond this assumption is to approximate endsystolic count rates within the selec
ted region by an inclined plane. The parameters of the plane have been deter
mined by a least square fit procedure. Extrapolation of the plane to the whole
ventricle yields the second approximation for background radiation. Before cal
culating the EF, the distances of endsystolic count rates from the plane ex
pressed in multiples of the statistical standard deviation are displayed. By
this way image points within the liver, the spleen or the endsystolic ventricle
can be excluded. This procedure is necessary because of the strong influence of
such points on the results. In this way for each patient six values of the EF
have been obtained. A comparison is made for 30 patients with results from
radioopaque ventriculography (area-length method). Fig.10 shows the results for
the region U2 and for both methods. The results of the regression analysis and
the correlation coefficients for all the values are given in table 3. For all
selected regions the slope b of the regression line is significantly lower than
1 for the method 1 (left side of table 3). The values of b increase slightly if
the selected region approaches the endsystolic contour. This supports the as
sumption of method 2 that background is inhomogeneous. The results of the second
method are summarized on the right hand side of table 3. In this case the values
are nearly centered around the line of indentiy. There is no significant
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difference among the results from the three regions. The correlation coefficients
in this method are slightly higher than those of method 1. These results show
that the left ventricular EF can be obtained to a sufficient accuracy and in
good agreement with X-ray ventriculography by the inclined plane method. This
method requires a careful selection of the background region if there is much
activity within the spleen and if the spleen is near the left ventricular apex.

BRCKGROUND FROM REGION U2 ME1M00 1 BACKGROUND FROM REGION UZ ME1M0D Z

za. <0. 60. 80. 100.

EF FROM RADIOOPAQUE VEN1R.

EFScint. " a + b * EFAng„

a = - 0.1

b = 0.71

r = 0.886

N = 30

4.0

0.99

0.924

Fig.10. Scintigraphic EF versus EF angiographic EF.

Table 3.

Background Evaluation by

Average Inclined Plane

Region U1 U2 U3 U1 U2

& 20". <0. 60. 80. 100.

EF FROM RADIOOPAQUE VEN1R.

U3

0.01 ± 0.05 0.01 ±0.05 0.02 ± 0.05 0.07 ± 0.06 0.04 ± 0.05 - 0.03 i 0.06

0.68 ± 0.07 0.71 ± 0.07 0.74 ± 0.08 1.03 ±0.09 0.99 ± 0.08 0.99 ± 0.09

0.876 0.886 0.879 0.900 0.924 0.895

-330-



REFERENCES

1. G. Hoffmann, N. Kleine, Eine neue Methode zur unblutigen Messung des Schlag-
volumens am Menschen uber viele Tage mit Hilfe von radioaktiven Isotopen,
Verh. Dtsch. Ges. Kreislauff. 31, 93 (1965).

2. B. L. Zaret, H. W. Strauss et al., A Noninvasive Scintigraphic Method for
Detecting Regional Ventricular Dysfunction in Man, N. Engl. J. Med. 284,
1165 (1971).

3. D. Van Dyke, H.O. Anger et al., Cardiac Evaluation from Radioisotope
Dynamics, J. Nucl. Med. 13, 585 (1972).

4. W. E. Adam, G. Meyer et al., Camera-Kinematography: a Nuclear Medicine
Procedure for Imaging Heart Kinetics, J. Nucl. Biol. Med. 18, 59 (1974).

5. K. E. Hammermeister, J. R. Warbasse, The Rate of Change of left Ventricular
Volume in Man, Circ. 49, 739 (1974).

6. F. J. Th. Wackers, J. B. van den Schoot et al., Value and Limitation of
Tl-201 Scintigraphy in the Acute Phase of Myocardial Infarction, N. Engl.
J. Med. 295, 1 (1976).

7. R. H. Seeker-Walker, L. Resnick et al., Measurement of Left Ventricular
Ejection Fraction, J. Nucl. Med. 14, 798 (1973).

8. M. V. Green, W. R. Brodley et al., Count Rate Measurement of Left Ventri
cular Ejection Fraction from Gated Scintigraphic Images, J. Nucl. Med. 17,
557 (1976). ~

DISCUSSION:

The paper presented by Horst Geffers demonstrated several innovative
concepts for developing functional images of the left ventricle from gated
scintigraphic studies. This approach has been designed to exploit parameters
which are sensitive to changes in the contractional behavior of the left
ventricle on a regional basis. One approach to this problem involved images
based on the fundamental Fourier coefficients at the frequency corresponding
to the heart rate of local time-activity curves developed for each image
element. By this technique the localized Fourier coefficients computed for
each image pixel are compared to a global coefficient developed from the time-
activity curve for the total left ventricle. In this manner functional images
are developed comparing the phase of the fundamental Fourier coefficients on a
regional basis which are very sensitive to regions which lag or counter pulsate
with respect to the global ventricular behavior. Functional images can also be
developed on a regional basis which compare the fundamental Fourier coefficient
amplitudes. Another type of regional functional image was developed by compu
ting correlation coefficients for each image element with respect to the
global left ventricular time-activity curve. A related study evaluated back
ground estimation techniques for left ventricular ejection fraction measure
ments. This work compared estimates based on an annular region-of-interest
surrounding the left ventricle with a background determined from a biased plane
oyer the LV region-of-interest. The biased plane technique resulted in a sig
nificant improvement in the correlation between scintigraphic and contrast
ventriculographic methods for determination of ejection fraction.
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In the discussion that followed this paper, concern was expressed about the
validity of applying two-dimensional Fourier analysis to the motion of a three
dimensional object (the left ventricle). That is, would the method be as sen
sitive to regional wall motion abnormalities in the center of the ventricular
image as it would be to abnormalities along the edge of the ventricular out
line? It was generally acknowledged that, although the contractility maps
would definitely change as a function of the projection used, the detection of
non-moving or counter-pulsating regions in the center of the ventncular pro
jection would be possible by these methods. This potential gives the scinti
graphic method an added dimension of detect!bi1ity which is not achieved in
methods which look at the left ventricular outline alone. It was alsostated
that higher order Fourier coefficients had not been evaluated as a basis tor
developing this type of functional maps. The use of the biased planeto
develop LV background was acknowledged as a significant step in reducing the
subjectivity of scintigraphic ejection fraction determination in addition to
improving the correlation with contrast ventriculography.
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A TECHNIQUE FOR ITERATIVE ESTIMATION OF LEFT HEART EJECTION

FRACTIONS AND REGURGITANT FRACTIONS FROM NONINVASIVE RADIOCARDIOGRAPHIC DATA

D. B. Twieg

University of Texas Health Science Center at Dallas

Dallas, Texas, U.S.A.

ABSTRACT

Scintigraphic equilibrated cardiac blood pool data and radio-
cardiographic (first-pass) data contain information of differing types.

When analyzed in terms of cardiac pump function, equilibrated blood
pool data can give information about total left ventricular ejection
fraction, but not about forward and regurgitant flows across the mitral

and aortic valves. However, radiocardiographic data can provide informa

tion of both types. The latter fact has been demonstrated in studies

by Kirch, Metz and Steele in which z-transform analysis of first-pass

data obtained following injection of a tracer bolus via pulmonary

wedge catheter yielded left heart forward and regurgitant fractions.

A somewhat similar technique for analyzing radiocardiographic data

obtained noninvasively, with peripheral intravenous injection, might

be of value in such applications as repeated monitoring of patients

with valvular disease, and in investigating the temporary mitral

regurgitation which occurs in the course of some acute myocardial infarc

tions. For this purpose we have developed a simple two-phase discrete-

time model of the left heart which permits an arbitrarily-shaped tracer

input function. The model is used in conjunction with a conjugate-gradient

parameter-estimation algorithm, which estimates four parameters of cardiac

pump function: forward ventricular ejection fraction, total ejection

fraction, mitral regurgitant fraction, and ratio of maximum ventricular

volume to maximum atrial volume. Form the first three of these, aortic

regurgitant fraction may be computed.

Briefly, the technique involves acquisition of first-pass list mode

data for forty-five seconds following peripheral intravenous injection,

with the gamma camera placed precordially in the 40° LAO position with
15 caudal modification. Forty-five serial sets of end-diastolic and

end-systolic activities are then computed from the list-mode data for

four areas of interest: lung, left atrium, left ventricle, and ventricu

lar background. After subtracting background and temporally shifting

the input curve generated from lung activity, the iterative conjugate

gradient search algorithm is applied to minimize a weighted least-

squares cost function.

In order to investigate the ability of the method to estimate for

ward and regurgitant fractions from data obtained with a broad input

function as would occur after peripheral injection, simulation studies
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were performed. Noisy simulated data corresponding to the responses of
six systems with different sets of parameters with bolus and broad in
puts, were generated on a small computer (DEC PDP-8). The parameter
estimation algorithm was then applied to the simulated data, and in all
cases, even the broad input functions, the actual paramaeter values

were closely approximated by the estimates.

At present, preliminary work is being undertaken to apply the

technique to patient data.

INTRODUCTION

A new method will be presented for estimating several parameters of cardiac

function, including regurgitant fractions, from radiocardiographic data. The

significance of this method is that it is designed to operate on data acquired
from noninvasive studies, which are safer and less expensive than other studies
yielding the same information. This method can be used in some clinical situa
tions where other methods cannot, such as in the immediate post-infarction

period, when the heart may be very sensitive to catheterization of the left

ventricle.

A BRIEF OVERVIEW OF RADIOCARDIOGRAPHIC AND RADIONUCLIDE

ANGIOGRAPHIC DATA ANALYSIS

Let us consider the process of obtaining radiocardiographic or radionuclide
antiographic data in the form of serial gamma camera images of tracer radio
activity in the cardiac blood pool and then applying some analytic technique
to extract clinically useful information from the data. The relationships of
clinically useful information to radiocardiographic and gated blood pool data

and the analysis of this data is summarized in Figure 1 for noninvasive studies.

First-pass data is acquired in the form of sequential images from a precor-

dially positioned gamma camera as the tracer passes through the heart for the first

time. Gated blood pool data is acquired after the vascular tracer has achieved con
stant concentration throughout the blood and the gamma camera is turned on and
off (gated) in a preselected time sequence according to the patient's electro
cardiogram. There is a fundamental difference between the two types of data in
terms of their information content, and this difference has important implica

tions in the determination of transvalvular flows.

Equilibrated blood pool data consists of a set of two or more sequential
images, each corresponding to a different time frame of the cardiac cycle.
Sequential frames are recorded during each cardiac cycle, then each one is sum
med with all others in subsequent cardiac cycles having the same time frame or
phase. The information to be extracted from this data may be referred to as

"high-frequency" information, since it reflects the cyclic changes in the volumes
and shapes of the cardiac chambers. Some of this information pertains to regional
myocardial function, and some of it relates to total ventricular performance. We
can express the regional information in terms of segmental wall motion measure
ments and the information on total performance, with which we are concerned here,
as ejection fraction (E.F.), ejection rate, and end-diastolic and end-systolic
volumes. Ventricular volume at a given phase of the cardiac cycle is often
measured from high-frequency data by the geometric method; that is, by estimating
the outline of the left ventricle, then applying a geometric model of the ventricle
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Figure 1

Methods for obtaining clinically useful information regarding myocardial
function and cardiac pump function from noninvasive first-pass and equili
brated blood pool data.
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to its two-dimensional image (1,2,3,4). Stroke volume and ejection fraction may
then be computed by comparing the resulting estimates of end-diastolic volume
(EDV) and end-systolic volume (ESV):

Ep = EDV-ESV

EDV (1)

When the heart is viewed from an angle such that the left ventricle is isolated
from other blood-containing structures (modified left anterior oblique) (5,6,7),
ejection fraction may be computed from equilibrated blood pool data by comparing
end-diastolic left- ventricular activity and end-systolic activity (8). This
is possible because under these conditions, left-ventricular activity is propor
tional by a constant coefficient to left-ventricular volume.

First-pass data consists of high-temporal-resolution images of the cardiac
blood pool, obtained while the tracer first passes through the left ventricle
in a relatively short period of time. This series of images is usually con
verted to the form of "time-activity curves"*, which represents the history of
activity in designated areas of the image corresponding to cardiovascular
structures such as left ventricle, right ventricle, left atrium, lung, etc.

The time-activity curves contain both high- and low-frequency information,
the latter representing the characteristics of the heart as an ideal mixing
chamber (12) or as a pump. One consequence of both types of information being
repsent is that forward and reverse flows between chambers can be determined
from the data. The situation is directly analogous to that in cardiac contrast
angiography, where forward cardiac output from dye-dilution curves (low-frequency
information) must be compared with total cardiac output from ventriculographic
stroke volumes (high-frequency information) in order to estimate valvular
regurgitation (13).

CURRENT MEASUREMENT OF EJECTION FRACTION AND VALVULAR INCOMPETENCE

Total left ventricular ejection fraction (E.F) is frequently used as an
important index of cardiac function. Classically, E.F. has been determined by
contrast angiography alone, though radiocardiography and echocardiography are
now being used (2,6,7,14,15,16,17,18). The basic premise of first-pass E.F.
analysis is that under the conditions of constant ventricular tracer concentra
tion which apply during the systolic portion of the cardiac cycle when the tracer
is well-mixed, the left-ventricular tracer activity is proportional to its
volume. Thus, a comparison of relative ventricular activity during consecutive
end-diastolic and end-systolic time frames can be used to determine total ejec
tion fraction. This is the case regardless of whether or not the input and

output valves are competent.

Ventricular tracer activity is measured either directly as activity at
end-systole and end-diastole (Figure 2a) (6,7,14), or from the peaks of a
sinusoid (Figure 2b) (17,18,19) or any other suitable analytical curve (20) fit
the data. The time-activity curves used for analysis typically have 40 or
50 millisecond time resolution and are usually constructed from list-mode data
with 10 millisecond resolution. In this study, end-systolic activity is mea
sured from time-activity curves during the 50 millisecond period immediately

*Single-probe studies (9,10,11) in which a single non-imaging collimated
detector counts activity from the ventricle, are also used to generate time-
activity curves.
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activity curves:

a) Ejection fraction from ratios of end-systolic to end-diastolic
activity _ _

E.F. = ED-ES

_ ED _ _ _
where ED is the mean of the EDK, and ES is the mean of ESK.

b) Ejection fraction from amplitude of a sinusoid fitted to the data.

Figure 2

Two Methods of First-Pass Ejection Fraction Measurement
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following subsidence of the T-wave (Figure 3) (21) . Regardless of which method
is used, subtraction of background activity (as observed in a properly chosen
background area) is essential (17,22).

A somewhat more difficult problem is the estimation from radiocardiographic
data of regurgitant fractions. Mitral regurgitant ejection fraction (M.R.E.F.) is
defined as the fraction of end-diastolic left-ventricular volume ejected back

ward into the atrium through a leaky mitral valve. Aortic regurgitant filling
fraction (A.R.F.Fj is defined as the fraction of end-diastolic volume flowing
backward from the aorta into ventricle during diastole. Forward ejection frac
tion is the net fraction of end-diastolic volume ejected forward per beat.

The assumption of constant ventricular concentration during systole allows
determination of E.F. regardless of the tracer input profile. However, the ease
of measurement of mitral and aortic regurgitation is dependent on the form of
tracer input. If tracer is injected as a bolus via a catheter directly into
the atrium, or into the pulmonary artery, mitral regurgitation is manifested as
a rise in total atrial tracer content during systole. If, on the other hand,
the input to the left heart has a broad or dispersed distribution, as one would
obtain from a peripheral I.V. injection, atrial tracer content may rise during
systole because of mitral regurgitation or because of inflow of labeled venous
blood, or both. This makes accurate visual interpretation of I.V. data for
mitral regurgitation much more difficult, it not impossible.

There are several obvious reasons why quantitative noninvasive assessment

of mitral and aortic regurgitation is of potential clinical importance. Mitral
regurgitation is a common occurrence in several types of cardiac disease. It
occurs in (a) rheumatic valvular disease, (b) left ventricular dilatation
caused by congestive heart failure or primary myocardial disease, (c) ischemic
dysfunction of the papillary muscle in coronary disease and in some myocardial
infarctions (23). Conventionally, mitral regurgitation is diagnosed by indirect
criteria such as heart sounds, and its extent is estimated angiographically
during cardiac catheterization by observing the blackflow of dye from the ven
tricle into the atrium. Cardiac catheterization is an expensive and somewhat

risky procedure for any patient, and often is considered too dangerous for
patients with a recent myocardial infarction (M.I.) Since accurate measure
ments of mitral regurgitation have been difficult heretofore in recent M.I.
patients, the frequency and clinical implications of temporary mitral regurgita
tion in acute M.I.'s is largely unknown.

Incompetence of the aortic valve is less than common than mitral incompetence
but noninvasive assessment would be desirable in some cases. In aortic insufficiency,
surgical treatment often carries a greater risk of morbidity and mortality than
does medical management, up until the time in the course of the disease that
left ventricular function begins to deteriorate. At that time, prompt surgery is
called for to avoid progressive congestive heart failure (24). Periodic measure
ments of aortic regurgitation and ejection fraction by radiocardiographic means
could help provide improved criteria for deciding when to intervene surgically.

Conventionally, aoitic regurgitation is quantitated by comparing ventricu-
lographically determined cardiac output with that derived from dye-dilution
curves. This method is also used to measure mitral regurgitation. Hence, when
both mitral and aortic regurgitation are present, only the total regurgitation
can be measured by this means.

A reliable and noninvasive method for quantitating mitral and aortic
regurgitation would clearly be useful for both clinical and research purposes.
Though a successful method has been developed by Kirch, Metz, and Steele (14),
it requires pulmonary wedge catheterization. Since several first-pass studies
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Figure 3

The relationship of electrocardiographic and phonocardiographic events

with left ventricular volume, shaded bars represent intervals used for

"gating" end-diastolic and end-systolic images.
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are performed each day in our institution with I.V. tracer injection, we are
developing a technique which may be used with I.V. injection.

THE MATHEMATICAL MODEL

A state variable approach has been used to formulate the estimation problem
(Figure 4). The system under investigation, the cardiac pump, is represented
as a linear time-invariant system operating on the state vector X(k), representing
tracer concentration. Here k is a discrete time parameter and u(k) is a known

scalar input. The state vector X(k) is observed by a process characterized by
a linear observation equation. This observation includes random additive noise
with zero mean, yielding the observation or measurement vector Z{K). In the
problem considered here, the state variables are radioisotope tracer concentra
tions in the cardiac chambers, and the observation variables are points of the

time-activity curves detected from areas of interest corresponding to the
cardiac chambers.

The object of the procedure is estimation of the time-invariant parameter
vector p, and computing the observations to be expected from these trial systems.
A conjugate gradient search algorithm is used to find the trial system which
best matches the observations in some sense.

As an example of a more complex model with multiple phases, let us consider
a general model of the central circulation. The possible pathways between the
compartments of this general compartmental model are indicated in Figure 5 for
the case including the more common shunts and the bronchial and coronary circu
lations. The model must account for delays and dispersive effects such as occur
in the pulmonary circulation. In order to simulate the lungs in a central
circulation model, one may use multiple serial mixing chambers with a delay, or
other empirically-based transit-time distrubutions (11). In this system there
are 14N individual flow parameters to be estimated, where N is the number of

phases sampled during each cardiac cycle.

In the interests of simplifying the problem and reducing computing time,
the number of flow parameters may be reduced by neglecting those pathways
which are pathological (shunts) and those with neglibibly small flows. Signifi
cant shunts are relatively uncommon, and radiocardiographic methods exist for
their detection and measurement (5,25,26). Routine screening of patient data

using these methods could prevent inappropriate application of a shunt-free
model to data from patients with shunts. The small farctions of cardiac out
put which flow through the coronary circulation (4 to 5 percent at rest [27J)
and the bronchial circulation into the pulmonary veins (< 1 to 2 percent [3l])
are neglible for our purposes. This reduces the number of interchamber pathways
to six, and the number of parameters to 6N.

The number of flow parameters can be further reduced by dividing the cardiac
cycle into only two phases, end-systole and end-diastole. This restriction
has two adverse effects:

a) It eliminates the possibility of producing detailed ventricular volume
curves, which can yield information on myocardial contractility and

compliance (8), and

b) Only the small fraction of the time-activity curve corresponding to
the periods of end-systole and end-diastole is usable, since other
portions of the cardiac cycle are not modeled.
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SYSTEM OBSERVATION

u(k) X(k) Z(k)

X(k+l)=A(rj.)x(k)+bu(k) Z(k)=H(£)x(k)+V(k)

Fig. 4. Schematic of the linear system and linear observations of tracer

activity. The parameters of interest are expressed as a vector p.

FROM

SYSTEMIC

CIRCULATION

-ATRIAL SEPTAL DEFECT

BRONCHIAL
CIRCULATION

TO

' SYSTEMIC

CIRCULATION

Fig. 5. Schematic of the flow of blood within the central circulation,

including minor pathways (coronary and bronchial circulations)
and shunts.
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The model developed here does not attempt to represent the entire central
circualtion. Only one side of the heart (atrium and ventricle) is modeled. As
presently developed, it is applied to the left heart only, and the input
function used is derived from delayed lung activity. (Similar two-phase models
have been discussed by others (11,29), and Kirch and colleagues have applied a
similar model in conjunction with z-transform methods to patient data obtained
following impulse input via a pulmonary wedge catheter (14,16).

The model is expressed as a set of two different equations with atrial and
ventricular tracer concentrations as the state variables.

Consider the schematized two-chamber system depicted in Figure 6. Blood

containing tracer enters the system from the left and is pumped through the
atrium and the ventricle. No valve is assumed at the inlet of the atrial chamber;

the atrial-ventricular valve and ventricular-arterial valves may be incompetent.

Note that the chambers are assumbed to pump alternately, and that the cycles are

numbered such that ventricular end-diastole and the following end-systole are

part of the same cycle. C(k) and V designate concentration and volume respec
tively, with the subscripts A and V designating atrium and ventricle respectively.
For each compartment, the subscripts D and S represent the time of ventricular
diastole and systole within the kth cardiac cycle. The term u(k) is the input
concentration.

In the general case, where reverse flow from ventricle to atrium, and
artery to ventricle is allowed, there are six intercompartmental flows, which
we designate as follows:

f-jO = reverse flow from atrium to venous input during diastole
f01 = forward flow from input to atrium during systole
f21 = reverse flow from ventricle to atrium during systole
f12 = forward flow from atrium to ventricle during diastole
f32 = reverse flow from output to ventricle during diastole
f23 = forward flow from ventricle to output during systole.

Note that these quantities are not really flows, but rather are volumes trans
ferred into and out of atrium and ventricle.

Let F represent the net forward flow from any compartment to the next
compartment during an entire cycle; that is, the forward stroke volume. Then

we have

F = f
01 :10 f12 _ f21 = f23 ~ f32- (2)

This merely expresses the assumption that VaS/ Vad' vvS' and VVD are
constant with respect to the time index k.

Consider the quantity of tracer in the atrium at ventricular end-systole:

VAS cAS(k+l) = VAD CAD(k+l) = f21 CVD(k+l) + [foi-flo]u(k)

+ f10 CAD(k+l). (3)

The last term represents atrial tracer that was ejected back into the
venous compartment during the previous atrial contraction.

Since the tracer in each compartment is assumed to be well mixed at both
end-systole and end-diastole, it follows that
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CYCLE

k <

k + 1 <

LEFT LEFT

ATRIUM VENTRICLE

Cas (k) CVS(k)

CAD(k+1) CVD(k+1)

CAS(k+1) Cvs(k+Dr

Figure 6

The simple two-stage model of left heart pump function used in parameter

estimation algorithm. Symbols are explained in text.
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Cad <k+1) = cAs(k) ,

-vs
(k+l) = CVd (k+D

Using equations (2) and (4), equation (3) can be written:

V AS ^AS
(k+l) = (Van + f10) CAS (k) + f21 Cvn (k+l) + Fu(k)

"10; -AS VD

(4)

(5)

(6)

The quantity of tracer in the ventricle during diastole is

V,
VD ^VD'

(k+l) = VVS O _(k) + f12 CAS(k) + f32 C (k) ,
VS

or VVDCVD(k+1) = (VVS f32^ CVS<k) + f12 CAS (k)

Since we wish to use concentrations and not masses of tracer as state

variables, we divide equations (6) and (7) by VVd# and define the following
parameters;

Hi = —— = Net forward ventricular ejection fraction ,
V
VD

n_ = f21 = Ventricular-atrial regurgitant fraction ,
V VD

TI3 = —^P- = Ratio of maximum ventricular to maximum atrial
VAS volume.

This allows the state equations to be expressed as

cAS(k+i) = [1 + n3(n2-D ("]_ + n2)] cAs(k) +

(7)

(8)

n0n2"3
[i-(ni+n2)] cVD(k) + nin3u(k) , O)

and

c (k+l) = [i-(n1+n2)] cVD(k) + (ni+n2) cAS(k) (10)

The three parameters appearing in the state equations (9) and (10) do not
include one quantity of interest, the arterial-ventricular regurgitant fraction

H5 =
f32
V,
VD

Thus, the parameter estimation procedure cannot estimate n5 on tJae basis of the
state equations alone. If VysAvD is known, however, r)5 can be found indirectly
from

n5 = £32. = 1
VVD

where ri4 is defined as

V.VS - F

V V
VVD VD

VVS
n4 A

VVD

-21 = 1 - n4-ni-Ti2

VD
V,

(ID

In the case that the ventricle is observed entirely, iq4 may be estimated;
that is, since we are assuming constant tracer concentration during systole, ri4
is just ventricular activity at end-systole divided by ventricular activity at
end-diastole. Thus, if both end-diastolic and end-systolic are observed, 114
appears in the set of observation equations (Equation (13) below), and may be
estimated at the same time as m»n2/ and n3-
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IMPLEMENTATION OF THE METHOD AND THE ITERATIVE ESTIMATION ALGORITHM

The purpose of the model is to obtain estimates of the four parameters of

cardiac function and chamber size defined in equations (8) and (11). Estimating

the parameters is done by adjusting them until the model response, given the

observed input, approximates the actual data in some sense. In this case the
measure of closeness of fit is the weighted least-square cost function

3 K -2
j =\ 12 T2 ri(k)[zi(k) - Zi(k)j , (12)

i=l k=l

where z-^(k) represents the observed data, and z•(k) is the data as predicted
from the model given trial parameter values. The subscript i indexes the three

activity observations corresponding to CAS, C™, and C as defined previously;
the index k, again, represents time in units of cardiac cycles.

Here ri(k) is a weighting factor representing an estimate of the relative

statistical significance of the square deviation [zj_(k) - z. (k)]2. in
practice, the weights used are the inverses of the corresponding raw data points,

which serve as estimates of Poisson variance.

Figure 7 summarizes the processing of the data. The unprocessed data is in

the form of time-activity curves of high temporal resolution (< 50 msec per

data point). Figure 8 gives an example of left atrial and ventricular time-
activity curves from a patient study. After the periods of end-diastole and
end-systole are determined from a simultaneous electrocardiogram or phonocardio-
gram, background is subtracted. Determination of the weights r.(k), the delay
6 between lung area of interest and left atrium, and the estimated observation
coefficients Aj and A2 (Equation 13) complete the processing necessary for the
iterative estimation algorithm to be applied.

One of the basic assumptions here is that left ventricular activity can be

observed independently from left atrial activity, right ventricular activity and
activity from major vessels. This condition can usually be met if the data is
obtained from a modified left anterior oblique (30° left oblique, 15 caudal) view,In
addition, at least a portion of the left atrium is isolated from other structures.

The importance of this situation is that we can write the observation equations
expressing the relationship of the observed activity to tracer concentration in
a particularly simple form such as:

zx(k) = A1X1(k) + Vx(k) ,

z2(k) = A2X2(k) + V2(k) / (13)

z3(k) = A2n4X2(k) + V3(k) .

Here the observed state variables X^ (k) and X2 (k) represent CAs(k) and CVE).(k)
respectively. The three observations here consist of atrial, end-systolic activity,
and ventricular end-diastolic and end-systolic activities.

The constants Aj_ and A2 are observation scale factors representing the rela
tive yield of counts per unit concentration for the atrial and ventricular areas
of interest, where the corresponding factor for observation of the input is taken
to be unity. This arbitrary choice is possible because only the ratios of con
centration are of concern and determination of the absolute tracer concentration

is not possible by the method described. Physically, these coefficients represent
the differences in absorption, scattering, and detection geometry between the
three areas of interest. The same coefficient, A2, is assumed applicable to the
ventricle during both end-systole and end-diastole.
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In practice, the scale factors are determined from observations of the areas

of interest after the blood pool concentration has become essentially constant.
At this time, comparison of atrial end-systolic activity (z-,) with input activity
(u) gives A-j_, comparison of ventricular end-diastolic activity (z2) with input
activity gives A2, and an initial estimate of 114 is given by the ratio of ven
tricular end-systolic and end-diastolic activities. (This estimate of n. may be
used later as a starting value for the iterative estimation algorithm). If there

were significant anatomical overlap of the chambers or "cross-talk" between them,
the observation equations would contain additional unknown coefficients which

would have to be estimated either by the algorithm or prior to its application.

For each observation, it is assumed that the appropriate background activity
is determined and subtracted before using the estimation algorithm. Given that
the chambers are adequately separated, which has been assumed, ventricular and

atrial background subtraction requires only subtraction of lung activity as
observed in an area adjacent to the chamber of interest.

In a study of the left heart, the input time-activity curve is measured from

a region in the lung well separated from the cardiac chambers and large enough to
be representative of the tracer concentration in the pulmonary blood pool. The
input observations are smoothed (averaged) over a time period corresponding to a
cardiac cycle. This reduces the noise in the input data, as well as elminating
the effects of cyclic changes in pulmonary blood volume.

Note that the model input represents concentration in the pulmonary vein,
just outside the left atrium. Since this region is difficult to observe, the

input function is taken to be equivalent to the observed lung activity curve, but
delayed by some time interval 6. The delay 6 is estimated by observing the

transit of some recognizable feature in the tracer concentration profile through
the lung and then the atrium. In practice, this may be difficult.

SIMULATION STUDIES

The applicability of the model depends on conditions which may be conflicting.

For instance, low frequency information is available only if there are significant

spatial gradients in tracer concentration. However, the assumptions of instantan

eous mixing in the chambers and "bolus flow" (flow that is uniform across the

diameter of the blood vessels) become less accurate as spatial tracer gradients

increase. That is, the behavior of the actual system more closely approximates

that of the model, with its well-mixed chambers and bolus-flow vessels, if spatial

tracer gradients are low; yet the lower these gradients become, the less sensitive

the observations are to the transvalvular flows due to the lack of low-frequency

information available. Clearly, it is important both for the model behavior to

represent the system behavior, and for the transvalvular flows to be observable.

Apparently, mixing of tracer in the ventricle is in fact reasonably complete,

since first-pass studies relying on this assumption give ejection fractions

correlating well with cineangiographic ejection fractions (17). However, such

questions as that of the sufficiency of low-frequency information in the data

are perhaps best answered by simulation studies. Simulation can also help inves

tigate the convergence properties of the minimization technique when applied to

the data in question.

In order to test the performance of the method on cost functions closely

resembling those generated from patient data, simulation stidues were performed

using two sets of simulated curves, one set with a bolus input finction, the

other with a broader input function of form u(k) = Ck^e~a4< (where c and a are
constants.
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Table 1

SIMULATION RESULTS

Data Set Actual and Estimated Values

r^rrs ./unrrl -,VVDx „.M
n]Utr; ri2U"irctr; n^VAS; "4V' "" , , ,,bv'— • /

1*

lAt

IBtt

.55

.55

.58

.00

.00

-.01

1.30

1.30

1.20

.45

.45

.45

.00

.00

-.01

2

2A

2B

.30

.29

.32

.00

.00

-.01

1.30

1.35

1.17

.70

.69

.70

.00

.02

.00

3

3A

3B

.45

.47

.46

.10

.10

.11

1.10

1.05

1.08

.45

.45

.45

.00

-.01

-.01

4

4A

4B

.45

.46

.47

.00

.00

-.01

1.30

1.25

1.2.

.45

.45

.45

.10

.10

.09

5

5A

5B

.20

.21

.21

.00

.00

.00

3.00

2.74

2.71

.80

.79

.80

.00

.00

.00

6

6A

6B

.25

.24

.30

.30

.31

.28

.80

.86

.64

.45

.45

.45

.00

.00

-.03

*Actual Value

tEstimates from bolus input
ttEstimates from broad input
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Simulation parameter values T)j_ were chosen to correspond to six normal
and clinical situations. The parameters are intended to represent the following

conditions: (1) normal total E.F. with no valvular regurgitation; (2) depressed

E.F. with no regurgitation; (3) normal total E.F. with mild mitral regurgitation;

(4) normal total E.F. with mild aortic regurgitation; (5) very low E.F. with en

larged left ventricle (as occurs in congestive heart failure); and (6) normal

total E.F. with moderate mitral regurgitation and the left atrial enlargement

which often occurs in mitral regurgitation. The 45-point simulated data curves

were generated on a small computer (DEC PDP-8/I) directly from the model state

equations (9) and (10) with bolus and dispersed inputs. A normally distributed
noise term with Poisson variance and zero mean was added to the resulting curves

to simulate the effects of Poisson noise, which occurs naturally in data taken from

ramdom counts. The Poisson variance for a simulated data point was taken as the

deterministic value of that data point.

The results of the simulation tests indicate that for parameter values within

the ranges investigated, and for both input function profiles, that the parameters
are identifiable in the sense that a global minimum of the cost function occurs

very near the actual parameter values. Of course, due to the noisy nature of
the data, the global minimum would not be expected to occur at the exact location
of the true parameter vector. The course of a typical search is plotted in
Figure 9.

Some convergence difficulties were encountered for cost functions which
varied considerably more along some parameter directions than others. In these
cases, the search tended to converge slowly and to stop before the blobal minimum
was reached, even though the cost gradient was non-zero at the stopping point.
It was always plain that the minimum had not been reached. Artificially "scaling"
the gradient along the slowly-varying search direction usually allowed the conju
gate-gradient search to converge to the global minimum. Unfortunately, the
"scaling" required to accomplish convergence to the global minimum varied some
what among the individual cost functions encountered. Thus multiplying the
gradient vector by any single "scaling" vector acould probably not improve
convergence in all cases. Similarly, it seems unlikely that actual scaling of
the system model by linearly transforming the parameter vector (31) would improve
convergence in all cases because this type of scaling is most efficient if the
function before scaling is asymmetrical but quadratic in the parameters. Not
only are the cost functions not quadratic in the parameters, but their shapes
seem to vary considerably. Other minimization algorithms will be applied in the
future in an attempt to improve convergence.

Note in Table 1 that estimates of r\2 and n5 are sometimes small negative
numbers. This corresponds to the non-physical situation of transvalvular flows
counter to presumed pressure gradients, and is presumably due to the fact that
the noisy cost function generated from the noisy simulated data has a global
minimum displaced slightly from the "true" minimum.

PATIENT STUDIES

In a preliminary study of the method's applicability to patient data, the
iterative estimation technique was applied to data acquired in radiocardio
graphic studies of four patients.

The studies were performed in the Coronary Intensive Care Unit of Parkland
Memorial Hospital, Dallas, Texas, using a portable Anger camera (General Electric
Portacamera) and dedicated minicomputer (G.E. Med II) for data acquisition and
storage. The 45-point data curves were generated with the Med II as outlined
previously; the search algorithm was performed using the DEC PDP-8/I.
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Two modifications were made to the model and estimation algorithm before

it was applied to the patient data. A corrected model was used to account for

physically occurring passive diastolic inflow, and appreciably large negative

parameter estimates were prevented by imposing inequality constraints.

Passive Diastolic Inflow

The four-parameter model described previously neglected any passive diastolic

inflow into the ventricle; that is, it assumed that the volume of blood flowing

from atrium to ventricle during the cardiac cycle was transferred solely by
atrial contraction during diastole. This is not true, since a variable fraction

of the total flow from the atrium to the ventricle occurs passively as the ventricle

relaxes prior to atrial contraction.

This passive diastolic inflow was introduced as an additional model parameter

nQ = 12 , where f'i2 is the volume of blood entering the ventricle after the
VVD

mitral valve opens and before atrial contraction.

With introduction of passive diastolic inflow, the revised model state

equations become

VVD

CAS(k+l) = 1+ vAS
F-f'l2+f21

VVD

vVs + f3;

f21

VVD

I

- 1
f21 f'l2

+ •

V VD VVD

F f'l?

cAS(k)

VVD u(k) ,

and

vas vvd Vyo vvd vu vvd vvd vas

= {l + n3[(n2-D(ni + ri2) + n0]> cAS(k)

+ n2n3[i-(ni+n2)]cVD(k) + (ni-n2)n3u(k). (14)

CVD(k+l) = F+F21 CAS(k) + 1- (F+f21> CVD(k)
VVD VVD

(n1 + n2) cAS(k) + [i-(ni + n2)]cVD(k). (15)

Inequality Constraints

The second change was the imposition of inequality constraints in order to
prevent parameter estimates from becoming significantly negative during the
search. An additional term was added to the cost function J of equation 12;

givlng ± 3 45 5
J' =2 l=f £=*! r±(k) [zi(k) -Zi(k)]2 +P12 rij y[-nj] ,

where P is an arbitrarily chosen large constant, and y[-] is the step function.
By changing the cost gradient in regions of negative parameter values, an incen
tive is thus provided for the search algorithm to avoid these regions.

Patient Results

Two of the four patients studied (patients A and B) had recent acute
myocardial infarction with no clinical evidence of mitral or aortic valvular

-351-



insufficiency. Patient C was studied with cardiac catheterization to assess
the severity of his coronary artery disease (C.A.D.). No mitral or aortic
regurgitation was observed. Patient D had clinical signs of mitral and severe
aortic regurgitation, and both were demonstrated at cardiac catheterization.

Estimates of total and regurgitant fractions in the four patients are

presented in Table 2, together with total E.F. measurements from gated blood
pool (G.B.P.) studies and in patients C and D, total E.F. and total regurgitant
fractions from contrast angiographic studies.

Although some mitral regurgitation may occur following myocardial infarction,
the appreciable mitral regurgitant fraction estimated in patient B is probably
excessively large. Nonetheless, the estimates of aortic regurgitant fraction
compare favorably with clinical and angiographic evidence, and all estimates of
total E.F. except that for patient C compare favorably with gated blood pool

and angiographic results.

The estimates of total ejection fraction for patient C were 0.53 with the
iterative method, and 0.77 by single-plane contrast angiography. In patient C,

ejection fraction estimates from single-plane gated blood pool images were
0.57 in the modified left anterior oblique view, and 0.74 in the right anterior
oblique view used also in computing patient D's contrast angiographic E.F.

Good agreement was found between I.P.E. and angiographic regurgitant fraction
measurements in patient D, especially when regurgitant fraction was expressed as
a fraction of stroke volume rather than as a fraction of end-diastolic volume

(values in parentheses).

The patient results presented here must be considered preliminary for
several reasons: (1) The scintillation camera used in these studies is less

efficient and less suited to high count-rate first-pass studies than are
newer cameras to be used in subsequent work. Higher count rates will allow more
accurate measurement of volume by the "count-volume" method and more accurate
delineation of ventricular boundaries. The camera presently used typically
acquires 20,000 counts/second during the first pass of a 20 mCi tracer bolus.
(2) The process of manually choosing the data points representing end-systole
and end-diastole is subject to considerable error. An automated method for
choosing end-diastolic and end-systolic data points on the basis of electro
cardiographic or phonocardiographic signals recorded with the list mode data
would produce more reliable results. (3) In the processing of patient data,
it was found that 45 seconds of data is sometimes insufficient to establish a

nearly equilibrated tracer concentration in the lungs, atrium, and ventricle.
This near-equilibrium is required in order to accurately estimate the observa
tion coefficients A-^ and A2.

CONCLUSIONS

In this preliminary study with a limited number of patients, the iterative
estimation technique successfully identified and estimated mitral and aortic
valvular regurgitation in most cases. Also, the estimated left ventricular
ejection fractions compared favorably with angiographic and gated blood pool
estimates. Some caution is warranted, however. The number of patients in
this study is small and a larger number of patients, some with mixed valvular
insufficiency will have to be studied in order to completely assess the clinical
utility of the proposed method. Nevertheless, this investigation represents
initial attempts to accurately quantify forward and regurgitant fractions using
a single noninvasive method coupled with a parameter estimation technique.
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Table 2

ESTIMATES OF TOTAL AND REGURGITANT FRACTIONS IN PATIENTS

Preliminary results in four patients. Contrast angiographic studies of patients C and D were performed at
cardiac catheterization. I.P.E. designates measurements by iterative parameter estimation. G.B.P. = gated blood
pool. M.R.E.F=mitra1 regurgitant ejection fraction. A.R.F.F.=aortic regurgitant filling fraction.

Patient Diagnosis I.P.E.

TOTAL E.F.

G.B.E.

REGURGITANT

I.P

ANGIO M

FRACTIONS

E.

R.E.F A.R.F.F. TOTAL

Angiography
Total

A

11/23/76 M.I. .48 .38 NA1 .01 .00 .01 NA

B

11/23/76 M.I. .46 .38 NA .13 .00 .13 NA

C

2/14/77 C.A.D. .53 .57 (MLAO)
.74 (RAO) .77(RA0)

(2/15/77)

.06 .00 .06 0

D

4/1/77 AR, MR .38 .37 .48

(3/30/77)
.00 .27

(.71
.27 3
.82T

.39

1For patients A and B, angiographic results were not available.

-In patient C, single-plane gated blood pool (G.B.P.) E.F. was measured in RAO and MLAO views; contrast angio
graphic E.F. in RAO only.

Regurgitant fractionsin parentheses are fractions of stroke volume rather than fractions of end-diastolic vol ume.
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DISCUSSION:

The paper presented by Donald Twieg described a scintigraphic approach to
quantitation of valvular regurgitation following a peripheral injection of a
radionuclide bolus. By this concept it is imperative that an accurate estimate
of the tracer input function be obtained from the lung region-of-interest. This
input function is used in conjunction with background corrected left atrial and
ventricular curves for iterative analysis by a conjugate gradient search
algorithm which is applied to minimize a weighted least-squares cost function.
This approach has been extensively tested on noisy simulated data with good
results but only four patient studies were attempted to date.

In the discussion that followed this paper there was general acceptance of
the conceptual and analytic approach embodied in this work. The importance of
using pulsatile models rather than continuous flow models was emphasized. The
main concerns of attendees focused on such practical problems as the ability
to obtain an accurate input function from the lung region. Also, how do you
know that the bolus is well mixed in the lung? Another concern was the
ability to define regions-of-interest wh'rch separate the left atrium and
ventricle as well as the right heart from the left heart. It was acknowledged
that the lack of extensive evaluation in patients made it difficult to respond
to these concerns at this time. Still, many people have successfully used
count-volume analysis of cardiac data which carries the implicit assumption
that the left atrium is well separated from the ventricle and that the right
and left heart are separated as well.
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SUMMARY OF PANEL DISCUSSION REGARDING THE EVALUATION

OF LEFT VENTRICULAR FUNCTION: GATING VERSUS RCG TECHNIQUE

MODERATOR: DENNIS KIRCH

PANEL MEMBERS: MICHAEL GREEN, ANDREW TODD-POKROPEK,
HORST GEFFERS AND DONALD TWIEG

The panel discussion began with several brief presentations regarding the
technical and procedural aspects of gated scintigraphy using the Anger camera.
Michael Green described the evolution from off-line, a posteriori gating
using a large scale computer to a real-time, a priori system using a baseline
minicomputer system. Using a hardware configuration consisting of a mini
computer central processor, keyboard terminal, display scope, and optional
recording peripheral they are able to (1) develop a sequence of gated cardiac
blood pool images in core, (2) use the R-R interval timing information to
determine the beat-length distribution function, and (3) construct an averaged
left ventricular volume curve over the average R-R interval. This approach
uses a dual list-mode buffering technique so that the framing of the data can
be synchronized within 10 milliseconds relative to the detection of an R-wave
in the EKG signal. This system has had extensive application in performing
rest versus exercise gated studies in which a single injection of 10 mCi of
Tc-99m human serum albumin is used for both studies. While the development of
the beat-length distribution function serves to indicate when a high percentage
of irregular beats are occurring, it is not possible to eliminate these
irregular beats by this real-time method without resorting to excessively long
buffer lengths or experiencing extreme count losses. Still the availability of
an immediate result is a definite advantage.

Andrew Todd-Pokropek discussed some aspects of a posteriori gating and how
it might be useful to attempt to modify the data so that the same number of
frames are developed between each pair of R-waves. This technique, called
phase slicing, has been found to produce equivalent gated volume versus time
curves in patients with regular hearts, but patients with irregular hearts
cannot be adequately studied in this manner. It is generally conceded that
variations in the R-R interval make it difficult to accurately predict the
exact point of end-systole. That is to say, the left ventricular volume curve
does not open and close like an accordian when the R-R interval is varied.
Michael Green later pointed out that this statement is true for variations that
occur as the rythmic heart rate is varied as well as for variations that occur
on an arrythmic basis.

An interesting paper on the subject of sorting algorithms for EKG-gated
cardiac scintigraphy was presented in another session by Mark Moore (see paper
by Moore and Pizer in this publication). This paper presents a sorting techni
que in which list-mode data is presorted into equivalence classes prior to
transferal to disk storage. Beat number information is merged with the list
mode data as well. Several advantages are realized by this method. It can
reasonably be performed on dedicated minicomputer systems of the type widely
available in Nuclear Medicine today. By keeping track of irregular beats the
list mode data corresponding to these beats can be eliminated during the
reformating of the data to frame mode. The data can be sorted with a minimum
of disk head motion within a few minutes following completion of the study.
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This approach results in excellent performance characteristics which could
potentially allow near real-time gating to be performed without sacrificing
some of the advantages of off-line gating.

Dennis Kirch discussed a tomographic technique using a large-field
camera (see paper by Vogel, Kirch, LeFree, ejt.jH. in this publication) that
could potentially be applied to first transit cardiac flow studies as well as
gated studies. This would eliminate the problem of limited viewing angles for
gated scintigraphy. He then described the application of a simple precordial
scintillation probe approach to the accurate measurement of left ventricular
volume as function of time (see paper by Frischknecht, Kirch, Quinlan, et al.

In the discussion that followed the presentations by the panel members it
was clear that the group in attendance had little appreciation or interest in
the fact that a single scintillation probe can produce left ventricular
volume data which is extremely accurate when compared with frame-by-frame
analysis of contrast cine ventriculograms. The discussion was almost entirely
devoted to technical details related to gated scintigraphy and first transit
camera studies. Concern was expressed with regard to the ultimate patient
radiation dosage required by the different methodologies for performing rest
and exercise studies. Multiple first transit cameras studies were conceded
to result in the highest dosage (about 20 mCi of a suitable Tc~99m compound is
required for each study). The gated scintigraphic technique allows both the
rest and exercise studies to be performed with a single injection of 10 mCi
of Tc-99m HSA. The single probe technique requires only 2 mCi per study but
cannot provide regional wall motion information.

Some basic questions regarding the validity of left ventricular volume
versus time data produced by any of the radionuclide methods were raised. Very
little effort has been devoted to comparison of the time averaged curves
produced by gated scintigraphy with frame-by-frame analysis of the contrast
cine ventriculograms on the same patients. Michael Green has made measurements
in animals with cardiac flow metering devices and compared this information
with the more significant temporal events such as onset and end of systole as
determined by gated scintigraphy with good agreement. Dennis Kirch related
that extensive correlations between cine and single probe volume data show
excellent agreement and that aortic arch pressure has been recorded simul
taneously with the volume data to establish that the onset and end of systole
are accurately reflected in the single probe volume curves. Still there are
many serious questions to be answered before volume curves produced by radio
nuclide techniques can be accepted as valid. Effects of time varying back
ground, sensitivity variations in the detected count rate as the distance from
the heart to the detector varies and contributions from adjacent cardiac
chambers were all expressed as factors which could potentially distort scinti-
graphically determined volume data.

It was stated that the casual observer is definitely confused by the wide
variety of radionuclide techniques that are being proposed for making similar
or identical measurements of cardiac performance. Some of the attendees felt
that such a degree of disparity and lack of unity will make future progress
more difficult and that some standards should be adopted and retained for long
term studies. The panel recognized that such diversity exists but reminded
the attendees that clinical versus investigational applications and differences
in the operating characteristics of the available equipment are factors which
play a strong role in determining the methods of choice. Adoption of stan
dardized techniques for the performance of long term studies must be done
individually or by members of those groups which choose to perform collabora
tive studies. It was further emphasized that even the most widely applied
radionuclide cardiac studies such as ejection fraction measurements should be
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validated independently by each laboratory or even each individual prior to
application for long term studies. Some universal truths regarding radio
nuclide measurements of cardiac performance are now recognized but it will be
a few years before a "text book" form of nuclear cardiology emerges.
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QUANTITATIVE STUDIES WITH THE GAMMA-CAMERA :

CORRECTION FOR SPATIAL AND ENERGY DISTORTION

F. Soussaline, A.E. Todd-Pokropek, C. Raynaud
Commissariat a VEnergie Atomique - Departement de Biologie
Service Hospitalier Frederic Joliot - 91 406 Orsay - France
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ABSTRACT

The gamma camera sensitivity distribution is an important
source of error in quantitative studies. In addition, spatial
distortion produces apparent variations in count density which
degrades quantitative studies. The flood field image takes
into account both effects and is influenced by the pile-up of
the tail distribution.

It is essential to measure separately each of these
parameters. These were investigated using a point source
displaced by a special scanning table with two X,Y stepping
motors of 10 micron precision. The spatial distribution of
the sensitivity, spatial distortion and photopeak in the field
of view were measured and compared for different setting-up of
the camera and PM gains.

For well-tuned cameras, the sensitivity is fairly constant,
while the variations appearing in the flood field image are
primarily due to spatial distortion, the former more dependent
than the latter on the energy window setting. This indicates
why conventional flood field uniformity correction must not
be applied.

A correction technique to improve the results in quantitative
studies has been tested using a continuously matched energy
window at every point within the field. A method for correcting
spatial distortion is also proposed, where, after an adequately
sampled measurement of this error, a transformation can be
applied to calculate the true position of events. The knowledge
of the magnitude of these parameters is essential in the routine
use and design of detector systems.
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INTRODUCTION

Non-uniformity of a gamma camera is an important source of error both in
quantitative and qualitative studies. Many workers have considered that the
principal source of error is due to variations in sensitivity, and have
measured this effect by looking at the flood field image [1-3],

Previous studies have clearly shown that using the flood field image to
correct for non-uniformity by "matrix division" increases the error in
quantitative studies [4,5]. The reason for this error is that the flood
field does not measure variations in sensitivity alone, but represents
a combination of variations in sensitivity, spatial distortion and tail
effects.

The aim of this paper 1s firstly, to measure separately the various
components of non-uniformity and, secondly, to establish methods for their
elimination.

THE CAUSES OF NON-UNIFORMITY

The non-uniformity in response of a conventional gamma camera has, from
a theoretical point of view, three causes :

a) Variations in the sensitivity distribution, i.e. the variation
in count rate as a function of position,

b) the spatial distortion, or non-linearities,

c) the tail effects, i.e. variation in the shape of the point
spread function [6].

This third cause of error has been measured and is negligible, with
pile up going from 0.1-1.1% with scattering medium thickness of 0-15 cms,
respectively.

POINT SOURCES AND EXTENDED SOURCES

It is usually assumed that a flood field image gives results equivalent
to measuring the count rate for a point source placed at every discrete
position in the field of the camera. This is completely false and quite
different results are usually obtained in the two cases.

An extended source is indeed identical to a collection of point sources,
but it must not be imagined that the data at a point in images from an
extended source correspond to values that would be obtained for a point source
at the corresponding position. It is possible to reconstruct the results
obtained for an extended source from a set of point source images, but not,
in our opinion, the inverse since the three effects of sensitivity, spatial
distortion and tails seem to be inextricably intertwined. Thus, it is
essential to measure separately these three components. Scanning a point
source in the field of view of the camera is a very direct and straight
forward technique for performing these measurements.
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METHOD

In order to scan a point source a special scanning table was constructed,
as illustrated in Fig. 1. It comprised two perpendicular racked 'X' bars of
optical quality. By means of two stepping motors a lead pot may be placed
anywhere in a field of 400 x 400 mm in steps of O.lmn, with a precision of
better than 20 microns. The stepping motors are controlled directly by the
computer data processing system, attached to the camera.

Two cameras, a TOSHIBA (delay line) GCA 202 and a NUCLEAR CHICAGO Pho
gamma III both connected to an INFORMATEK SIMIS III data processing system,
were tested with this configuration. Fig. 2 shows a block diagram of a portion
of the interface. For the TOSHIBA gamma camera the window selector has been
modified and the 'Z out' signal encoded. Three isotopes were used being
197Hg(70 keV), 99mTc(142 keV) and 131 1(360 keV).

For each position (I,J), the count rate, the energy spectrum and the
center of gravity in camera coordinates were determined. Decay correction
was performed. This operation was repeated at every point on a regular
lattice of points in table coordinates. The count rate for each measurement
was about 2000 cps.

The precision of the determination of the center of gravity was studied.
Limited optimally by the integral linearity of the gamma camera-computer
ADC's (of the order of 0.1%) reproducibility of the order of 0.1% was
obtained. This corresponds to a precision of about 1/5 of a pixel when the
matrix is displayed in 256 x 256, or of the order of 0.3mm for the large
field of view TOSHIBA. This precision was obtained from a sample of 5000
counts, but did not vary rapidly as a function of total counts. For 2 K
to 100 K counts very little difference was observed. Typically, all the
measures described in this paper were made with 5 K counts.

The size of the point source did not significantly affect the precision
of this measure and although a highly collimated point source was used
originally, this was later replaced by an 'uncollimated1 point source of
-l-1.5 cm in diameter. All measurements were made with the collimator in
place, and at 5 cm separation between pot and collimator.

The count rate was determined by collecting a fixed number of counts and
determining the time with a precision of 0.01 sec. The field of the camera
was delimited as that area in which the count rate did not fall below 250 cps.

In order to relate table coordinates (I,J) and camera coordinates (X,Y),
a calibration was performed. Measurements of the center of gravity of the
point source at four different points with 100 K counts were made and the
five parameters : angle, scale X, scale Y, origin X, origin Y were determined.
Using these values, coordinates in (I,J) could be transformed into (X,Y)
and vice-versa, with a precision of the order of 0.5%. This transformation
was rarely used and the experimental results presented here are independent
of this calibration.

Various sampling sizes were used being from one point per mm up to one
point per 20 mm. The total time varies strongly as a function of sampling
size, being from ^20 minutes for a very coarse grid to several hours for a
very fine grid (when the isotope is decaying).

Rather than storing the complete spectrum at every point, the peak
value was determined with a precision of 1/256 and stored.
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The entire operation was fully automated and no operator intervention
was required.

RESULTS

Spatial Distortion Magnitude

Although it was originally felt that spatial distortion could be
measured by determining the distance between the true position of a point
source and the observed position, it is considered that this parameter is
much less important than that of scale. By 'scale' the concept of the ratio
between a certain real distance, and that same distance as measured is
implied. It is a change in 'scale' which alters the 'apparent' count
density at a point. Fortunately, 'scale' is also much easier to measure.
Although very large values for spatial mispositioning of the order of one
centimeter are observed at the edges of the field of view, in the center,
spatial displacement is of the order of a millimeter. It is difficult to
be very precise about the amplitude of this error since it is very dependent
on the positional calibration (which is dependent on the selection of the
calibration points). For example, there can be no 'spatial displacement'
at the calibration points themselves by definition since the true and
observed coordinates have been forced to coincide. Thus these measurements
are rather arbitrary, unlike the determination of scale which is precise.
This problem is further discussed in the 'Correction of Spatial Distortion'
section.

If it is recalled that the data as stored consist of a set of values
for (X,Y) observed position (I,J) true position, T time to collect N
counts, Z the peak in energy etc , a simple method of determining 'scale'
may be used. Adjacent points (in both the horizontal and vertical direction)
are equally spaced. Thus, the amplitude of the vectorial distance between
adjacent pairs of (X,Y) values corresponds to the measurement of the observed
distance for a constant real distance, the ratio of the two being 'scale .
'Scale' can be determined regularly sampled in (I,J), and irregularly sampled
in (X,Y) gamma camera coordinates.

However, if the assumption is made that this parameter is slowly varying
with respect to the element size of the regular grid on which it is to be
displayed, regularisation in (X,Y) may be achieved simply by coarse inter
polation. When several observations exist for one element, the average
value was used. When no sample value exists, the value is derived by inter
polation from existing horizontal and vertical neighbours.

Although spatial distortion is truly a vector, 'scale' is a scaler.
It corresponds to the real bin size of each element in the displayed matrix.
It is therefore convenient to use as a display matrix the same 64 x_64 grid
used for gamma camera images. For a constant count density, variations in
bin size will create apparent variations in count density. It is this effect
which prevents the flood field image from being a true representation of the
sensitivity distribution.

Fig. 3 shows a 64 x64 representation of 'scale' where brightness is
directly proportional to observed distance divided by real distance, for
a well adjusted camera. In order to estimate the effect of this in terms
of flood field image, the reciprocal must be used. The greater the
observed distance, the smaller the bin size and the lower the apparent
count density. Hereafterwards, 'scale' will be displayed as true distance
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divided by observed distance where, as shown in Fig. 4 for a badly tuned camera.
Holes in this matrix correspond to regions of decreased bin size which could
give rise to lower values of count density. These matrices can be compared
to the flood field as shown in Fig. 5.

The numeric values observed of the apparent count rate changes due to
spatial distortion are very revealing. On the edges, values of up to 60%
above the minimum were found. In the center, within the usable field,
variations of ± 10% were observed. This seems to contradict the conclusions
of V. Brookmann, who stated that spatial distortion was not significant [7].

It is interesting to look at the different images of spatial distortion
obtained with various sampling sizes for the point source displacement.
Fig. 6 shows three such images corresponding to a 3.5 mm, 10.mm and 20.mm
sampling. Although the interpolation has created diffuse features, the
profiles across the 'hole' show that the contrast is approximately the
same in all three images.

The variation in spatial distortion (and sensitivity) as a function of
time was determined. Both short term and long term changes (over a period of
days) with the TOSHIBA camera were smaller than the calculated and observed
measurement error. This seems to indicate that the use of this scanning
technique, where such measurements can take substantial time, is valid.

Sensitivity

Using the table, a regular lattice of values for the time to collect a
fixed number of counts was obtained. These data were converted into a
regular 64 x 64 matrix in camera coordinates by the same process of inter
polation as described above. Again the reciprocal of this matrix was used
such that each image values represented count rate at that point.

Fig. 7 shows the sensitivity image for a well tuned camera and may be
compared to Fig. 8 which shows the effect of detuning a photomultiplier.

As has been previously stated [4,5], the sensitivity response of a well
tuned camera is remarkably flat. Fig. 9 shows a profile through such a
sensitivity matrix showing variations of less than 3.5% of the mean value.
Note there is no increase in sensitivity at the edges.

Spatial Distortion, Sensitivity and the Flood Field

It is interesting and revealing to compare the observed distributions
of spatial distortion, sensitivity, and the flood field. Fig. 10 shows
one such comparison for a camera with a detuned PM and a well centered 15%
energy window. It may be observed that the flood field is more like the
spatial distortion matrix than the sensitivity matrix. This confirms the
hypothesis that since a camera is basically uniform in sensitivity when
well adjusted, the flood field shows primarily variations in the bin size
due to spatial distortion. Clearly, conventional matrix multiplication
uniformity correction is undesirable and will tend to increase the error in
quantitative measurements. The edge packing effect seen with the flood
image is due entirely to spatial distortion. An image obtained with a
Searle H.P. camera, showing the distortion matrix with hot spots due to
the PMs,is illustrated in Fig. 11.
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Although, the spatial distortion matrix and flood field are much more
similar, this does not imply that there is no sensitivity component in the
flood field. As shown in Fig. 12, the flood field can sometimes have a
very significant feature created by the sensitivity distribution, the hot
spot (at 2 o'clock) due to a detuned PM is present in the sensitivity and
flood field images, but not clearly visible in the spatial distortion image.
Here the gain of the PM was increased and the window was set high.

Sensitivity as a Function of the Energy Window

With a narrow 15% energy window, it is well known that different
results are obtained for flood field image depending on whether the window
is high, low or well centered with respect to the photopeak. The same
effect has also been observed for the sensitivity matrix. A single PM was
detuned such that the photopeak was 4% lower than for the other PM's.
Fig. 13 hows the sensitivity matrix for a well centered window, a low
energy window centered in the detuned PM photopeak, and a window raised
by the same amount. For the well centered and high windows there is a
hole corresponding to the detuned PM and as might be expected from physical
considerations, there is a hot spot for the low window image. The
sensitivity distribution is clearly very dependent on the setting up of the
window.

Fig. 14 shows an even more surprising result comparing the flood field,
the sensitivity distribution and the spatial distortion for this last low
window setting of the PHA. The flood field and spatial distortion both show
cold spots, whereas the sensitivity distribution shows a hot spot. Thus
the flood field seems to indicate a cold spot at that point where actually
the camera is more sensitive. This shows strikingly why flood field
uniformity correction must not be applied.

Energy Distortion

Ideally, it is considered that from physical considerations for a
constant sensitivity over the field of the camera the gain of all the PMs
must be tuned such that the energy spectra are all identical. This may be
performed by placing a point source in front of each PM and adjusting the
gain using the same technique described above. Having set up the camera in
this manner, then the peak in energy for a camera was determined as in the
'Spatial Distortion Magnitude' section, and displayed as a 64 x 64 matrix.
Fig. 15 shows the energy distribution compared to the corresponding sensitivity
distribution as shown in Fig. 8. It may be noted that there are considerable
similarities. This indicates that it might be useful to correct the variation
in energy as a function of position.

Sliding Energy Window Correction

Previous work has been performed using a sliding energy window such that
the center of the window is matched to the peak in spectrum at every position.
This determined the energy matrix by sampling 8x8 [8] and 4x4 areas [5J. In
this study, the Z energy matrix was determined at every point in a 54 x 64
matrix. Using the value obtained from the first study to center correctly
the 'digital' window, the sensitivity and spatial distortion matrices were
again determined in a second study. It must be noted that this 'digital'
window, which was chosen to be lOkeV/wide had a constant width at each
position. To perform an accurate correction, the relative width should be
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constant, especially in an in vivo situation where the width of the window
is even more critical due to the varying amount of spatial scatter.

Fig. 16 shows a sensitivity distribution before and after correction
by the sliding energy window technique. The analog energy window was
25% (20keV for Hgl97). The overall amplitude of sensitivity variation is
improved from ± 3.5% to ± 2%, and the hole due to the detuned PM partially
eliminated. It is not clearly understood why the technique does not
completely compensate for the detuned PM, even when taking into account the
fact that the digital relative window width should be variable.

DISCUSSION

The sliding energy window technique clearly improves the variations in
sensitivity. For quantitative studies, unless the camera has been tuned
such that the energy spectrum (as observed with a multichannel analyser)
is constant over the field of view, then this correction technique should
be very useful in clinical studies, using a continuous matching of the
window width to the observed photopeak as has now been commercially
implemented [9].

The physical causes of spatial distortion are not perfectly understood.
If it is recalled that a hole in the spatial distortion matrix corresponds
to an area of decreased bin size, this might be due to the fact that since
the gain of the PM has been lowered, the counts occurring in this particular
area are 'repelled' to the nearby PMs. On the other hand, when the gain
of a PM is raised, it can be imagined that the counts are attracted to that
area. Note that this effect seems to be independent of apparent window
setting. In particular it will be necessary to repeat measurements for
various scattering thicknesses, as all the work described here was performed
in air. The interrelationship between scatter window width and non-uniformity
is complex [3].

Clearly, to investigate this effect completely, it is fundamental to
measure the distortion as precisely and repetitively as possible. In the
opinion of the authors, this cannot be performed satisfactorily using
either conventional grid patterns or lead phantom, with holes spaced in
a regular lattice [10]. In particular, neither of these methods eliminated
the tail effect.

CORRECTION OF SPATIAL DISTORTION

When the sampling size of the displaced point source was more than 5mm,
the results indicate that the spatial distortion cannot be measured with an
adequate precision in order to attempt any correction.

With the 3.5 mm sampling which was extensively used, the precision for
the spatial distortion measurement was of the order of 0.5%. From this
information, a transformation may be derived, as defined above, which
places photons back to their true location. Using the five parameters :
rotation angle e, scale in X-a, scale in Y-b, and origin Xo,Yo it is
possible to calculate from each (X,Y) position measured, the true location
(I,J). Although these values are very dependent on the calibration points
(which are difficult to choose), the error involved will be of little
importance. There is indeed an error in each of the five parameters, but
for 9 \ Xo,Yo the error will have no consequence causing a small translation
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or rotation while for parameters a and b the error will just be a global
change of scale in the transformed image.

Thus, the only real problem being how to "place" the photons in their
true location. Error due to truncation related to the variable size of the
(X,Y) cells must be avoided. A weighted or randomized redistribution,
comparable to a 4 x 4 point filter of the 256 x 256 matrix could solve
this problem, but no practical results have yet been obtained. Following
this, a correction of the sensitivity variations could be attempted
although it is likely to be of little value since the errors involved are
small, and the errors involved in the correction may not improve the
situation. A full correction involves use of the information of the
sensitivity matrix and of the tails of the point source response at
every position.

CONCLUSION

The problem of correcting non-uniformities in the gamma camera is
not trivial. The work that has been presented here has enabled one
major step forward to be made, that of measuring accurately the parameters
concerned, rather than extracting them from other indirect observations.
A whole series of questions can now be answered. It is possible to
observe the variation in spatial distortion as a function of energy,
setting up the gamma camera etc ... which has not been possible before. It
is also possible to relate precisely the sensitivity distribution with
the energy and spatial resolution local variation. From this information,
methods can be proposed for the successive elimination of the major causes
of non-uniformity. Nevertheless these corrections seem less important,
since the quantitative errors are in fact small, than the now more
attainable understanding of the physical phenomena involved and its
consequences on routine situation behaviour, and its implementation in
the design of camera systems.
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ABSTRACT

The present method of correcting spatial nonuniform ties
in scintillation camera images consists of taking full-field
flood data to obtain a matrix of correction factors. These
correction factors are used as either regional multiplying
sensitivity factors or as criteria for selectively elimina
ting (skimming) counts from the hotter regions of the image.
The only true justification for changing the number of counts
on a regional basis would be the existence of spatial varia
tions in the sensitivity across the face of the camera. Three
simple objective measurements serve to point out the possible
fallacies of this approach and indicate alternative approaches
to uniformity correction. This paper is directed toward an
understanding of the nature of Anger camera nonuniformity and
suggests a possible online digital approach for correcting
scintillation image data.
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ONLINE DIGITAL METHODS FOR CORRECTION OF SPATIAL AND

ENERGY DEPENDENT DISTORTION OF ANGER CAMERA IMAGES

INTRODUCTION

The premise of all nuclear medicine studies is that regions of relative in
creased or decreased activity observed in scintillation camera images have
some meaningfull clinical interpretation. For this reason, the presence of
spatial nonuniformities (SNu) may compromise the clinical value of scintigra
phic image data interpretation. Because of the importance of this performance
characteristic, there is a great deal of interest in uniformity correction
techniques. Presently, the most commonly used uniformity correction method
consists of obtaining a digital matrix of correction factors from a full-field
flood. These data are then used to compute multiplying factors or as criteria
for selectively rejecting (skimming) an appropriate percentage counts in the
final image. Irrespective of the method of implementation, the fact remains
that counts are being added or subtracted from portions of the image which
assumes that there are sensitivity variations across the camera face. This
assumption was tested by measuring variations in the response of several
cameras with a collimated point source and comparing these results to spatial
nonuniformities obtained from full-field floods. In all cases studied the
variation in the point source response was found to be on the order of + 2-3
percent, which is considerably less variation than observed when compared to
profile slices made through flood image data. Furthermore, there is little
spatial correlation between the variation in the point source response along a
diameter of an Anger Camera as compared with the corresponding profile slice
through a full-field flood on either an integral or differential basis. We
therefore conclude that spatial variations in sensitivity across the camera
detector make a minor contribution to overall camera nonuniformity.

Further tests have led to the realization that the major source of spatial
nonuniformities arises from spatial distortions in the object to image trans
formation. Earlier theoretical models of scintillation cameras have shown
that Anger cameras are susceptible to spatial distortions as physical variables
such as light-pipe thickness or the positional calculating circuitry are
altered. This effect was studied by imaging an orthogonal hole phantom. A
strong inverse correlation was found between the area enclosed by any four
holes as compared to the average count density over that region. That is,
hole spacing appeared to increase or decrease in regions of lower or higher
count density respectively in the full-field flood images. (2)

Possible correction techniques would be based on the calculation of a
matrix of positional shift factors. This approach would require that the
camera be made spatially equisensitive as a prerequisite to the calculation
of shift factors from analysis of gradients in the flood data. These shift
factors would then be implemented in an online microprocessor device which
would interpolatively compute the shift factors and correct the analog (x,y)
coordinates prior to unblanking. The speed and architecture of presently
available microprocessors would permit this to be accomplished without increas
ing the camera dead-time.
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EXPERIMENTAL RESULTS

Point Source Response Experiment A simple objective test points out the
possible fallacies of the flood uniformity correction scheme based on sensiti
vity modification. If SNu are actually due to sensitivity variations then the
observed count rate obtained by shifting a collimated point source over the
face of a scintillation camera should mirror the SNu observed in a full-field
flood. A collimated point source of 99mjc was positioned across a diameter of
an Anger camera (collimator removed) at V intervals with counts collected
for a fixed time interval. The point-source sensitivity as a function of
distance was compared to the SNu of a profile slice through the full-field
flood image from a corresponding region of the camera as shown in Figure 1.
Since the objective of the experiment was to investigate the operating charac
teristics of the camera as it is used clinically, no special tuning procedures
were performed prior to the measurements. The outer edge of the camera detec
tor was not included in the measurements to eliminate the influence of edge
packing.

In all cases studied, the overall variation in the point source sensitivity
was found to be approximately +_ 2-3 percent, much less than observed variations
in the flood profile slice. Furthermore, the point source response does not
show the local hot and cold areas at the same relative positions observed in
the flood profile slice. We are led to the conclusion that there is little
variation in sensitivity across the camera face.

Effect of Spatially Variant Energy Peak A number of factors contribute to
variations in the point source response fluctuation such as variations in the
Nal (Tl) crystal sensitivity, variations in optical coupling efficiency or
spatially variant energy peaks. It is not possible to definatively measure
the contribution of most of these variables in instruments residing in a
clinical environment. One variable that may be measured quantitatively is
the effect of a spatially variant energy peak whose effect may be seen in
Figure 2. As the point source was shifted across the camera detector, a multi
channel analyzer was used to record energy spectra as a function of position.
The energy scale was established by flooding the camera with 9^mTc and 57Co
sources. The results of the shift of the photopeak as a function of position
are shown in Figure 2.

In all cases studied the largest overall photopeak shift observed was 5 KeV.
A simple calculation based on a Gaussian photopeak approximation demonstrates
that for the cameras studied observed shifts of this magnitude have a small
effect on count rate. If one assumes a Gaussian shape to the photopeak with
15 percent full-width-half-maximum (FWHM) energy resolution at 140 KeV, the
conseouences of a 5 KeV shift with a 25 percent window leads to about a 2
percent change in area under the peak. This indicates that a spatially variant
energy window of fixed width would do little to directly solve the SNu problem.
It would be possible, however, to adjust the lower level of a spatially variant
window to achieve a uniform flood condition. While this seems a more intelli
gent approach than randomly dropping counts it offers little in the way of a
genuine solution to the SNu problem.

Effects of Spatial Distortions on Count Density From the above discussion,
we are led to the conclusion that the variation in camera sensitivity, whatever
its origin, is not the main source of SNu. The major contribution to the SNu
of scintillation cameras originates from distortions in the object to image
transformation. Relatively small spatial distortions may lead to significant
local variations in count density. This conclusion comes as no surprise in
light of the results of Svedberg (1) and Cradduck (2) which presented theore
tical models of Anger Camera performance. Their calculation showed that images
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are susceptible to distortions when physical parameters such as light guide
thickness or the combinatorial algebra used to calculate event coordinates
were varied. Experimentally these effects have been reported by Brookman (3).

In order to study this effect, images obtained from an orthogonal hole
phantom (OHP) consisting of V diameter holes with V separation center to
center were compared to full-field flood images. Figure 3 shows an expanded
9 cm square region of an Anger camera image where the crosses identify the
position of the maximum count density associated with each hole of the OHP
image superimposed on the isocontour lines generated from a full-field flood
image. If the area described by each group at four dots is plotted against
the average count density in the inscribed region, there is a rough correla
tion between decreased area and increased count density as is shown in Figure
5. The inexactness of the relationship is due to the superposition of the
+2-3 percent sensitivity variation and the coarseness of the sampling by the
%" OHP. In general, hole images appear to be pulled together or spread apart
for high or low count density regions, respectively. The two contours shown
in Figure 4 inscribe the highest count density region of the image. Upon
qualitative visual examination the general behaviour of the hole locations
shows them to be shifted inward toward the higher count density areas and away
from areas of low count density.

PROPOSED UNIFORMITY CORRECTION METHODS

It is well known that the signal strength produced at the photomultiplier
outputs of the Anger camera is highly dependent on the distance of the scin
tillation interaction from the center of a photomultiplier tube. This
characteristic of the Anger camera is of major importance as the light pipe
coupling between the crystal and the photomultiplier is reduced in thickness.
The result is shifting of the photopeak several KeV and erroneous displacement
of the (x,y) coordinates from their true locations on a spatially varying
basis. A variety of electro-optical methods are presently being employed to
compensate for these distortions. More recently, a microprocessor based
digital device has been incorporated into one of the commercially available
cameras (Ohio Nuclear Sigma series) which corrects the Anger camera uniformity
by skipping an appropriate percentage of the events in a given segment of the
detector as necessary to produce a uniform flood. Todd-Pokropek (4) and others
have shown that this type of process can potentially distort dynamic time-
activity curves. He has proposed a spatially variant energy window which helps
the uniformity somewhat and does not distort dynamic data.

We have performed extensive measurements on two state-of-the-art cameras
(O.N. Sigma 410 and Picker 4/15) and conclude that spatial distortion of the
(x,y) coordinates is by far the major contributor to Anger camera nonuniformity.
It is also true that state of the art microprocessors have achieved speeds
which would make it feasible to store appropriate correction factors and re
locate the event-by-event coordinates to locations that are more nearly correct.
This data also indicates that these cameras are extremely stable and that,
given a method for measuring and storing the energy and spatial distortion
characteristics, it becomes feasible to make corrections which would compensate
for these inaccuracies on a regional basis. The data distortions are fairly
complicated and nondeterministic functions which vary over the detector field
of view and we conclude that digital storage and online correction of the data
is the only reasonable approach to the problem. Offline methods for this kind
of problem are operationally awkward and require digital memory sufficient to
hold an entire static image.
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The most demanding aspect of this problem concerns the method for deter
mining the erroneous displacement of the (x,y) coordinates. Muehllehner (5)
has proposed that this be done using a lead plate with holes drilled in a
rectangular pattern. This is laborious and time consuming and would be
difficult to control in a repeatable fashion. We have developed a shifting
algorithm based on the simple full-field flood data alone.

The same digital architecture that would perform the dot shifting could
also utilize stored energy window values that correspond to the photopeak
value for a particular segment of the crystal. This problem becomes tricky
when one considers that the photopeak can change its characteristics drasti
cally in the presence of varying amounts of scatter between the source and the
collimator. We have determined a scheme for continuously monitoring the
energy spectrum and developing a spatially variant energy window which will
adapt to the current conditions of scatter, photopeak FWHM and camera drift
and for the first time allow asymmetric windows to be used for camera images.

The concept and architecture of this device are embodied in a dual, twelve
bit microprocessor system (Intel 3000 series) which utilizes a 4096 word
memory. This processor operates at sufficiently high speeds (200 nanosecond
clock rates) to allow the corrections and energy discrimination processes to
be performed within the 5 microsecond time limit necessary to prevent increase
in the overall dead-time of the Anger camera.

THEORETICAL MODEL OF ANGER CAMERA NONUNIFORMITY

Under the assumption that the camera is equisensitive to a collimated point
source placed anywhere on the surface of the detector, we can begin to study
the relationship between spatial nonlinearity and full-field flood nonunifor
mity. At this point one begins to conjour up a number of qualitative analog
models. An incorrect analog model is that of a "sand-pile." That is,
thinking of hot areas of the field as places where grains of sand have been
pushed together and cold area as places where the sand has been pulled apart.
The discrepancy present in this model concerns the fact that grains of sand
in a pile are able to follow more or less random pathways as they are pushed
about to create hot and cold regions. That is, the pathways of any two grains
are not constrained to be nonintersecting as the grains are displaced. It is
well known and documented by a tremendous amount of published work in which
a variety of rectangular grid and bar phantoms have been imaged (3,4) that no
matter how drastic the Anger camera nonuniformity becomes, the image of a
phantom never crosses, folds or convolutes back upon itself. For this reason
we conclude that the sand-pile model for spatial nonlinearity in which the
grains of sand are allowed to move along criss-crossing pathways does not fit
the Anger camera situation. What we require is a particulate model in which
the relative magnitudes of the particle coordinates are preserved throughout
the displacements. A more suitable model, therefore, would be that of a
rubber sheet with folding of the sheet being disallowed. In mathematical terms,
if we move particle #1 from its indistorted position (x2»yi) to(a new location
(xl>yi) and a second particle from (x2,y2) to a new position (x2,y2) then we
require that the straight line defining the minimum length pathways associated
with these displacements never cross.

The above considerations lead to the development of a relatively clean and
simplistic mathematical description of the "rubber-sheet model" and an archi
tecture for implimentation as an online digital correction device. The work
that has been done on this problem in the past (4,5) has been based on a point
of view that considerably complicates the problem. That is, the previous
assumption was that the dot displacements could only be determined by direct
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measurement using a precision rectangular grid phantom or a single source
stepped around a predetermined grid by some mechanical device. While this
approach does not require that the camera pass the equisensitivity requirement,
we have found that most state-of-the-art cameras come very close to this
assumption to begin with. From a practicle standpoint the direct measurement
of Anger camera spatial nonlinearity is a laborious and time-consuming task.
Our assumption of equisensitivity and "rubber-sheet model" lead to the
simplifying conclusion that all of the information about the dot displacement
distortions is contained in the flood data alone and we can eliminate the

laborious task of making direct measurements of the spatial nonlinearities.

We begin the development of a theoretical model for correction of spatial
nonlinearity with a one-dimensional treatment of the problem. Figure 6 shows
a hypothetical plot of a function F(x) which is nonuniform in x. The defini
tion of a mapping from x to x' which will make the function F(x') perfectly
uniform is ouite simple as shown in Figure 6. The two-dimensional problem is
not quite as simple but is handled in essentially the same manner as shown in
Figure 7. The same type of integral definition of the mapping transformation
from the (x,y) coordinate system to the (x',y') can be written for the two-
dimensional problem. The difficulty in applying this transformation to the
two-dimensional case lies in the selection of boundary conditions and a refer
ence for the two coordinate systems. It should be noted that uniform mapping
can be achieved under a variety of boundary conditions and references. The
selection is largely one of procedural convenience and computational efficiency.
One possible criterion which can enter into the selection concerns the overall
distance which the total transformation must displace the dots to get back
to a uniform distribution. When we introduce a minimum displacement distance
constraint on the shift transformation, a methodology emerges in which the
direction of the shifts coincides with the direction of the negative of the
gradient at any given point in the two-dimensional plane and the magnitude of
the shift is proportional to the gradient. Note that by this methodology the
events occurring at local maxima or minima will not be shifted at all in the
mapping process and events occurring at the steapest points in between local
maxima and minima will be shifted the furthest. The notion that this method
of determining the direction and relative magnitude of the dot shift is a
minimum displacement mapping is offered here on the basis of intuitive reason
ing alone. The development of rigorous ;mathematic substantiation awaits the
hand of some clever mathematician.

The intuitive basis for the gradient approach to the uniformity mapping
relies very strongly on the "rubber sheet" model discussed earlier. It should
be noted that other analogous models are equally acceptable. Distortion of a
uniform sheet of charged particles by localized positive and negative poles of
various strengths creates a similar situation. The charged particles will be
drawn toward the poles of opposite charge until the repulsive forces of the
particles themselves balance the attraction of the pole and so called "hot
spots" will result. A similar but opposite phenomenon will cause particles
to be repelled away from the poles of like charge until the repulsive forces
of the particles clustered in the hotter regions are balanced. This model also
features a constraint on the pathways of particle displacement to be noninter-
secting. It should be noted that the gradient method of developing the shift
displacement for the uniformity mapping satisfies this nonintersection con
straint. While we are certain that the number of analog models which accura
tely mimic the nonuniform placement of gamma camera events is probably infinite
we are somewhat frustrated by a lack of primary knowledge about Anger camera
distortions which ties these models directly to some aspect(s) of Anger camera
design. As mentioned earlier, such information is difficult to obtain when
the camera must be treated as a whole. We were handicapped by not being able
to isolate and study the various parts of the camera individually. Still we
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FIGURE 6. One-dimensional "rubber-band" model for mapping a nonuniform count
density function of x back to a uniform function of x . Note that the greatest
displacement between the nonuniform and the uniform coordinate system
(i.e., x-x') occurs where the derivative of the nonuniform function, F'(x), is
maximum and no displacement occurs where the derivative is zero.
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*HOT SPOTS O'COLD SPOTS

FIGURE 7. Two-dimensional "rubber-sheet" model for mapping a nonuniform count
density function of (x,y) back to a uniform function of (x'vy1). Local maxima
associated with hot spots are indicated by an "*" and local minima by an "o".
Isocountours surround the local maxima and minima. The grid represents the
pixel boundaries in digital memory where the local shift vectors are stored.
Shifts are indicated by arrows which are parallel to local isoclines and are
proportional to the negative of the gradient in the full-field flood at that
location. In our proposed online digital dot-shifter (Figure 8) the four near
est shift vectors to an event will be used to interpolatively compute the
shift for a given event.
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feel that the intuitive concepts which our three-part experiment has raised
are valid and in fundamental agreement with the "rubber sheet" model which
we propose. The question of how one might conceive a uniformity correction
shceme based on these ideas which can be implemented on a basis which does
not violate the integrity of the Anger camera as it now exists is a whole
subject iri itself.

HARDWARE IMPLEMENTATION FOR UNIFORMITY MAPPING

The fact that dot skimmers based on field-flood data can operate with
sufficient speed to make the correction without increasing the Anger camera
dead-time raises the possibility that a dot shifter based on the uniformity
mapping ideas presented here could also be implemented on a real-time basis.
The architecture of a digital microprocessor device based on this notion is
shown in the block diagram of Figure 8. Note that the assumption of camera
equisensitivity has been somewhat assured by the introduction of a spatially
variant energy window. This is to eliminate the small but measurable varia
tion in sensitivity due to pulse height variations that occur over the
surface of the detector. At this point we feel that the full-field flood
data alone will contain the information necessary to make the uniformity
mapping transformation as previously described. Two very practical questions
now arise concerning the necessary statistics and analog-to-digital converter
linearity necessary to ensure that the uniformity mapping is accurate. Our
calculations indicate that a 64 by 64 flood memory will require that 20
million counts be accumulated to obtain a one percent standard deviation.
An even more problematic aspect of this problem concerns the differential
linearity of the A/D converters used. In our opinion 8-bit A/D converters
which are presently of sufficient quality to produce acceptance image digiti
zation at this time are totally unacceptable for producing the flood data for
this application. This is particularly true as we introduce the question of
conversion times necessary for real-time operation of such a device. In our
opinion we feel that off-line techniques are suitable for feasibility studies
only. The operational complications that arise from attempting to do routine
image uniformity correction by this method in an off-line modality are horren
dous.

SUMMARY AND CONCLUSIONS

This paper presents the concept that spatial nonlinearities (dot displace
ments) are the major contributor to Anger camera nonuniformity. This is based
on the notion that the camera is (or can be made) equisensitive everywhere
on the surface of the detector. Upon satisfying the criterion of equisensiti
vity, we have introduced the simplyfying assumption that the information about
the displacement of the dots from their true locations is contained in the
flood data itself. This notion is in strong contrast with existing concepts
which indicate that precision orthogonal hole phantoms or point sources are
necessary determine the dot displacements directly. Using an intuitive model
of a rubber sheet we have determined that the dot displacements are in the
direction of and proportional to the negative of the two-dimentional gradients
in the flood data. This idea leads to a relatively simple online digital
architecture for making the uniformity mapping without disturbing the operation
of the Anger camera as it now exists. The major technical obstacle which
presently complicates the construction of such a device is the lack of A/D
converters with sufficient differential linearity and speed to produce data
of the necessary quality to make an accuarate mapping possible.
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FIGURE 8. Block diagram showing configuration of an online digital device for
computing uniformity correction shift vectors. Since the proper function of
this device is based on the assumptions that the camera is equisensitive,
it is necessary for this device to provide a spatially variant, adaptive energy
discrimination capability as shown in the lower-half of the diagram. The upper-
half shows the dot shifting portion of the device which looks up the shift
vectors nearest an event and interpolates these vectors to determine the shift
for a given event. It will probably be necessary to "dither" the shift
corrected coordinates to mask out any round-off errors.
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EKG Gated Cardiac Scintigraphy is a useful
tool in evaluation of heart function and wall
motion abnormalities. The special nature or this
problem must oe considered before reasonable
decisions concerning computer systems to produce
these images can be made. This is best done by
considering the architecture, implementation and
realization of various existina and proposed gated
scintigraphy systems. Special emphasis is given
to the architecture, i.e. the system as the user
sees it, and the implementation, i.e. the
algorithm used. A number of algorithms are
presented, and the reasons for choosing a
particular one provided. The algorithm of choice
has been realized 01. a Digital Equipment
Corporation PDP-11/20 and provides 52 6<+ x 6<4 16-
bit frames per cardiac cycle 1.1 minutes after
data collection is complete.

INTRODUCTION TO GATED SCINTIGRAPHIC IMAGING OF THE HEART

Gated scintigraphic imaging of the heart, first developed in
1968 [1], provides a means of imaging the heart's motion. Using
the assumption tnat each beat of the heart is essentially
identical to every other beat within any particular individual for
a sufficiently short period of time, it sums the images of
corresponding intervals of many beats to produce a series of
images of appropriately high statistical quality over the period
of one typical beat. Based on the above assumption the algorithm
operates as follows.

A radiopharmaceutical is introduced into the bloodstream, and
is allowed to distribute uniformly throughout the circulating
blood. A device called a physiological synchronizer, or gate,
takes the EKG as input and identifies occurrences of certain EKG
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waveforms in each beat (see figure 1). Each beat
into any number of intervals using the gate sign
(see rigure 2). Then, using a scintillation came
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There are many ways to provide these images. One
some appropriate type of memory and a way
synchronization of data collection with the beating of the
In the simplest case, the memory is photographic fil
systole and end-diastole represent the extremes of the
cycle, the two most interesting parts of the cycle.
simple electronic switch, a gate, a timer and a pair of
ray tubes, images of these two phases can be obtained £2].
extension to this method uses a multiformatter. This provides

only needs
to provide

heart.

End-

cardiac

Using a
cathode

An

a

series of images in which the change between sucessive images is
guite small (.3]. Other methods use a computer. Systolic and
diastolic images can be provided through the use of a pair of
buffers in the main memory of the computer. As more frames are
desired, the problem becomes more complicated. More buffers are
needed and more data must be collected to provide sufficient
counts for each image.

ISSUES AFFECTING THE ALGORITHM

T-he -Theoretical Algorithm

Most of the work ir. gated scintigraphy has used the
ainicoaputer. From a computer standpoint, the problem of
producing EKG gated scintigrams of the heart is easy to define:
disintigrations detected must be sorted into an ordered set of
equivalence classes, one class for each frame in the final image
set (see figure 3). Two problems are associated with performing
this task.

1) how to define the equivalence classes,
2) how to group the counts which comprise each class together

for display.

SORTING INTO EQUIVALENCE CLASSES

Figure 3
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The incoming counts form N+1 equivalence classes, where N is
the number of frames in the study (time slice divisions of the
cardiac cycle) . Each count detected durinq the ith time slice is
a member of the ith equivalence class. The order of the N time
slices provides the ordering relation on the classes. The N+1th
equivalence class is composed of all of those counts which are
detected during irregular beats. These are generally discarded,
though other alternatives have been suggested.

The sortinq problem defined above has the following unique
properties:

1) Sorting is into an ordered set of equivalence classes -
not into a totally ordered list.

2) The counts do not arrive in a random order, but rather as
small groups of counts which belong to the same class.

3) Data can and must be compressed from lists of count
coordinates to frames, i.e. square arrays of numbers of
counts.

There are also the following practical problems:
4) The minicomputers which are typically used for this

application have small main memories and small, slow disk
drives, but the problem provides high data rates and a
large amount of data.

5) In a clinical environment, the study should be available
for review before repeating the acquisition becomes
inconvenient, i.e. almost immediately.

Beyond the above computer science problems several
difficulties complicate the situation. Defining the time slices
is not straightforward. Problems are introduced because the beats
are not uniform, so the definition of 1/Nth of the cardiac cycle
is difficult. The definition of unacceptable beats is also
unclear, as is the choice of a synchronization point (or points)
in the cardiac cycle.

Architectural „Pr,gbleffis

It is helpful to approach the question of how to provide a
reasonable gated scintigraphy system by considering three
different ways in which software systems can be viewed. All
software systems have an architecture, an i«piementation and a
realization. The architeture is the complete and detailed user
specifications. The impleaentation is the algorithm used, and the
realization is the actual coded program. These distinctions are
useful because they provide a aechanisa to aid in the decisions
which aust be made when producing any software system. One would
like to define the architecture, and then provide an
iaplementation which would allow the realization of the
architecture. This frequently does not take place. Gated
scintigraphy systems in particular have had their architectures
defined by impleaentation and realization questions. In gated
scintigraphy, the key architectural questions are 1) the number
and size of the frames, 2) the slicing method used, 3) the wait
before the study is available for review, 4) the mechanism
provided to deal with irregular beats, and 5) the choice of a
synchronization point.

•392-



Num-ber and_Si,.ze. of._Frames

The ideal number of frames is determined by:
1) the sampling rate required for the blooa volume curves for

various regions of interest,
2) the required accuracy of frames of the blood distribution

at specific times, such as end diastole and end systole,
3) the required smoothness of the motion in motion picture

display.
Frames can be added together after the study to increase the
number of counts per frame but frames with smaller time increments
than those of collection cannot be produced.

The size of the frame matrices, determined by sampling theory
from the resolution of the imaging device, is most critical for
static images. It also determines the accuracy with which regions
of interest can be specified. Note here also pixels can be
combined but not broken apart.

The number of bits/pixel is determined by the desired maximum
count in a pixel. Too low a volume assures count limited studies.
Lower values are acceptable for motion pictures than for static
pictures, since the eye does some time averaging.

Slicing Methods

There are serious problems with the assumption that each
heart beat is identical. Mith a normal heart, there are changes
in the relationships between the duration of the various parts of
the cycle which accompany changes in rate. As the 8-R interval
lenghtens, the PQES interval stays the same, the QT interval
increases slightly, and the major increase is in the TP interval.
In other words, the coefficient of change ot duration of the
individual subparts of the cardiac cycle is not the same for each
subpart, and this does not consider irregular beats which are
either ill-formed or have abnormal lengths for the present heart
rate.

There are two basic methods of dividing the cardiac cycle
into slices. The first is time slicigcj, which uses slices of
fixed, identical duration. The second is eiiase slicing, which
involves measuring the duration of each individual heart beat and
using that to calculate the slice duration for each beat so as to
provide an equal number of classes for each beat. It is also
possible to use time/phase hybrids, in which the more constant
PQRST interval is time sliced, and the TP interval is phase sliced
(see figure 4). A final approach worth considering is another
time/phase hybrid, the predictive method, in which the slice
duration for each beat is determined by some estimate of the
current heart rate. For irregular beats it is time slicing, for
slow changes in rate it is phase slicing.
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Choice of- Synchronizat;Lon_Point

The data collection must be synchronized with the cardiac
cycle. Ideally a continuous synchronization would be best, but a
suitaole mechanism to provide this is yet to be discovered. As a
compromise, a point or points in the cardiac cycle are chosen
which provide for the best possible synchronization in the parts
of the cardiac cycle which are of the greatest interest. The
farther from the synchronization point an image is obtained, the
more inaccurate the formation of that equivalence class.

The peak of the E wave of the electrocardio
much popularity as the synchronization poin
cycle, primarily because of the ease with which
(an implementation issue) . The high rate of c
derivative of the EKG at the peak can be iden
devices. The B wave occurs near end-diastole,
only about 320 milliseconds later, so relatively
these points are provided. The possibility of
or arterial blood pressure to provide the sync
has been discussed, but the peak of the E w
implementation advantages that all existing syst
that it is possible to begin slicing not at t
but at a fixed offset from it.

gram has enjoyed
t with the cardiac

it can be detected

hange of the first
tified by analog
and end-systole is

good images of
using heart sounds
hronization point
ave enjoys so many
ems use it. Note

he reference point

Bsjectjon of 111-formed Beats

Data collected during irregular beats, those which are not
similar to the norm of the particular patient involved, should not
be included in the final picture data because the slicing
algorithm breaks down when the assumption of similarity of the
beats is violated. The problem is how to identify the irregular
beats. As in the synchronization problem, it would be best to
monitor the heart continuously to provide very accurate
identification of irregular beats. It migiit be possible to
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digitize the entire EKG and perform some type of waveform
anaylsis, but the complexity of this seems prohibitive. Assuming
the use of a gate which triggers on the F wave, the only
information available are the B-B intervals. There is only one
possibility for a oeat classification system, the method called
windowing.: those beats ic a certain range of durations are
accepted, while those which are outside the duration are not
accepted. The acceptable range should be a function of the
individual patient and his heart rate. An estimate of the current
heart rate can be maintained, and the window placed around this
estimate.

Insight Into These Problems

At the Hospital La Pitie in Paris France, F. A. Leger,
J. Valli and A. Todd-Pokropek [4] have produced a gated
scintigraphy system which allows for the investigation of these
questions. Their system gates with respect to a variable offset
from the R. It allows for both time and phase slicing. A
variable window for beat lenghts is provided, and the number of
slices can be varied. They conclude that in regular patients time
slicing is superior to phase slicing, and that a choice of
synchronization point offset from the E wave has no advantage. In
irregular patients, time slicing was found to be significantly
better than phase slicing and the use of a synchronization point
offset backwards from the R wave provides for a higher estimate of
the ejection fraction, but no correlation data is presented with
respect to non-scintigraphic estimates of the ejection fraction.
Windowing is seen as an advantage in irregular patients. Finally,
the use of images of less than thirty milliseconds were
unsatisifactory. This provides partial answers to many of the
questions considered earlier.

These answers and further consideration resulted in the
following basic requirements for our system.

1. 40-80 frames per cardiac cycle, to allow accurate
identification of the end systolic and end diastolic
frames and smooth moving pictures,

2. predictive slicing,
3. 64 x 64 word matrices,
4. study available for review almost immediately, and
5. windowing on beat length.

SOLUTIONS

There are numerous systems which provide solutions to the
problea of providing gated cardiac iaages, and they can be grouped
into two functional categories.

1) Those prograas which provide 6-16 images during or
immediately at the end of the data acquisition.

2) Those prograas which provide aany iaages, 10-100, but do
not deliver then until hours after the end of the data
collection.
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Table I provides examples of each category. Note that the
figure describes the architecture of the various system. Note the
tradeoffs made, especially in terms of the number and size of the
frames against the length of time before the images become
available for review.

In Core

The work of N.M. Alpert £5] at Massachusetts General Hospital
belongs in the first group. Using a PDP-9 (16K of 18 bit words)
computer, eight images are collected into main memory as 64 x 64
byte frames. Time slicing is used based on the average heart rate
at the start of data collection. There is no transfer of

collected counts to a backing store until the completion of the
study. Each image has a dedicated buffer in the main memory of
the computer into which data is collected. The main memory size
limits the number of frames.

A variation of this method was produced by S.L. Bacharach
[6], at the National Institutes of Health. By reviewing the
problem, he concluded that relatively few images are needed for
presentation in movie mode, but that very fine temporal resolution
is needed for time activity curves. He provides for the
definition of a region of interest (EOI) before the actual start
of data collection, based on a few preliminary low count images.
Thus, besides 12 32 x 32 word matrices, he creates in core a time-
activity curve for the EOI with 10ms temporal resolution.

These methods' in-core data collection with frame
organization makes it impossible to reject irregular beats in the
frames because the data has already been added to the frames
before it could be known that the beat is irregular. The counting
rate is not restricted by the algorithm, while the number of
images and frequently the counts per image are both severely
restricted, both by main memory size.

Offline Reformat

At the National Institutes of Health, M.V. Green [7] has
built a system which is an excellent example of the second group.
He uses a Hewlett Packard 2100A (22K of 16 bit words) minicomputer
to collect list mode data onto magnetic tape. After data
collection, the tape is transported to a Digital Equipaent
Corporation PDP-10 (200K of 36 bit words), where the large main
memory facilitates the data reorganization froa list aode to frame
aode. The PDP-10 then writes tiae sliced frames of a fixed 10msec
duration onto the aagnetic tape, which is then returned to the HP
2100A for review. The work mentioned in the last section by Leger
is another example of this approach, except reforaatting takes
place on the minicoaputer, with aultiple passes of the tape. In
both cases the counting rate is United by the speed of the
aagnetic tape, which is not a severe restriction. Many frames can
be provided, and each can contain many counts. The major problem
is the length of tiae it takes to reforaat, which is at least
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hours and probably overnignt. This approach makes possible
extensive data analysis and provides for the ability to reject bad
beats, use phase slicing, and manipulate data in other ways.
Leger takes advantage of this, while Green does not.

2ii£_§y.stem

Table II provides a summary of the implementation
descriptions provided aoove. Note how the choice of algorithm and
the actual target machine have restricted the architecture of the
various systems.

For the purposes of comparison, the following is a
description of the performance of the system described later in
this paper. It provides 52 images per cardiac cycle, each of
which is 64 x 64 x 16 bits deep. These images are ready for
review about 1.1 minutes after the completion of data collection.
It has the disadvantage of limiting the incoming count rate to
about 9000 cps and providing only 52 points for the time/activiy
curves. It provides windowing for irregular beat rejection and
readjusts its estimate of the heart rate continuously.
Synchronization at the rise of an externally generated square
wave, such as the output of the Brattle gate I2 ], is provided.
The following sections describe the computer system upon which
this software system runs and the algorithm used.
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Number of Frames

Matrix Fineness

Slicing Method

00 Synchronization

Availability

Irregular Beats

Table I

GATED SCINTIGRAPHY ARCHITECTURES

Alpert Green Leger Bacharach Moore

8 100 10-40 12 52

64x64

byte
32x32

byte

64x64

word

32x32

word

64x64

word

Time Time Time or

Phase

Time Predictive

Peak R Peak R Offset R Peak R Peak R

Immediate Hours Hours Immediate 2 minutes

No action No action Sort into

Beat Length
Reject in
Curves

Reject



I
w
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Table II

GATED SCINTIGRAPHY IMPLEMENTATIONS

BacharachAlpert Green Leger Moore

Number of Frames 8 100 10-40 12 52

Matrix Fineness 64x64

byte
32x32

byte
64x64

word

32x32

word

64x64

word

Algorithm In-Core

Frame

Offline

Reformat

Offline

Reformat

In-Core

Frame

In Core &

on Disk Lists

Computer PDP-9 HP2100

PDP-10

Varian HP2100 PDP-11

Main Memory Size 16K 18bits 22K 16bits

200K 36bits

32K 16bits 22K 16bits 28K 16bits



DESIGN OF THE UNC SYSTEM

Gamma-11

The UNC Gated Scintigraphy System had to be implemented on a
Digital Equipment Corporation Gamma-11 system. It is located in
the Division of Diagnostic Imaging at North Carolina Memorial
Hospital. The system consists of a PDP-11/20 with 28K words of
sixteen bit memory, complemented by an interface to a gamma
camera, a pair of 1,228,000 word removable cartridge disk drives,
a general purpose interface, a color display and a Model 33
Teletype. This system is marketed by DEC as an imaging system,
with the execption of the color display which was designed and is
being built locally L81« Included in the system is software for
the acquisition and anaylsis of scintigrams.

At the heart of the Gaama-11 acquistion is the NC11-A Gamma
Camera Interface. Two basic modes of data collection (matrix and
list) exist with the NC11-A. In matrix mode operation the data
from the camera is recorded in a core matrix. Each element in the
matrix represents the number of counts •seen' in a particular area
of the camera face. The camera face is effectively broken down
into small areas: the activity in each area is recorded in a
specific element of the matrix. In list mode data is recorded in
a serial rather than cumulative fashion. Each event is digitized
and stored in a core location one greater then the location used
for the previous event. In matrix mode the programmer must
specify a core location which represents the start of the matrix
data, called the offset, and the matrix fineness, either 32 x 32,
64 x 64 or 128 x 128. Also, with the first two matrix finenesses
the programmer must specify the amount of storage for each of the
matrix elements, either byte or word. Once the interface is
started, it will perform non-processor requests (NPE) of the
UNIBUS to increaent the correct location for each incoaing count.
In list mode, the programmer oust specify a current address, which
is the address at which the list is to start. Once enabled, the
interface places the coordinates of each incoming count in the
list [9].

Further details of the NCMH Garaaa-11 system are given in
Table III.
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Table III

SPECIFICATIONS FOR RK05-AA

MAIN SPECIFICATIONS

Storage medium:
Capacity/Cartridge:
Data transfer speed:
Time for on-half revolution:

Disk rotation speed:

TRACK POSITIONING TIME

One track move:

Average:
Maximum:

DATA ORGANIZATION

Surfaces/drive:
Tracks/surface:
Sectors/track:
Words/sector:
Access with single R/W:

disk cartridge
1,228,800 words
11 microsecond/word
20 msec

1500 RPM

10 msec

50 msec

85 msec

2

200 + 3 spare
12

256

1 to 65,536 words

MAIN MEMORY ORGANIZATION UNDER RT-ll

Memory size:
Single Job Monitor:
Stack and interrupt vectors:
Available memory:

28K

1.67K

.5K

25.83K

DISK SPACE AT NCMH

Number of Controllers:

Number of Drives:

Total available disk blocks:
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Algorithms

This section presents the algorithm chosen for
implementation, along with a number of the alternatives considered
but rejected. For those rejected analysis is limited to the
reasons for rejection, and many generous assumptions are made when
considering these ill-fated approaches. The discussion assumes
that the goal is about 50 frames of 64 x 64 word data which have
been time-sliced and windowed.

The information in Table III will be used in the anaylsis of
each method. A bastard PL/I description of each method is also
provided. See Appendix A for a description of the programming
language used.

Ic.-Core._F ra me s

The first method considered is the simplest. Data collection
takes place into fixed, in-core frame buffers. It was quickly
rejected bacause of the limitations imposed on the number and size
of frames. Only five 64 x 64 word frames can be squeezed into
main memory. The use of byte matrices doubles that number, and
the use of 32 x 32 byte matrices multiplies it by eight. This
approach does not limit the incoming count rate, but it does limit
the total number of counts and the size of the frames and does not
allow irregular beat rejection.

With the cost of memory dropping as it is, a dedicated
hardware system, consisting basically of a large digital memory,
could provide the desired images using this approach at a
reasonable cost.

PERFORM STUDY SETUP;

ON CONDITION (BEAT);
SET COLLECTION POINTER TO FIEST MATRIX;
START CLOCK (REPEAT INTERRUPT);

END;

ON CONDITION (CLOCK) ;
IF THERE IS ANOTHER MATRIX

THEN

SET COLLECTION POINTER TO NEXT MATEIX;

ELSE

DO;

STOP CLOCK;

STOP COLLECTION;

END;

END;
ALLOW BEAT INTERRUPTS;
WAIT UNTIL COLLECTION COMPLETE;

PEFOEM STUDY CLOSE;

&ig^.§ .tO--Di.sk

Collection in list mode and reformatting into frames after
data collection is complete was considered next. This approach
involves writing the counts to disk in a single list in the order
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they are received. Time and beat information must be encoded in
the list in order to identify the frame to which each count
bslongs. The final frames are built after data collection is
complete by making multiple passes over the list data on the disk,
each time using only the data from the frames which are currently
in main memory. The problem with this method is the number of
passes which must be made over the list mode data.

PERFORM STUDY SETUP;
ON CONDITION (BEAT);

STOP CLOCK;
INSERT BEAT MARKER;
START CLOCK(EEPEAT INTERRUPT);

END;
ON CONDITION (CLOCK);

INSERT TIME MARKER;

END;
ON CONDITION (OVERFLOW);

WRITE FULL BUFFER TO DISK
SET COLLECTION POINTER TO EMPTY BUFFER;

END;
DO UNTIL ENOUGH COUNTS;

ALLOW BEAT INTERRUPTS;
WAIT UNTIL DISK IS FULL;
DO J=1 TO NUMFRAMES BY COREJTAPACTIY;

READ MATRICES;
DO 1=1 TO NUMBER_OF_BUFFERS;

READ BUFFER!
REFORMAT;

END;
WRITE MATRICES;

END;

END;
PERFORM STUDY CLOSE;

Anaylsis: — The goal is to read or write the entire
available disk space as fast as possible. Each cylinder of the
RK05 contains 6144 words. The fastest way to read or write the
entire disk would be to start at the inside or outside cylinder,
read the entire cylinder, seek 1 track over, and start reading as
soon as the seek is complete. The fastest this could be done is:

1 cylinder rotation + 1 track seek
80 asec + 10 asec = 90 asec

In 90 asec, 6144 words can be written which implies the maximum
rate is:

6144 words/90 asec = 68,266 words per second
Assuming about 1800 blocks of disk space is needed for the
prograas and the frames, 7800 blocks can be used for list. To
read or write the list would take at least:

1,996,800/68,266 = 29.2 seconds
The disk is now full of counts, whicn must be reformatted.
In order to get the best performance, this process must also be
disk limited. The actual reformatting which takes place in main
aeaory is sufficiently siaple that this is not a problem. To
provide the aaxiaua i/o rate, 2 6144 word i/o buffers are needed
in core. This leaves room for the program and 2 64 x 64 word
buffers. Two frames can be processed in a pass and the counts can
be read in at the aaxiaua rate calculated above for collection.
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50 frames -> 25 passes
25*29.2=730 seconds to process all frames.

The total time needed to process 1,996,800 counts would be at
least 759.2 seconds. If less than 1,99t>,8C0 counts were to be
used, the virtually unrestricted count rate and the short imaging
time could have advantages, but for 1,996,801 counts, there would
have to be a reformat before data collection could continue,
resulting in an effective count rate of about 2600 cps. This
algorithm does not limit the number of frames, or the number of
counts per frame, but the collection time increases by a very
large constant every time the reformat must take place.

Swa-ppin-g Frames

The next approach considered was to swap the frames in and
out of main memory from the disk, with data collection taking
place into the frame buffers in core. Each frame must be in main
memory when it is needed. The hope was to use a mechanism similar
to the paging approach used in many modern operating systems.
Because data collection takes place in an orderly fashion, page
faults can be anticipated, and the required frames swapped into
main memory before they are needed. This approach is a disaster
when the NCMH PDP-11/20 is the target machine because of the limit
placed on the number of frames per cardiac cycle, as a result of
the slow speed of the RK05 disk.

PERFORM STUDY SETUP;

ON CONDITION (BEAT);
CANCEL PENDING READS;
WRITE MATRIX BEING COLLECTED INTO;
SET COLLECTION POINTER TO FIRST MATRIX;
READ MATRIX 2,3,4;

END;
ON CONDITION (CLOCK);

IF THESE IS ANOTHER MATRIX

THEN

DO;
SET COLLECTION MATRIX TO NEXT MATRIX;
WRITE MATRIX JUST COLLECTED;

END;

ELSE

DO;

STOP CLOCK;

STOP COLLECTION;

END;

END;
ON CONDITION (I/O COMPLETE WRITE);

START READ OF NEXT MATRIX;

END;
ALLOW BEAT INTERRUPTS;
WAIT UNTIL COLLECTION COMPLETE;
PERFORM STUDY CLOSE;

A&a&si-s: -- A 64 x 64 word frame is 4096 words long. There
is room for five of thea in core along with a tiny program. To
read each frame would require:

1 track move + 1 aver rotational lat + 1.5 revs read -
10 msec+ 20 msec + 60 msec = 90 asec/fraae
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= 11.1 Frames/second
=5.5 Frames/second in and out.

This would allow only 5.5 frames per cardiac cycle in a individual
with a heart rate of bO beats per minute, and only 2.75 in an
individual with a rate of 120. The algorithm does not limit the
incoming count rate, but it does make windowing impossible.

As an aside, an IBM 2305 Model I (a) approximately $287,000)
such as might be used in a paging operating system, has a data
rate of 3000 thousand bytes per second. Using that disk, this
algorithm could provide a frame rate of at least 120 frames per
second.

I4§ts ir.^Core

Consideration is next given to a method similar to the one
above but in which the frame need not be in core whenever counts
which belong to it are received. The algorithm proposed involves
keeping a list in core of counts for each frame. The image data
in frame mode is moved into core from the disk asynchronously with
respect to data collection. The appropriate accumulated data is
moved from the list into the frame each time it is loaded.
Because the lists are always in main memory, there is no need to
synchronize the i/o of the frames with the beating of the heart.
Also, since the lists should be able to hold the data from a
number of beats, the frames can be loaded at a rate less than once
every beat.

PERFORM STUDY SETUP;
ON CONDITION (BEAT);

SET COLLECTION POINTER TO FIRST LIST;
START CLOCK(REPEAT INTERRUPT);

END;

ON CONDITION (CLOCK) ;
IF THERE IS ANOTHER LIST

THEN

SET COLLECTION POINTER TO NEXT LIST;

ELSE

DO;

STOP CLOCK;
STOP COLLECTION;
END;

END;

ALLOW BEAT INTERRUPTS;
DO UNTIL COLLECTION COMPLETE;

DO 1=1 TO NUMFEAMES BY 2;

READ MATRICES 1,1+1;
REFORMAT APPROPRIATE COUNTS INTO MATRICES;

WRITE MATRICES 1,1+1;

END;

END;
PERFORM STUDY CLOSE;

^HiiiUfiJr* — Because the frames are being written as fast as
possible asynchronous to the collection, they can be carefully
placed so that there is no rotational delay after a seek. Using a
double buffering technique, two frames are moved for each read or
write. On the disk, 2 frames occupy 1.5 cylinders.

-405-



The tiae to read or write 2 frames is:
1 track mov + 2 revs read + 1 track move + 1 rev read -
10 msec + 80 msec + 10 msec + 40 msec = 140 msec/2 frames

In order to write the frames just read, an additional 20
milliseconds would be required to spin around to the start of the
first frame.

=160 msec/2 frames
= 6.25 frames per second in and out.

With 50 frames, each list will be emptied every 50/6.25 seconds =
8 seconds.
Assuming the operating system, program and frames require 14K in
core, 14K is left for the list buffers. There are 50 lists, one
for each frame. Each is 286 counts long, which implies that each
list can have a counting rate of:

286/8 = 35.75 cps.
This implies the total counting rate would be:

35.75*50 = 1787.5 cps total.
Here, the algorithm does not limit the frame size or the number of
counts, but it severely limits the counting rate, the maximum
value of which is a function of the number of frames desired and
the main memory size.

L^sts j.n Core. - Compressed

The final algorithm presented before the one chosen for
implementation is a modification of the above. The in-core lists
above should be on the average only half full. If it were
possible to use the empty space, this would double the effective
count rate. A way to accomplish this would be to have data
collection take place into a large circular burfer. As tne frames
are streamed by as above, the appropriate counts are moved into
the frames, and the empty space compressed out of the circular
buffer. This compression would actually take place as part of a
single pass over the data. Each count in main memory would be
considered and either moved to a new location to compress the
list, or added to the frame.

PERFORM STUDY SETUP;
ON CONDITION (BEAT);

INSEET NUMBERED BEAT MARKER;

END;
ON CONDITION(TIME) ;

INSEET NUMBERED TIME MABKEB;

END;
ON CONDITION (OVERFLOW);

SET COLLECTION POINTER TO START OF LIST;
END;
ALLOW BEAT INTERRUPTS;
DO UNTIL COLLECTION COMPLETE;

DO 1=1 TO NUMFRAMES BY 2;
READ MATRICES 1,1+1;
REFORMAT APPROPRIATE COUNTS INTO MATRICES;
COMPEESS LIST;
WRITE MATRICES 1,1+1;

END;

END;
PERFORM STUDY CLOSE;
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Anay^sj.s: — if it is possible to keep this i/o bound, which
is a very generous assumption, the count rate would be at most
twice that calculated in 5. 4.

1787.5*2=3575 cps.
This is the best method so far. It limits neither the frame size

nor the number of counts, but the counting rate restriction is
still a problem. Also, the assumption that all the space could be
used is generous, and an improvement by less than a factor of 2
should be expected.

Lists on..Dj-sk

This approach was chosen for implementation. The algorithm
involves keeping a number, k, of lists of counts, with each list
containing the data for f frames. Thus the number of frames per
cardiac cycle in the study is kf. The lists are stored on disk,
and when the disk becomes full, collection is suspended, and the
lists are reformatted into frames, compressing the data.
Collection then resumes until the lists on disk again become full,
when reformatting begins again, now into the already created
frames. And so on, until sufficient counts have been collected.

The number of frames per list, f, is determined by
considerations of main memory usage during the reformatting
process, when list data is compressed to frames. At this time
each list is read individually, and the counts from the list are
•oved to in-core frames. This implies that the number of frames
per list is limited by the main memory capacity of the target
machine, since all frames for a particular list must be in main
memory time during the compression operation.

The number of lists is determined by a more complex process,
involving a tradeoff between the desired number of frames in the
final study and the desired counting rate, combined with main
memory size restrictions during count collection. Fewer lists
result in fewer frames but a higher counting rate. The
impleaentor must choose these parameters to provide the
architecture specified.

Each list contains the coordinates of disintegrations which
are detected during f adjacent time slices of the cardiac cycle,
separated by beat and time markers (see figure 5). The data from
the first f slices is kept in the first list, the data from the
second f slices is kept in the second list, and so forth. The
markers, which indicate where within the lists a beat has occurred
or a slice has been completed, are introduced into the lists to
identify of which frame each count is a member. Each beat marker
has a beat number which uniquely identifies the beat. The time
inforaation is represented by the list of which a count is an
element, coabined with the tiae Barker inforaation within a list.
The lists are kept on disk, and each list has its own input/output
buffers in main aeaory. Incoaing counts are added to the
appropriate buffer as they are received. When a buffer fills, it
is written to disk. During data collection a list of the
identifying numbers of irregular beats is kept. When the disk
fills, data collection is stopped temporarily, and the lists of
data are reorganized into frames, f at a time, with one pass over
the data, ignoring those counts which are part of irregular beats.
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There are a number of advantages resulting from keeping the
data from f frames together in a list. Since this results in
fewer lists, the i/o buffers for each list can be longer. This
implies that once a write has started, it will proceed for a
longer period of time. More main memory would also provide longer
i/o buffers. Since the goal is a disk full of counts, this
reduces the number of seeks which must be made.

As little external sorting is done as possible. The data
from the f frames within a list can be sorted internally. Even
though the counts are not completely sorted when they are moved to
the disk, they are sufficiently sorted so as to allow the final
sort to take place in a single pass.

When implementing this algorithm on a PDP-11, the problem
which must be faced is the long seek time of the BK05 disk drive,
typically on the order of 5C milliseconds. Values for k and f
fall out of the fixed parameters of the system, such as memory
size, the number of words on a cylinder, the seek time mentioned
before, and the performance requirements of the problem.

The first parameter to be fixed is f, the number of frames
which can be reformatted at one time. Given the choice of 64 x 64
word matrices, main memory limitations determine f as 4. The next
decision involves the number of lists to keep, A goal of about
40-80 frames, or about 10-20 lists is the first restriction. The
writes are restricted to be a multiple of 256 words by the
addressing mechanism of the disk. If in-core buffers of 768 words
are used, no write will involve a seek, because 8 buffers will fit
exactly on a disk cylinder. Since double buffering is required,
each list on the disk requires 1536 words of main memory.
Thirteen such buffers fit easily into main memory. Algebra
results in a value of 52 for kf, the number of frames in a study.
Note that while providing 64 x 64 frames of word data, the
algorithm limits the incoming count rate, because the counts must
be written to disk.

These assignments for k and f are acceptable. In summary,
data collection takes place in the following way. There are 13
lists, each of which has a tail in aain memory at collection time
(see figures 6,7). Data collection takes place into the areas for
each tail. The counts received for slices 1-4 are included in
list 1, the counts for slices 5-8 are included in list 2 and so
forth (see figure 8). Each list contains the coordinates of the
detected disintigrations, beat markers and time markers (see
figure 5). When one of the lists fills on the disk, data
collection is stopped and the reforaat/coapress operation takes
place. Main memory at reforaatting time contains space for 4
frames in additon to 2 buffers to double buffer the counts in core
( see figure 9). The steps needed to reformat 4 frames take place
13 tiaes, resulting in 52 frames of data.
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ASayJ.sis: — Hith only 13 ]_j_sts there
buffers, which can be used for double
exactly on a cylinder, so there is never a
Each write is:

1 ave seek + 1 ave rot latency + time to write =
50 msec + 20 msec +10 msec

= 80 msec/buffer
= 12.50 buffers/second
= 9600 counts/second.

These must be reformatted when the disk fills
7800 disk blocks available for lists.

7800 blocks = 1,996,800 counts.
The reformatting will have to take place every time
million counts are collected.

are 13 (2*768)-word
buffering. Eight fit
seek while writing.

There are

about 2

The tiae to reformat is calculated as follows. This process
is i/o bound as well, but since it takes place in an orderly
fashion, the timing calculations no longer need consider the
average case.

Each list is 600 blocks long. The buffers available in core
are each 2048 words long. Each list will require 75 reads, but
only every third read will require a seek (an additional
rotation). On the disk which contains the frames, an average s^ek
will be required at the start of each list. This will add an
additional 250 milliseconds to the reformat.
To read 3 buffers:

1 ave rotational latency + time to read 6144 words
20 msec + 8C msec

= .1 seconds per read
= 2.75 seconds/list
=35.75 seconds to read the lists.
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The frames must be read as well:
1 average Seek + aver rotational Latency + time to read
50 msec + 20 msec + 60 msec

= 130 msec/frame = 6.76 seconds to read all frames
13.52 seconds to read and write

Total reformat time = 13.52 + 35.75 = 49.27 seconds

This algorithm has been realized in the NCMH PDP-11/20. The
program is broken into three overlays, so as to make as much of
mam memory available at collection and reformat as possible. The
first overlay contains the code to perform setup functions such as
the creation of the patient file, the determination of an estimate
of the average heart rate and so forth. The second overlay
performs data collection, which is interrupt driven, and this
overlay consists of little other than the interrupt handlers. The
final overlay performs the reformatting. There is a small driver
which is always resident, which calls the overlays and maintains
global variables.

RESULTS

The program was tested using the turntable phantom described
in [3], Figure 10 shows twelve four-frame summed images from the
first forty-eight frames of a typical patient study.

CONCLUSIONS

It has been shown how, for the problem of gated heart imaging
with a given set of specifications, the architecture can be
specified without concern for the realization, and then a
realization can be provided. This realization operates as
predicted by analysis. It provides 52 64 x 64 word matrices, data
aaxiaua count rate of 9000 counts per second, 1.1 minutes after
data collection is complete.

There are aany possible additions which could be made to a
systea using this algorithm. Histograms of beat lenyths could be
used to provide iaages which reflect the heart's behavior for
specific beat lengths. The data from the first reformat could be
displayed as soon as the reformatting is complete. Gating with
respect to multiple signals is possible, as is reformatting
backwards from the synchronization point. But our purpose here
was to describe a robust algorithm which can be used to realize
various gated scintigraphy architectures. The count rate/number
of frames tradeoff still exists, but this algorithm can be used in
EKG gated cardiac scintigraphy systems in which the clinical
utility is of priae importance.
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Typical Patient Study—Left to Right

Figure 10
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APPENDIX A: BASTAED PL/I

STATEMENT

ON CONDITION (
on-clause

END

IF condition

THEN then-clause
ELSE else-clause

DO indax-variable=
starting-value TO
ending-value BY
increment;

interior statements
END;

DESCRIPTION

The execution of this statement
causes no immediate action. Pather,
when the condition occurs, the
statements which comprise the on-
clause are executed. Wr.er. tne cn-
clause completes execution, program
control returns to tne point at which
it was interupted when the condition
was raised.

where "condition" is a condition
wnich is either true or false (for
example, A < B); "then-clause" is the
program section to be executed if the
condition is true; and "else-clause"
is the program section to be executed
if the condition is false. The then-
clause and the else-clause are each
either a single statement cr a group
of stateiaents precedea bv DO; and
closed by END;.

This construct has the following
effect: Fiist, the index variable is
given the starting value in an
initialization step.

Next, a test is made
whether the index variable
value beyond (greater than
increment is positive, less
the increment is negative) the ending
value. If so, the loop is
terminated, and execution continues
with the statement rollowmg the END
statement of the loop. If not, the
interior statements of the loop are
executed until the END statement of
the loop is reached, either in
sequence or as the result of a GO TO
statement. Then, the increment is
added to the value or the index
variable, and the sequence described
by this paragraph is repeated until
the test is satisfied.

If the "BY increment" part ot the
DO statement is omitted, the
increment is assumed to be 1.
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A STOCHASTIC METHOD FOR DETERMINING THE

BACKGROUND-TO-LIVER RATIO IN LIVER SCANNING*

B. E. Oppenheim and K. Rezai-Zadeh
Department of Radiology, Indiana University School of Medicine

Indianapolis, Indiana, USA

and Department of Radiology, The University of Chicago
Chicago, Illinois, USA

ABSTRACT

A stochastic method has been developed for determining
the ratio of total detected background events to total
detected events originating in the liver in scans performed
with the scintillation camera. This method has been validated

through phantom studies and applied in 45 patient studies.
It has led to an understanding of the role of background
activity in the centroid-fixation method of motion correction.

INTRODUCTION

In imaging the liver with the scintillation camera and a colloidal radio
pharmaceutical, what fraction of the detected events originate within the liver,
and what fraction from structures outside the liver? This interesting question
has arisen in conjunction with motion correction studies. In the centroid-
fixation method of motion correction proposed in digital form by Oppenheim^ and
implemented in analog form by Hoffer et al.2, motion is corrected by continually
identifying the centroid of detected events and shifting these events so that the

position of the centroid appears fixed.** The method assumes that all of the
radioactivity under observation is moving in unison. If a significant portion is
located in stationary structures, however, the position of the centroid does not
accurately indicate the position of the liver, and when the detected events are
shifted to fix the centroid there will still be some residual liver motion.

We define the background-to-liver ratio r as the ratio of detected events
originating in stationary structures to detected events originating in the liver
and structures that move with it (mainly the spleen). Now if we knew the value
of r we could completely correct for liver motion by increasing the amount of
shift required to fix the centroid by a factor 1+r. The value of r can be
estimated from a digitized image of the liver and spleen, using a region-of-
interest method, in which regions corresponding to the liver and background

*This work was supported in part by the Center for Radiologic Image Research
(USPHS Grant GM-18940), Dept. of Radiology, Univ. of Chicago.
**The method originally used the median as the central measure, but the centroid
has been found to be preferrable.
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activity are identified in the image and the events in these regions are
quantitated. This method is time-consuming, however, and assumes that we can
accurately estimate the number of background events originating within the liver
region, which may not be possible. Therefore we have developed a stochastic
method for determining r, based on statistical parameters obtained from images of
the moving liver. This method can be automated, and is potentially more accurate
than the region-of-interest method.

METHODS

The stochastic method assumes that only two types of radioactivity are
present within the image: liver activity, which undergoes uniform translational
motion in the longitudinal or y-direction but is otherwise fixed in its spatial
distribution, and background activity, which is stationary. Let us say that
during some short time interval in which liver motion is negligible, n total
events are detected, consisting of nL liver events and nB background events. The
y-coordinates of the liver and background events are denoted by YL± (l^ifni,) and

yB. (l<j<nB) respectively. We define yj,, syL > YB* syB »Y> and sy as the means
and variances of the y-coordinates of the liver events, the background events, and
the total events (the yL. and yB taken together). Note that all of these terms,
including the n's, are random variables, but only y^., 7l5 y and sy are dependent
upon the position of the liver. We wish to determine r, which is the expected
value of ng/nL- Now

y = (nLy~L + nsyB) /n ,

and 2 _
«L _ nB _
£ (yL, - y)2 + £ (7b, - y):
i=l X j=l J

/(n - 1)

It follows that

also

Then

nL 2 ,nB " 1
s,,T H s.

2 + nL ,- -.2 . nB
n - 1 "YL n - 1 YB r=r <*• - ^ +r^ "*>

_ _ nB _?l "v=^Cy -yB) >

9 nL " 1 2 . nB " 1 2 . nB, n N,_ _ .
r1 =ir^i syL +irn: syB +ni(^n:) (y - ^

All terms in the last equation are random variables, but only y and Sy^
are dependent on the position of the liver. We may therefore rewrite this
equation in the form:

sy2 =̂ J2 +k2y +k3 (1)

where k2 and k3 are random variables which are not dependent on liver position.
(We assume that n is sufficiently large that n/n-1 can be equated to 1.) Thus
Sy^ is a quadratic function of y, and the coefficient of the second degree term
is nB/nL.

We implement the stochastic method by forming a series of brief images, or
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frames, of the moving liver and computing y and Sy2 for each frame. From Eq. 1
it follows that the points (y", sy^) are distributed about a parabola, the curvature
of which is r, the expected value of ng/nL- We estimate r by fitting a second-
degree equation to the set of points, using a least-squares algorithm^, and
determing the coefficient of the second-degree term. We denote its value as rcomp,
the computed value of r, as distinguished from rtrue, the true value of r. The
algorithm also estimates the standard error of rcomp.

For patient studies the region-of-interest method was also used to evaluate
the background-to-liver ratio: The total events were determined within a region-
of-interest that included the liver and spleen. The number of these events that
were due to background activity was estimated, based on the events per unit area
within some representative surrounding region. This estimate was subtracted from
the total events in the former region to give the liver events. This value was
subtracted from the total events in the image to give the background events.
The ratio of background events to liver events found in this manner was denoted
as rR0I.

COMPUTER SIMULATION STUDIES

The stochastic method was tested by simulating a series of frames representing
brief images of the moving liver. A typical liver count distribution and a
typical background count distribution were simulated separately on 128 x 128
grids. Since only y-coordinates are needed to apply the method, longitudinal
profiles of these distributions were formed by summing rows. A value for rtrue,
the true background-to-liver ratio, was chosen, and the profiles were appropriately
scaled to correspond to this value. The liver profile was shifted longitudinally
to 29 different positions, and at each position it was superimposed on the
background profile to form a profile of the total count distribution for that
position. Three of these profiles are shown in Fig. 1. Each profile simulates
the one-dimensional projection of a frame.

A set of 29 profiles was formed for rtrue = 0.30, another for rtrue = 1.00. The
corresponding sets of points Cy, Sy^) were computed from the profiles and plotted,
along with the second-degree equation fitted to these points (Fig. 2). A perfect
fit was obtained; furthermore, rcomp, the coefficient of the second-degree term,
agreed precisely with rtrue. Next, the random nature of the counting process was
simulated by replacing the counts in the profiles by Poisson random variables with
expected values appropriately selected to simulate 5,000 counts/frame (Fig. 3). The
points Cy, sy2) were now scattered about the fitted curve, and rcomp was a somewhat
less accurate measure of rtrue.

To determine the accuracy and reliability of rcomp as a measure of rtrue we set
the value of rtrue at 0.30, the counts/frame at 5,000, and the range of liver motion
at 20 rows, and then varied these parameters, one at a time (Figs. 4-6). For each
set of values of the parameters 10 trials were run, each consisting of 300 profiles
from which 300 points Cy, sy2) were computed. The curve-fitting algorithm-^ yielded
a value of rcomp and its standard error for each trial. The average of the ten val
ues of rcomp and the average of the standard errors were used to give the "unweight
ed" mean and one standard deviation range of rCOmp• As shown in Figs. 4-6 the range
of error in the value of rcomp becomes greater as rtrue increases or the counts per
frame or range of motion decrease; moreover, rcomp becomes a slightly biased esti
mator of rtrue, as its "unweighted" mean values fall below the corresponding values
of rtrue. This bias was found to be due to the random error in the value of the
independent variable y. In regression analysis it is generally assumed that the
independent variable is measured without error; however, if error is present the
estimate of parameters is biased^. We developed a modified curve-fitting algorithm
which weighted the points (y", Sy2) to offset this effect. The resulting "weighted"
values of rcomp appeared to be unbiased estimators of rtrue (Figs. 4-6).
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Fig. 1. Longitudinal profiles of total count distribution for three sim
ulated 128 x 128 frames of the moving liver. The liver component moves with
respiration; the background component is fixed, a. expiration, b. mid-inspir
ation, c. full inspiration.

-418-



I

M

IX)

440

420

400

380

rtrue =0.300

Sy2 =0.300 yz-33.6y +1335

J 1—I—I—I I I I I I l I J—I—I I I I l
52 54 56 58 60 52 64 66 68 70

y

Fig. 2. Plot of points (y, sy2) for frames
representing 29 positions of the liver and in
finite counts per frame. A parabola was fit to
the points by a least squares technique. The
coefficient of the second-degree term (rcomp)
agrees precisely with rtrue.

560

440
rtrue = 0.300

Sy2>0.292y2-32.9y-M324
420

400 —^:.. .^-^
380

•

—I—I—I—I—I—I—I I I I I I I I I I I I I

52 54 56 58 60 62 64 66 68 70

y

Fig. 3. Same as Fig. 2, except noise was
simulated corresponding to 5,000 expected counts
per frame. The coefficient of the second-degree
term (rcomp) agrees less well with rtrue.



'comp

1.40 - /

1.20

_ / <
-

1.00

- / <
-

0.80 /

0.60 /3l

0.40

/ j unweighted

/ \_ weighted

0.20 /

nnni
/ \ i i i i i i i i i i i i J

0.00 0.20 0.40 0.60 0.80 1.00 1.20 1.40

rtrue
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Fig. 7. rcomp vs. rtrue f°r the moving liver phantom alone (rtrue = 0) and
with different combinations of background sources.

PHANTOM STUDIES

The stochastic method was tested by moving a liver phantom containing 2 mCi
of "9mTc-pertechnetate beneath a Searle LFOV scintillation camera, and inter
posing various stationary sources between the phantom and the camera. The
stationary sources consisted of a sheet source containing 0.4 mCi of pertechnetate,
and six test tubes, each containing 0.2 mCi. Initially the true count rates
from the phantom and each source were determined separately. Camera dead time
effects, radionuclide decay and attenuation of one source by another were taken
into account.

Five studies were carried out, consisting of the phantom alone, the phantom
with the sheet source, and the phantom, sheet source and two, four and six test
tubes above it. From the true count rates the values of rtrue were found to be 0,
0.31, 0.62, 0.93 and 1.25 for these five studies. In each study the phantom was
slowly moved back and forth over a distance of exactly 5 cm*, and a series of 100
one-second images was obtained. The stochastic method was applied to these images,
using the "unweighted" curve-fitting algorithm. The resulting values for rcomp and
its standard error are shown in Fig. 7. The agreement between r and rtrue wascomp
excellent (although had the "weighted" algorithm been used the value of rcomp
have been 0.06 higher for rtrue = 0.93, and 0.10 higher for rtrue = 1-25).

*This corresponds to 20 rows of a 128 x 128 array.
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Fig. 9. rcomp vs. troi for 44 patient studies. The value for the 45th
study fell below the graph.

CLINICAL STUDIES

The stochastic method was applied in 45 studies of patients referred for
liver scans at the University of Chicago. Following injection of 8 mCi of
99mxc-suifur colloid a supine anterior view of the liver was obtained with a
Searle LFOV scintillation camera. The patient was encouraged to breathe slowly
and deeply, and 300-350 frames were collected at 0.3 seconds per frame. A
count rate of the order of 3,000-6,000 per frame was usually obtained. The
stochastic method was applied to the data to yield a value for rcomp with its
standard error. The "region-of-interest" method was also used to estimate the
background-to-liver ratio. This estimate is denoted by trqi,

When rcomp was plotted as a function of troi (Fig. 9) a rather poor cor
relation was observed. One value of rcomp fell too far below the graph to be
plotted. The wide error bars associated with a number of values of rcomp were
due in every instance to limited liver motion resulting from shallow respiration
(see Fig. 6). This did not account, however, for the large discrepancy between
rcomp and trqi in many instances, nor for the fact that some values of rcomp
were less than 0, a physically impossible situation. We therefore reviewed our
case material to try to identify the sources of error, concentrating particularly
on the studies labelled a, b and c in Fig. 9.
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DISCUSSION

We have shown that the stochastic method for determining background-to-liver
ratio gives reasonably accurate results in phantom studies. The results in
clinical studies were less accurate, but we feel that greater care in centering
the liver and spleen in the field of view of the camera and the utilization of a
larger field of view would have circumvented the problem of moving radioactivity
at the edge of the field of view, and this would have improved our results. We
erred in presenting to our computer interface a field of view of only 32 cm,
which is somewhat smaller than the maximum obtainable with the Searle LFOV camera.

The inspiration for this investigation was the desire to find an accurate
and automatable method to compensate for background activity when applying motion
correction in liver scanning. Fig. 7 demonstrates that such compensation is
superfluous, since the improvement in image quality only becomes noticeable for
values of r approaching 1.00. But of the 45 patients studied, only the two having
brain scans prior to the liver scans had values of r (as measured by rRoi) greater
than 0.50, and these values were spuriously elevated.

This method might possibly be applied in the evaluation of hepatocellular
disease, which leads to a shift of the radioactive colloid particles into the
bone marrow. This shift is not very large,* however, and it is doubtful that
this method would be as sensitive as other available methods.

We feel that the significance of this method lies in the fact that it
illustrates the application of a statistical approach to an imaging problem.
This approach has permitted the quantitation of the moving and stationary
portions of an imaged radioactivity distribution, even though these portions are

superimposed in the image and their separate configurations are unknown.
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MODULARITY AND COMMAND LANGUAGES IN MEDICAL COMPUTING
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ABSTRACT

In order to improve the user's interface with medical
computer systems, the use of a command language is proposed.
The definition of a suitable new command language, CL1, is
given in detail. This language, which is not intended for
processing images directly, but for controlling suitable
processing program modules, has powerful features for handling
conditionals, of great importance in such systems. The
implications of the use of such a language on the architecture
of such systems, and the constraints in implementing program
modules within such a structure, are discussed.

To give an idea of how such a language could improve
performance, results obtained with a subset in extensive
use (here called CLO) are presented. Gains of up to a
factor of 20 in throughput have been observed

INTRODUCTION

Medical computing, and medical image processing in particular, provides a
particularly difficult environment in that procedures are not well defined
and techniques highly likely to evolve. It has also become apparent that
many of the established 'systems' used in this field are both highly limited
and limiting. It is necessary to plan systems to adapt to this rapidly
changing environment [1]. The aim of this paper is :-

a) to attempt to analyse the problems posed by the clinical usage of
such systems,

b) to suggest an architecture which should improve the situation by
being sufficiently flexible,

c) to make detailed proposals for a generalised implementation, and

d) to discuss results using one actual implementation.
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This is a difficult topic to present, the 'problems' of using a system
often only becoming apparent when some better user interface has been
implemented. The first section on 'the problem' is included for completeness
and should be skipped by the informed reader. The third section on the command
language is the 'meat' of this paper, but is preceded by a brief discussion of
architecture (Section 2) and followed by a discussion of the implications of
the use of a command language on the form of the individual program modules
(Section 4). Finally Section 5 presents results from a system using a subset
of this language to indicate the benefits that should result, but it should
be stressed that this implementation is very much a restricted form of the
general command language proposed and should not be used as a model.

THE PROBLEM

To be clinically useful, a system should possess (at least) the following
properties. It should be :-

a) simple to use

b) extremely flexible

c) error proof (resistant)

d) fast

and, of course,

e) it should perform useful tasks.

These requirements are often contradictory. If a system is flexible, this
implies that the user has a great deal of control over individual operations.
This generally means that the system is no longer simple to use. Probably
the most fundamental problem is how to add power to a system, to increase
flexibility and yet maintain a simple command structure.

It has been suggested that for use in a routine environment, a push button
(invariant) type of system is best adapted, and that it is only in the research
environment, where a physicist or computer scientist is available that
'programability' can be permitted. It appears to us that this distinction
between such systems is false. The use of the system may be different, but
the facilities that the system must offer are similar. The research application
will benefit if the system is easy and fast to use, and the routine application
can benefit if the predefined sequence of operations can conveniently be
modified or extended.

In both cases, the way in which the system tends to be used is by
executing 'protocols'. The protocol is a basic clinical entity, being that
sequence of operations comprising one investigation or treatment. At first
the sequence of operations required may be fairly straightforward, but
inevitably, with time, it becomes longer and more complicated. A long
sequence of manual operations becomes liable to error, particularly in the
routine environment where tne staff performing tne study have less time per
patient and are often less well trained than in the research environment.
In most systems, far too much manual interaction is required.

Related is the problem of guiding the user through the system. Long
descriptions accompanying each question tend to reduce the error rate but
decrease throughput of the system. In addition, the situation frequently
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using that terminal. Originally, it was felt that clinical users should never
be able to access the operating system directly. This was found to be a mistake.
Use of the system is greatly improved if the clinical user can directly access
the operating system command module in emergencies (when the system goes wrong)
and for the programmer to have access whenever wishing to investigate the
state of the system. This avoids duplicating a large number of facilities
between the command language and the operating system.

A command language (except in the above circumstances) is a command string
interpreter which will normally isolate users from the operating system but
which will transmit requests from them in a standardised form to the specific
operating system that is being used. Users therefore interact almost
exclusively with the command language interpreter which acts as a shield
between them and the rest of the system.

Utilities

Three types of program modules, other than the command language inter
preter, comprise the 'system'. These are :-

1) the operating system

2) application program modules

3) utilities to connect program modules, command language and
operating system.

In a well designed system, it should not be necessary to modify the
operating system. The command language interpreter and the program module
are both best written in a high level language. The key to good performance
is the design of the utilities in which all system dependence should be
incorporated. They should have standard interfaces to the application modules
and command language. Section 4 of this paper is concerned with the design
of these interfaces.

Program Modules

If the program modules are to be portable, they must perform precise, well
defined functions with all machine/system specific operations performed by
'utilities'. If standard data paths are used connecting modules to utilities
and if the module is sufficiently general in the operation it performs, a
powerful system will ensue. A library of useful modules can be created such
that, by using various combinations, more or less any desired operation can
be performed.

Giant all purpose modules should be avoided for many reasons. They are
large, often slow, tend to have bugs and become 'idiosyncratic'. The system
should be built of a number of small, very distinct application modules,
connected together (in any reasonable manner) by the 'command language'.

However one factor which modifies this approach is the speed with which
modules can be loaded. Three variations can be distinguished. When loading
is slow, usually as a result of poor computer architecture (such that the
loader is required to relocate addresses), larger modules performing several
functions having a longer core residency seem inevitable to reduce the loss
of time during loading. Better than the use of such large modules is the
structure that tends to result when overlays are used. Effectively the
linking between modules (or overlays) is created in the applications root
program. Provided module loading time is small, this seems to be less
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satisfactory than the proposed third solution in which these linkages are
provided in the command language 'program', provided that module inter
communication is adequately supported as discussed below.

A fundamental implication of this third type of architecture is that
control of the flow of modules must be provided in the command language.
There is a temptation to construct command languages or protocol generators
as macros where single commands are replaced by long text strings with
parameter substitution. However, very rapidly, conditional branches, loops
etc. are required. It is strongly recommended that the command language be
constructed as a true language rather than grafting such facilities onto a
form of macro command facility.

It must be emphasised that modularity, the separation of functions with
well defined interfaces, reduces errors, interactions and improves performance.
Thus the command language should be independent of the program modules, which
should likewise be capable of running without using the command language
facilities. The operator interacts directly with the command language which
is an interface between him, the operating system and the program modules.
The modules interface to the operating system (and the command language) by
means of utilities. Thus the utilities are in the province of the system
(machine level) programmer, and are machine specific, but with careful design
and good utilities, the command language interpreter can be written in a high
level language, perhaps even in FORTRAN.

Intertask Communication

Intertask communication has two aspects, those transactions needed for
control, and those transactions involving data. The former can be handled
by the command language, and will be discussed in Section 3. The latter
have architectural implications. Usually, the quantities of data involved
are substantial, and unless a good means of transmission between modules
can be provided, modules will need to be concatenated, and module size will
increase. At least three ways of transferring data can be implemented, and
probably more than one technique will be required. These are basically:
transfer by disk file, where data are written to backing store by the first
module which informs a second module of the name of the file from which the
data are to be recalled; transfer via core buffers, where data are placed
in some common area of core for use by the second module; and 'pipelines'.
A pipeline as developed in the "UNIX" operating system [3] is a channel
using a small core buffer where data are fed from one module to another using
a series of system provided flags to prevent data being used by the second
module before having been created by the first module. Note that whatever
the means used for 'bulk' transfer, modules do need to transmit small
quantities of data (such as file names), a facility which must be taken into
account by the command language.

In summary, the architecture of a desirable system as relevant to the
subject of this paper is that implied by use of a number of program modules
which are small, distinct, communicate via utilities and which are linked
together by means of some command language.

THE COMMAND LANGUAGE

While the need for a command language is clear, what is less obvious is
the scope of the language, and indeed, whether an existing general purpose
language may suffice. It is suggested that a general purpose 'process control'
type of command language is required, adapted for non-computer scientist
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users but with very rudimentary arithmetic capabilities. It must be stressed
that the proposed command language does NOT do any of the processing of data,
but merely controls the flow of operations in the system. While FORTRAN is a
reasonable choice for the application modules, (but see Section 4), it is
totally inappropriate as a command language. Several other existing languages
could be considered: PL!, CORAL, and in particular APL, but none of these
seem to meet the requirement sufficiently. Thus while it is regrettable to
devise yet another language for a specific application, little alternative
seems to exist, unless other types of process control applications, being
presumably faced with similar problems provide a suitable structure which
could be implemented in the medical imaging area.

Basic Requirements

An ideal command language must not only have an acceptable syntax, but
also be completely independent of the applications programs themselves. The
aim here is to provide a command language which can be implemented above an
existing set of modules with minimal modification to them and to the operating
system. Perhaps a better feel for 'what a command language is' can be
provided using a practical example. While a statement in a processing
language might be of the form ARRAY(I,J)=MATRIX(I,J)/FACTOR, a typical state
ment in a command language could be RUN PROCESS,FILENAME=FRED. Users of big
systems are familiar with such statements where they are generally termed
part of the JOB CONTROL LANGUAGE. The command language is indeed closely
related to job control, but in an interactive environment, designed for the
non-specialist user.

The basic requirements in a command language are that:-

a) The syntax should be simple (and well documented) such that it
is hard to make errors.

b) There should be continuity between crude and more sophisticated
modes of use.

c) Error processing should be accessible and convenient (for
example messages rather than codes should be issued).

d) The interface between the command language and the applications
modules should be precisely defined and simple to use.

e) It should be easy to modify programs.

It is believed that a (ALGOL like) block structured language is more
likely to satisfy these requirements. Jumps and GO TOs should be avoided,
being inconsistent with a 'top down' design and more likely to generate side
effects during modification [4]. A modular approach also greatly increases
the ease with which simple functions can be expanded into more complex
ones.

The main purpose of this paper is to propose and describe such a command
language, based on previous experience. This imaginary language, following
precedent, has been named Command Language number one, CLl, (or alternatively,
Command Language for ON-line Execution, CLONE). A full version is currently
in the process of being implemented at U.C.H. called, naturally, CLUCH. The
existing subset has been renamed CLO.
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Types of Transactions

Four types of transaction between the command system, the operating system
and the applications program occur :-

a) unsolicited demand by the user, i.e. RUN a program

b) solicited requests of the user, i.e. question and reply

c) messages from the system requiring no action

d) unsolicited requests from the system (usually in the event of an
error) .

This last one only occurs when the program follows some unexpected course.
It is important to take this possibility into account as the user may not be
fully familiar with the program and thus be unable to predict its action.

The command language is designed to support all these facilities. The
first (a) is implicit in the system 'RUN' being a command language instruction,
(b) is achieved through 'ASK' which gets a value from the user and 'REPLY' which
returns it to the program (as discussed below), (c) requires no direct command
language action, although 'PRINT' may be used to generate local messages, and
(d) may be processed either with an 'ON' which specifies the action to be
taken on a particular occurence, or inherently by the system as any unexpected
input request is referred to the user directly. Thus the command language can
be placed completely between the user and the rest of the system, without
restricting usage. In addition a small set of instructions is sufficient for
performing basic operations. The new user does not have to learn an extensive
repertoire of commands.

Blocks and_Statements

The basic unit of a structured program is the block. Blocks here would
be enclosed in begin, end symbols which may be BEGIN,END or more conveniently
round brackets ( ). A block may be given a unique name by using a NAME:
directive (see 3.9). Blocks may be nested up to any depth. A program must
be at least one block deep, level zero being the console command level.

The following kinds of statements should be provided:-

1. assignment

2. conditional clause

3. repeat clause

4. on clause

5. transaction clause

6. command clause.

While the command language string itself should be pure, an associated
impure 'work area' must exist in which values for use by program modules
and transmitted from program modules can be stored. These should be stored
by variable name defined in the command language. There is no direct
connection between the name used by the command language, and the internal
name used by the processing module with the important proviso that the
command language name and the name specified by the module (when requesting
input via the command language processor) must correspond as detailed in
Section 4.1.
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The Assignment Statement

An assignment statement is typically of the form:-

VALUE=10Q .

This means that associated with the variable name VALUE is the string
'100' It was decided to store all data in string form (rather than as
binary values) since all replies back to program modules can then be made in
string (text) form, ignoring type conversions which can be performed by the
program module itself.

A second very important form of the assignment statement, and probably
the area in which the most problems in implementation exist, has the form:-

VALUE=VALUE+1 .

Here the string associated with the variable name value and the string '1'
must both be converted into some binary value, operated upon (i.e. added)
and then converted back into a string which is then reassociated with the _
variable name VALUE. The two areas of difficulty here are firstly the choice
of an appropriate 'intermediate' form, here presumably integer, and the
distinction between strings and variable names themselves. The following
convention seems reasonable. Variable names never start with a number.
In case of ambiguity, strings are surrounded by quotes. Thus :-

FILE='NAME\

means that the text string NAME is to be associated with the variable called
FILE The command language has never been thought of as a processing language,
and the overheads imposed by the above constraints should not be serious It
should however provide normal arithmetic operations (+-*/) with conventional
algebraic operator binding and any depth of parenthesis permitted
Arithmetic operations on non-numeric 'items' are excluded, and replaced by
concatenation of the text strings. For example:-

FILE='FRED'+'LIVER',

generates atext string FREDLIVER associated with FILE. More complex string
handling would be performed by calling appropriate (external) program
modules, and are therefore not defined immediately in the command language
itself.

Condi tjonal__Clauses

It is very important to realise that conditional clauses are a vital
part of acommand language which otherwise would be of little value. The
basic form of the conditional clause proposed is :-

IF logical expression THEN statement ELSE statement

for example:-

IF VALUE=0 THEN FILE='FRED' ELSE FILE='JANE' .

This has the meaning that if VALUE is equal to zero then the string
FRED is associated with the variable FILE, and if not, the string JANE is
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used. The boolean operators =,/=,<,>,<=,>= (or alternatively EQ NE LT GT LE
GE), &, OR and NOT should be supported

To simplify the construction 'IF NOT logical expression THEN' an equiva
lent form :-

UNLESS logical expression THEN statement ELSE statement,

is proposed, for example:

UNLESS VALUE=0 THEN FILE='JANE' ELSE FILE='FRED',

is identical in operation to the statement given previously.

A well known problem with IF THEN ELSE is the ambiguity which arises if
the ELSE is made optional (which is most desirable, to avoid the need for a
null alternative statement). This can be overcome to an extent by the choice
of a convention to determine the interpretation of nested IF statements.

Consider:

IF a THEN IF b THEN c ELSE d.

Two parsings are possible with statement d conditional on the negation of
either a or b. The more common convention is to bind ELSE to the nearest
'un-elsed' IF, so making d dependent on b. However, the alternative of binding
to the farthest IF (making d dependent on a) may appear more reasonable to the
user unfamiliar with conventional programming languages.

The Repeat Clause

The repeat clause is another vital element of the command language. Its
simplest form is :-

REPEAT statement,

whereby the statement is repeated indefinitely. This would be of little use
however, unless extended by the use of conditionals. One important syntactical
feature is that any statement can be replaced by a block. Thus the repeat
clause can be re-expressed as :-

REPEAT (statement,statement ).

Here the block defined by the begin and end symbols ( ) is to be repeated
indefinitely. In the proposed language, four ways of controlling the repeat
clause are suggested being the use of :-

1. WHILE

2. UNTIL

3. BREAK

4. LOOP .

The use of WHILE is in the form:-

WHILE logical expression REPEAT statement,
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For example:

WHILE VALUE < 10 REPEAT (statement,statement, VALUE=VALUE+1) ,

which means that the associated statements are repeated if and only if the
number associated with VALUE is less than 10. The logical expression should
be evaluated before execution of the associated block. Thus if VALUE=10 the
block is not executed, while if it is equal to 0 at the start, the block will
be executed ten times.

UNTIL is very similar having the form:-

UNTIL logical expression REPEAT statement.

For example:-

UNTIL VALUE >=10 REPEAT (statement,statement, VALUE=VALUE+1),

which is identical to the WHILE statement given above.

Probably the most powerful manner of controlling a repeat clause is by use
of the BREAK command, which is of the form:-

BREAK optional block name.

This means 'exit' from the block as named (that is execute the statement
that immediately follows the named block) or, if unspecified, from the block
in which the statement occurs. Thus the expression given above could also
be written as :-

REPEAT IF VALUE>=10 THEN BREAK ELSE

(statement,statement,VALUE=VALUE+1),

or alternatively

REPEAT(NAME:XXXX,IF VALUE >=10 THEN BREAK XXXX ELSE

(statement,statement,VALUE=VALUE+1))

where the command NAME: defines the name of the block as being XXXX. This
facility enables BREAK to be used within nested blocks without ambiguity.
Notice that if used in the lowest level block of a command language program,
or when the name specified is that of the command language program itself,
then BREAK is equivalent to RETURN as familiar in many programming languages.

Finally, the command LOOP is of the form:-

LOOP optional block name.

This has the affect of forcing the program to the end of the named block,
which, if the block is under the control of a REPEAT with a WHILE or UNTIL
will cause re-evaluation of the logical expression. Thus the expression given
above can also be written as:-

WHILE VALUE <10 REPEAT(statement,statement,VALUE=VALUE+1,LOOP),
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where the LOOP is essentially dummy, or else:-

REPEAT(IF VALUE<10 THEN (statement,statement,VALUE=VALUE+1,LOOP)
ELSE BREAK).

Normally the LOOP command will depend on some condition and amore useful
example is of the form:-

REPEAT(NAME:XXXX IF VALUE<10 THEN(statement,statement,VALUE=VALUE+1,
IF NUMBERO THEN LOOP XXXX ELSE statement,statement)).

Note that:

REPEAT(statement,statement,VALUE=VALUE+l,IF VALUE>=10 THEN BREAK) ,

is not identical to the other forms given above since, if on entry VALUE is
greater or equal to 10, the statements are still executed which was not true
for the other expressions.

J_he_0n Clause

The ON clause proposed may be familiar from PL1. It provides for the
processing of a 'software interrupt'. Thus the occurrence of a particular
event can be detected and any necessary action taken asychronously with the
main program. This facility is particularly useful in error processing, as
asingle statement can have the effect of a test for error after each
operation.

The general form of the statement is:-

0N logical expression THEN statement.

For example:-

ON ERR0R=3 THEN STOP,

where STOP is a command to halt execution of a command language program
This ON clause is interpreted as meaning that if at any time thevalue of the
variable ERROR becomes equal to 3, the program will cease execution.

The 'statement' may of course be replaced by a block and more complex
operations performed which will frequently be necessary. In particular, two
facilities are needed, to permit return to the interrupted portion of the
command language program, and to permit areturn to some other (usually
earlier) point in the command language program. It is assumed that if the
statement following the THEN is completed, control is returned at the
interrupted part of the command language program. The second facility could
be provided by aJUMP statement, but this seems to be unnecessarily general ,
makes the operation of the command language processor rather more complicated,
and introduces considerable scope for making errors. Instead it is suggested
that the command RESTART of the form:-

RESTART optional block name

be used, where obeying this command causes execution of the first statement
in the named block (or if no name is specified, the block in which the command
is issued, excluding any ON blocks).
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Thus an example of an ON using this facility could be:-

ON ERR0R=3 THEN (statement,statement, IF ATTEMPT >3

THEN STOP ELSE RESTART).

The ON statement is of most use in error handling, a complex subject which
will be considered in a little more detail later.

Transaction Clauses

Transaction clauses affect the transfer of text string between the user,
the command language processor, and the program modules. They should include
the following types of statement:-

1. ASK

2. REQUEST

3. REPLY

4. PRINT

5. GET .

The ASK statement followed by an optional prompt string has the following
effect. When a program module wishes to input a value (ask a question), if the
next statement to be executed in the command language program is an ASK, then
the user will be directly asked the question, and the command language processor
will pass to the next statement following the ASK command (see also Section 3.10),
The prompt string if given overrides the prompt in the program module.

It is suggested that ASK could also be used in another rather different
manner by being included in an assignment statement in the form:-

Variable=ASK optional prompt string.

For example:-

FILE=ASK,

or:'

FILE=ASK 'WHAT IS THE FILE NAME'

Thus if an input request for the named variable occurs, then the input request
will be passed to the user with the prompt supplied by the program module in
the former case, and the prompt supplied by the command language in the latter.
The prompt string could be a variable name (in which the prompt has been placed)
and therefore in this example, the string quotes are required.

The command REQUEST replaces ASK in the above case when the request to
the user is to be made immediately, as opposed to when and if the variable is
requested by the program module, for example using:-

AGAIN=REQUEST 'DO YOU WANT TO CONTINUE' ,

the question would be asked immediately, and the reply placed in the variable
AGAIN. This might well be followed by the conditional statement:

IF AGAIN='N0' THEN BREAK ELSE LOOP.
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Thus a means is provided for the command language processor to ask questions
of the user itself, and to take action dependent on the reply.

The command REPLY has the form:

REPLY string or variable name,

for example:-

REPLY 100 (or '100'),

or alternatively:-

VALUE=100

REPLY VALUE.

This command has the following effect. If the next statement to be
executed in the command language is a REPLY, the next input request made
by the program module will have the associated string returned as its
value, and the command language processor will commence execution with the
statement following the REPLY.

Thus suppose that a program makes two input requests, the first for FILE
being a file name, and the second for FRAME being a frame number. Predefined
values could be supplied by either:-

FILE='FRED'

FRAME=2 ,

where the order is not important, or:-

REPLY 'FRED'

REPLY 2 (or '2') ,

where the order is important, but the variable names themselves are not
required.

There is an associated distinction between these two forms of specifying
values related to synchronisation which will be considered in Section 3.11.

The order of looking up for a value is very important. There is some
scope for modifying the action dynamically firstly when the command system is
not active but also to control the return of default values specified by
the module when there is no user defined reply. The order should be:-

If the command language system is not active, steps 1, 2 and 3 are skipped.

1. Check the list of variables in the impure area. If the name is
defined, use the associated value. Note that the value may be ASK
in which case a direct request to the user is generated.

2. If a default value has been provided by the module for the request,
this value is returned. A SET option (Section 3.9) could be
provided to modify the conditions for the return of default values.
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3. If the next statement in the command language program is an ASK or
REPLY, perform the appropriate transaction.

4. When all else fails, pass the request to the user.

The command PRINT has the form:-

PRINT text string .

For example:-

PRINT 'NOW TURN THE PATIENT OVER',

which has the effect of printing the associated message on the users console.

The command GET has the form:-

GET variable name.

For example:-

GET COUNTS,

which has the effect of saving for future use the value associated with the
variable name AS SUPPLIED BY THE PROGRAM MODULE. This implies that at some
point in the execution of the program module, a call is made to the command
language processor (as specified in Section 4.4) of the form:-

CALL REC0RD('NAME',value) .

The value is thus associated with the variable name, and may optionally
be saved by the command language program by using the GET command. This
provides a means for the program modules to communicate data to the command
language program. All module calls of the form RECORD are placed in a pool
for use by the command language. On a GET specifying a variable name not so
far in the pool, the command language suspends until the value is specified
or until the program terminates, when the pool is emptied.

The Command Clause

The command clause is basically a statement instructing the command
language processor to take some action and includes:-

1. CALL

2. RUN

3. PAUSE

4. RESUME

5. STOP

6. BREAK

7. LOOP

8. RESTART

9. NAME:

10. SET

plus a whole series of statements which only have meaning at 'console' level
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(that is - not within a command language program) being:-

1. EDIT

2. LIST

3. CREATE
4. DELETE

5. STATUS

6. etc. etc.

The form of the CALL command is:-

CALL command language program name,

and has the effect of causing execution of the command language program as
named. The word CALL is optional. Thus:-

CALL PROCESS,

and

PROCESS,

are equivalent. The name of a command language program is the name of the
outmost block.

The form of the RUN command is:-

RUN program module name,

and has the effect of causing execution of the named program, and starting a
block in the command language program of the same name (unless explicitly
renamed with NAME:). As above, the word RUN is optional. Thus:-

RUN COLLECT,

and

COLLECT,

are equivalent, the order of looking up a command being:-

1. Is the next word a reserved word, that is, some word having
meaning within the command language such as RUN, IF etc.

2. Is this the name of a command language program

3. Is this the name of a program module.

Thus a typical use of a RUN command could be:-

C0LLECT(C0UNTS=1000,TIME=100).

PAUSE is a command suspending execution of the currently running command
language program. It may be issued either within the program, or as a
terminal command. The impure area is left untouched. The command language
program may be resumed with the command RESUME. In between the two commands,
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the system may be used for any other operation, which is particularly useful for
handling errors, and debugging.

The commands STOP BREAK LOOP RESTART have the meaning detailed previously.
However they may also be used as console commands after PAUSE with appropriate
meaning.

The NAME: command has the form:-

NAME: name,

and may be used for naming blocks and command language programs.

The SET command has the effect of specifying values for certain system
variables and has the form:-

SET options statement,

For example:-

SET HELP=1 ,

to control the level of prompting.

This is included to enable the command language to cope with some system
specific functions and has been left deliberately vague.

In addition to the above commands, there is clearly a set of commands which
have little or no meaning within a stored command language program but must be
available at console level. The operation of the system at console level is
slightly different from stored program level as is discussed below. The
commands referred to are primarily needed to manipulate command language
programs themselves and would include such functions as EDIT LIST CREATE
DELETE, all followed by an optional command language program name.

The command STATUS followed by an optional statement is the equivalent
operation to SET, permitting system specific functions to be output.

Console Level Commands

The operation of the system at console level is important and in
implementation not necessarily simple. Two rather opposed facilities are
required. Firstly, the commands and statements having meaning within a
command language program should also have meaning when typed at the console.
For example:-

C0LLECT(C0UNTS=1000,TIME=100),

should, as in the stored program example above, force the program COLLECT to
run, with predefined values for the two parameters. It is suggested that a
good implementation would be to store this 'command' as a normal stored
command language program (probably named CURRENT or equivalent) and then
execute it, such that the command language program so generated would be
available and could be stored permanently afterwards if required. The first
major difference suggested between console level programs, and stored programs
is that it is considered desirable to treat the 'carriage return' at the end
of the command line as terminating the block and forcing execution (unless the
user indicates by leaving a trailing comma that more instructions are to follow)
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Secondly, for convenience, several special command language statements
may be required, for example:-

DO 2 C0LLECT(C0UNTS=1000,TIME=100),

meaning DO, or repeat, the block that follows 2times. This form of a repeat
clause is not really required in the stored language since it can be provided
in many other more elegant forms, but it is a very compact and simple form
of a commonly required operation.

The second (rather contradictory) requirement is that the system should
be usable and function normally without the command language processor.
When a program requests input, the sequence of operations, as given in _
Section 3.8, should be obeyed. Note that this system functions correctly in
the absence of the command language processor, which could then be grafted
into a pre-existing system.

Additionally, it is desirable if the console level commands for the command
language processor resemble the normal commands for the operating system.
Thus the command:-

RUN PROGRAM,

will behave correctly in many operating systems, and be interpreted correctly
by the command language processor. It may be necessary to provide some
'aliases' for example R as equivalent to RUN etc. to improve the visual
aDDearance. Transparency of the command language processor can be improved
(at console level) by simply passing to the operating system unrecognisable
strings, such that all special system specific operations would still function
normally.

Synchronisajnon_oX_Cc™^ and_M_oduT_es_

The need to synchronise operations in the command language processor and
proqram modules is very important and can be achieved by obeying a few simple
rules Firstly, a RUN command is only executed when the module previously
requested has terminated. This can be achieved either by the module sending
a message to the command language processor stating that it is about to
terminate, or for the command language processor to look at the system at
T intervals to see if the program module is still running. The formersyltem is slightly preferable, sine! the modification of the module required

can serve other functions such as closing files etc. Secondly, the state
ments ASK REPLY GET all cause the command language processor to suspend.
En an input request is received, the next ASK or REPLY is executed (but see
Section 3.8) and as before the command language program continues to run
unti the next synchronising statement (ASK,REPLY,GET RUN). A GET command
is similarity synchronised by aRECORD request from the program module For
generality, it is considered that aspecial SYNCH command be added to the
language having the form:-

SYNCH optional name ,

with the following property. SYNCH is a synchronising statement and causes
the command language processor to suspend when encountered When no name i
specified, the next input request or RECORD request causes the statements
be skipped. When a name is specified, this implies that this statement is
skipped only when the program module makes an input request or a special
CALL SYNCH('NAME') request specifying that name.

is
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The operation of this system is best illustrated by example. Suppose
that a contour program requests a series of contour values. A portion of the
command language program for handling this could read:-

RUN CONTOUR, LEVEL=0,WHILE LEVEL<1000 REPEAT LEVEL=LEVEL+100 .

When the previous program had completed, the CONTOUR program would be
requested, and the repeat clause executed until LEVEL takes the value 1000.
Thus, the first input request from the program for LEVEL would receive the
reply 1000. This is clearly undesirable and may be corrected by writing:-

RUN CONTOUR, LEVEL=0,WHILE LEVEL<1000 REPEAT(LEVEL=LEVEL+100,REPLY LEVEL),

or alternatively:-

RUN CONTOUR,LEVEL=0,WHILE LEVEL<1000 REPEAT(LEVEL=LEVEL+100,SYNCH) ,

In both cases, the first value returned is 100, ten values in total being
generated in steps of 100.

Separators

In any real language, separators have to be carefully defined. Here the
following rules are suggested. Spaces and 'terminators' complete 'words'.
Terminators include: new line, comma, semi-colon, open and close parentheses.
New-line has a special meaning at console level. Logical expressions are
terminated by the reserved word THEN. Strings are surrounded by string quotes
(or are numeric), but strings are also terminated by new-line. Comments
follow a semi-colon and are terminated by a new-line, or a second semi-colon.
A special 'concatenate string symbol', double quotes, needs to be provided
to enable strings to extend beyond one line. Arithmetic operators are handled
conventionally. Statements are either terminated by a comma, semi-col on or
parenthesis, or, alternatively by a new-line, except when the statement is
syntactically incomplete and can be extended by use of the following line.
All examples given in this text follow these rules. The use of parentheses
in expressions is permitted and follows the same rules, blocks returning values
being created. A proposed syntactical definition is given in Appendix 1.

Implementation

While it is not anticipated that the complete language will be implemented
entirely as described here, some guide-lines are necessary. It is considered
highly desirable that the command language processor be an interpreter. This
means that the command language program is stored in a form directly repre
senting the original commands. It cannot be compiled into machine code as
such, since it consists primarily of data such as program names, etc. There
is little advantage in compilation in any case, since it is NOT a processing
language, but used for controlling modules, and there would be very little
gain in speed. Compilation would entail the existence of source and
'execution' type modules, which only complicates editing and housekeeping.
One of the main benefits of a command language is the ease of modification
and avoidance of any compilation phase, so that changes can be made at 'run
time1.

Storing the program directly as text seems undesirable, and considerable
compression without loss of the ability to reconstruct the original input
can be achieved. Avoiding jumps and making all internal variable references
by name removes any need for complex processing. In implementing the run-time
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system, it is necessary to take care to compact the impure area, and to perform
efficient garbage collection of no longer required variables. However, the
command language program can be read sequentially, instruction by instruction,
and only a very small buffer is required for the interpreter. No problems
have been experienced in implementing the CLO system in a multi-tasking
multi-user environment.

THE PROGRAM MODULES

Within the structure discussed previously, program modules should have
certain properties. They should:-

a) be small

b) have a well defined interface

c) be 'structured'

d) use utilities for user and system communication.

The structures so far outlined were designed to coordinate modules with
these characteristics. It is necessary however to define the communication
utilities. These are clearly system dependent and should contain all that
code which is device and system specific and thus renders modules non-
transportable.

Structured programming [4] has already been discussed and is clearly
desirable. After some hesitation it was considered that despite the draw
backs associated with FORTRAN (being unstructured and poorly adapted to
present machine architecture), it still remains the language of choice. It
is quite reasonable to treat FORTRAN as a machine independent intermediate
code to solve the portability problem. A super set of FORTRAN is then
required which can be pre-processed into FORTRAN. One example, for which a
FORTRAN pre-processor is available, is RATFOR [3]. RATFOR permits block
structures, conditionals, reasonable loopsand eliminates the unpleasant
FORTRAN line based syntax. As presented, it also avoids FORTRAN READ and
WRITE statements. The remaining description of the requirement for program
modules will be expressed in FORTRAN terms noting that it could be adapted
relatively easily for some other environment.

Ijn^ujtjn^ansacMons^

Input output transactions are principal areas of interaction between
proqram modules and the command language. Clearly the READ statement must
be eliminated, not only because of restrictive formats but also as few systems
will allow FORTRAN input to be intercepted by a command system. The proposed
form for input requests is:-

1) I=VALINT('variable name', 'prompt' )
to input an integer value I

2) R=VALREA('variable name', 'prompt' )
to input a real value R

3) L=VALSTR('variable name','prompt',array,max.length )
to input a string to an array where L receives the
length of the string placed in 'array'
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4) I=VALDIR('variable name','prompt'.directory )

An additional facility which has been found very useful is to
look-up a string in a directory and return an associated integer
value. This can be implemented using the above call.

Optional parameters (indicated above by ' ') are important. As
actually implemented, three optional parameters are provided for each call,
being a default value, a lower limit, an upper limit. The provision of these
facilities not only reduces module size and complexity but encourages the
programmer to include checks which might otherwise have been omitted.

The format of these requests depends heavily on the ability of the system
to handle a variable number of parameters in a call. It is desirable for a
novice user to be able to make a simple call using minimum parameters such
as I=VALINT. The more skilled user can take advantage of the more general
form. Unfortunately, many FORTRAN implementations provide no means of
extracting the number of actual parameters passed in a call and in some,
variable length lists actually cause errors.

Output Transactions

The justification for eliminating the FORTRAN WRITE statement is less
obvious. Devices used in medical systems are often inconvenient to use
from FORTRAN. For example, when writing text to a colour television, it is
difficult to specify in FORTRAN the position and colour in which the text is
to be displayed. It is felt that the use of sub-routines for performing
output is preferable. The following calls are suggested:-

1) CALL OUTINT (value, no of characters )
to output an integer

2) CALL OUTREA (value, no of characters, number of places after
decimal point...)
to output a real

3) CALL OUTSTR (array, no of characters)
to output text

4) CALL TAB (column)
to tabulate to a particular 'column'.

All the above put text into a buffer. An extra call is needed to output
the buffer, CALL NEWLIN. The 'number of characters' parameter should be
optional. If unspecified, the system should use suitable default values, type
conversion being performed automatically. Carriage control (line positioning)
etc. can be added as a further optional parameter in the NEWLIN call. Note that
this system is in fact much more flexible than FORTRAN WRITE statements in
that back-spacing, character substitution etc. are easily performed.

File Handling

An area of vital concern is that of file handling. Unfortunately file
handling is VERY system specific. However, by suitable use of subroutine
calls, and the use of a system specific data array (here called the file
descriptor in which all the pointers, buffers, device names, etc. are stored),
reasonable portability may be obtained. It is considered that all I/O should
be treated as coming from or going to a file structured device. In order to
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set up the file descriptor, a number of subroutines will be necessary such
as:-

CALL DEFFIL(file descriptor ),

to define the file, with a number of optional arguments, and

CALL FILNAM(file descriptor,'name') ,

to define the name of the file.

Secondly, it will be necessary to open the file with a call of the
form:-

CALL 0PEN(file descriptor).

Since more than one file at a time may be opened, it is desirable to add
a call to select a particular file as being the 'currently active' file by:-

CALL SELECT(file descriptor) .

A further call to close the file (although any reasonable system should
close all open files when the program terminates or aborts) is:-

CALL CLOSE(file descriptor) .

A more detailed discussion of file handling is beyond the scope of this
paper, but from the point of view of most medical imaging operations, the file
handling as required for matrices should be concealed within some utility,
for example:-

CALL MATRIX(array, length, file descriptor ),

to input and output arrays of numeric data.

Command Language Communic_atimi_

As described in Sections 3.8, 3.11 (GET,SYNCH), some communication between
module and command language is necessary. RECORD places a variable name and
value in a command language processor pool from which it can be extracted by
the GET statement, specifically:-

CALL RECINT('name' .value) to be used for an integer

CALL RECREACname',value) to be used for a real

CALL RECSTRCname'.value) to be used for a string .

Programmers should consider which variables may be useful to the command
language and provide appropriate RECORD calls for them. The SYNCH call is:-

CALL SYNCH('name') ,

which will cause the SYNCH statement with the given name to be skipped in the
command language program. When the command language processor is absent, these
calls have no effect.
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Two extra calls are both necessary and convenient being:-

CALL START (optional parameters)

CALL FINISH (optional parameters).

These routines should be called at the beginning and end of every
program module and can be used to perform a variety of system dependent
tasks such as attaching the correct input stream from the user to the
module etc.

Help

Using the command language processor, and the module calls as given here,
it is relatively easy (for the command language processor) to print out the
name of all variables in the program modules as reference is made, simplifying
the writing of command language programs. A second much more important feature
enabled is that of good general purpose 'help' facility. It is considered
that various levels of 'help' should be provided. The level under which the
system operates would be dependent on the experience of the user. Thus the
lowest level of 'help' might be that, when input is required, the variable
name is prompted. The next level of 'help' would use the full prompt as
included in the call for input. A third level of prompting could be provided
by using the command language processor to associate with an input request
a length of text stored in some associated file. This would be created by
the programmer (or user) running the program in some special mode such that
for each input request, the corresponding text could be typed and saved in a
file. It seems highly advantageous to perform this at run-time rather than
while programming since the much greater convenience that this offers suggests
that programmers might actually make use of this facility.

For example, suppose that a program made a call of the form:-

A=VALREA('PARM1','INPUT THE COEFFICIENT OF FATTINESS'),

with associated text:

THE PROGRAM NOW REQUIRES THE COEFFICIENT OF FATTINESS
THIS IS A REAL NUMBER EQUAL TO THE PATIENTS HEIGHT
DIVIDED BY THE PATIENTS SURFACE AREA AND CAN BE FOUND
DESCRIBED AND TABULATED IN DOCUMENTA GEIGY ON PAGE 143
NOW INPUT THE VALUE.

Thus help level 1 prints:-

PARM1?

Help level 2 prints:-

INPUT THE COEFFICIENT OF FATTINESS,

and level 3 prints the full associated text.

Further efficiency can be achieved by suppressing prompts in replies
when typed ahead, enabling or disabling the use of default values, and adding
suitable clarifying messages when errors are detected.

Error handling, a tricky subject, can be improved by the use of such
calls in a command language environment, since indications of acceptable
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the ability to jump to a particular point in the program, skipping all the
previous (tested) operations, only executing that part of the program in
which the error occurred. The errors observed were almost exclusively errors
in the predefined values and logical errors in the command language program
resulting in a different sequence of operations to that desired by the user.

A comparison was made between operations performed manually and using the
command language. The results were dramatic. The error rate was extremely
low when using the command language. The time of execution improved
enormously (depending on the nature of the task) from a factor of 3 at worst
to a factor of 20 at best. This is a highly significant improvement. It
should also be stressed that with a command language program, the system is
considerably easier to use. Contrary to anticipations, CLO command language
programs are more commonly used in centres dominated by routine than those
with a more research orientation, probably because command language programs
significantly increase throughput.

A further unanticipated benefit, presenting very interesting potential,
is that command language programs now represent clinical protocols in a
formalised manner. Transfer of protocols between centres is therefore feasible
even though this may require the translating or pre-processing of command
language programs. Recently, there has been more discussion about exchange
of CLO command language programs than of application modules.

A similar system to that existing on the Informatek system has been
implemented on a PDP11, and is in the process of being extended to execute
the full CLl command language as described here. Both systems can operate
independently of the command system and follow the basic structure shown in
Fig. 1.

USER

FIG. 1. The separation of the user, the operating
system and the program modules (tasks) by utilities.
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As an illustration of practical command language programs, Fig. 2 shows
an example of CLO,being one subroutine in a renogram processing command program,
as typed by a user on an Informatek system. LOAD is a synonym for RUN; *
indicates a comment, here used as a name; TELZ MASK ADDY and COPY are four
program modules. It makes calls to other command language subroutines called
57,44,50,58 and 42. Fig. 3 shows the same program as listed on the Informatek
system. QUESTION is synonymous with REPLY, the IF statement asks a question
(REQUEST) and takes one of three branches dependent on whether the reply made
was 'Y' 'N' or 'T'. Assignment has not been used in this example being a
recent upgrade in CLO. Fig. 4 shows the same program translated literally
into the command language CLl described here. The names of the subroutines
called have been prefixed by the letters MAC for clarity. Finally, Fig. 5
shows the same program using assignment, making use of implicit replies and
default values.

CREATE

*,MAC 12 SUB 10

IF,DO YOU WISH TO MASK THE BLADDER?

THEN,ELSE,ELSE

(,L0AD,TELZ(104,Y,,1,.4.)

LOAD,MASK(1,27,104,1)

L0AD,ADDY(1,27,99,,)

LOAD C0PY(99,1,105,),),CALL,57

IF,TO FIND KIDNEY ROI'S, TYPE "Y" FOR ISOCONTOURS; "N" FOR

BUG, METHOD

44,50,50,CALL,58

IF,DO YOU NEED TO TRY AGAIN TO DETERMINE THE KIDNEY ROI'S?

42,CONTINUE,CONTINUE,RETURN,STOP

FIG. 2. Input for command language subroutine in CLO.
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MACRO NO. 42

1— - *COMMENT=, MAC 12 SUB 1.0 ,
2—, ip=, r,o YOU WISH TO MASK THE BLADDER'-' ,

FOR Y OR +, CONTINUE THEN'

FOR N OR = , ELSE?

FOR T QR -, ELSE,,

3—- •:' OPEN PARA „

4 „ LOAD™ ? TELZwwh*******************^***.!***^**.^*^*.^*******^^^*^^

5~ --' QUESTION=. 104 , '
6 , QUESTIONS, Y .

7 , Q|JESTI0N=. ,

8- -—, QUESTIONS, 1 .

9- —, QUESTION=. .

10 . QUESTION^. 4 ,

11- . QUESTIONS. ,

12 • LOAD=» MASKw************************^****^*^**^*^^^^^^^^^^^^^
13 . QUESTIONS, 1 .,
14 . QUESTIONS, 2? ,

15 . QUESTIONS, 104 ..

16 ? QUESTIONS, 1 ,

17 , LOAD=» AriDY**^^******-***-***^

18 ? QIJESTION=. 1 .

1? •> QUESTIONS, 27 .
20 , QUESTIONS, 99 .

2i , QUESTIONS, ,

22 , QUESTIONS, .

23 * LOADs, COF'Ywwwfw*****************^*^*****^.^**^*^^^^^.^^^^^****
24 , QUESTIONS, 99 ,

25—

26 ? QUESTIONS, 105 ,
27 , QUESTIONS, .,

28 , > CLOSE PARA.

29—? CALLs, 57,

30—. IFs, TO FIND KIEiNEY ROI'S? TYPE "Y" FOR ISOCONTOURS "N" FOR BUG? METHOD

FOR Y OR +, CALL. 44,

FOR N OR s, CALL? 50.

FOR T OR -? CALL? 50„
31—? CALLs, 58.

32—? IPs, DO YOU NEED TO TRY AGAIN TQ DETERMINE THE KIDNEY ROI'S-? ,
FOR Y OR +, CALL? 42?

FOR N OR s, CONTINUE THEN?

FOR T OR -? CONTINLiE THEN,,

33—? RETURN=.

34-? STOP=,

EOM

-. QUESTIONS,

FIG. 3. Output from the command language program listing as defined
in Figure 2.
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NAME: MAC12 ;subroutine 10

IF REQUEST 'DO YOU WISH TO MASK THE BLADDER'='Y' THEN
(RUN TELZ, REPLY 104, REPLY 'Y'.REPLY,REPLY 1,REPLY,REPLY 4,REPLY
RUN MASK, REPLY 1.REPLY 27,REPLY 104,REPLY 1

RUN ADDY, REPLY 1.REPLY 27,REPLY 99,REPLY,REPLY

RUN COPY, REPLY 99,REPLY 1.REPLY 105,REPLY )

CALL MAC57

IF REQUEST 'TO FIND KIDNEY ROI"S, TYPE "Y" FOR ISOCONTOURS; "N"
" FOR BUG, METHOD'='Y' THEN CALL MAC44 ELSE CALL MAC50

CALL MAC58

IF REQUEST 'DO YOU NEED TO TRY AGAIN TO DETERMINE THE KIDNEY

"ROr'ST'-'V THEN CALL MAC42

BREAK MAC12

FIG. 4. A literal translation of the program given in Figures 2 and 3
into CLl.

( NAME: MAC!2 ; subroutine 10

IF REQUEST 'DO YOU WISH TO MASK THE BLADDER'='Y' THEN
( LISTFILE=104, FIRSTFRAME=1, LASTFRAME=27, SUMFRAME=99

TELZ('Y',1,4),MASK(1),ADDY,C0PY(LISTFILE+1) )
IF REQUEST 'TO FIND KIDNEY ROI"S TYPE "Y" FOR ISOCONTOURS; '
" FOR BUG, METHOD'='Y' THEN MAC44 ELSE MAC50, MAC58

IF REQUEST 'DO YOU NEED TO TRY AGAIN TO DETERMINE THE KIDNEY

"ROI"S?' ='Y' THEN MAC42 )

FIG. 5. A more elegant translation of the same program.
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6. CONCLUSIONS

Initial experience has shown that the use of a command language is likely
to be profitable. Three separate areas were considered, being:-

1) the structure of the system

2) the command language

and 3) design of program modules.

Clearly this is an ongoing subject and no single worker could or should
present an all-embracing implementation. It is hoped that some of the ideas
presented here will be picked up by an appropriate task group and provide the
basis for clinically useful systems.
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APPENDIX 1 - THE 'FORMAL' SYNTAX

While it is probably not useful to give a full BNF definition of the syntax,
it is felt that some attempt should be made to describe the language formally.
The description which follows adopts the general form of BNF but is not
exhaustive and does not adhere to the strict conventions.

Key Symbols

( )

NAME:

IF UNLESS THEN ELSE REPEAT WHILE UNTIL ON

LOOP BREAK RESTART

PAUSE RESUME CALL RUN STOP

ASK REQUEST GET REPLY PRINT SYNCH

Operators

assignment operator: =

arithmetic operators: (infixed) + - * /
(prefixed): -

relational operators: =/=<><=>= (EQ NE LT GT LE GE)

logical operators (infixed): AND (&) OR
(prefixed): NOT

Names

A name is a sequence of the characters A-Z and 0-9 including no other or
newline. The first character of a name must be a letter. Module names must
obey the host system conventions.

Literals

Literals are numbers e.g. 1, 1.5, 365.867 or any text enclosed in single
quotes ('). Single quote may only appear within literal text if immediately
preceded by another. Text literals may only occupy multiple lines if the
second and subsequent lines start with (") which as above may be used doubly
as an escape.

The Syntax

program = <named block>
named block = ( NAME:blockname<block body>)

blockname = name

un-named block = (<block body>)
block = <named block> or <un-named block>
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block body

statement

assignment statement

expression

operation

logical expression

conditional clause

repeat clause

on clause

transaction clause

command clause

= <statement> or <statement><block body>

= <block> or ossignment statement> or

conditional clause> or <repeat clause> or

<on clause> or <transaction clause> or

<command clause> or <expression>

= name, assignment operator <expression>

= name or <operation> or literal or (<expression>) or

ASK [literal] or

REQUEST [literal]

= prefixed operator<expression> or

<expression>infixed operator<expression>

= prefixed logical operator <logical expression> or

<logical expression>infixed logical operator<logical

expression> or <expression>relational operator

<expression>

= IF or UNLESS,<logical expression>THEN<statement>

[ELSE<statement>]

= [WHILE or UNTIL,<logical expression>]REPEAT<statement>

= 0N<logical expression>THEN<statement>

= REPLY<expression> or

GET name or

PRINT<expression>

= [CALL]<blockname> or

[RUN] module name or

PAUSE or RESUME or STOP or

L00P[<blockname>]

BREAK [<blockname>]

RESTART [<blockname>]

SYNCH name
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OF A COMMAND PROCESSING SYSTEM

FOR SCINTIGRAPHIC IMAGE ANALYSIS
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ABSTRACT

To computer process scintigraphic images, many
decisions are made by an operator to control the sequence of
analysis and image operations. When the decisions are based
on the state of the data, the control requirements may be
satisfied using a list of commands incorporating data tests;
thereby reducing technical time and effort.

To determine if large clinical analyses could be
controlled satisfactorily using automatic instruction
interpretation and data testing, a command processing program
was written for a minicomputer. The program was designed to:
(1) accept commands either from an operator or from a file of
instructions; (2) control the order of data processing; and
(3) automatically execute large sequences of instructions.
The program uses a simply structured command syntax with
basic control operations (conditional branching, subroutine
calls, and multiple levels of nested sequence iteration)
which are adequate to guide most commonly encountered
scintigraphic analyses.

Comparisons of the analysis time and error rate between
automated command processing and interactive command entry
illustrate the advantages of this system in the execution of
large scintigraphic analysis procedures.
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INTRODUCTION

Specialized computer systems are employed to process scintigraphic data
to extend diagnostic accuracy and study organ function. To produce a computer
analysis, an operator usually interacts directly with the processor by
entering series of instruction steps (1-12). Significant time and effort,
however, is required to process clinical protocols of more than 100 steps. In
addition, fatique and boredom may increase the frequency of errors in analyses
of this size. Fortunately, in most of the interactions, relatively simple
decisions are made which are based on the state of the data under analysis. A
command management algorithm including processing control structures often
will meet these decision making requirements and result in substantial savings
in time and energy.

To test this assertion a command processing program was developed which
(1) accepts a description of the analysis task in terms of three letter
mnemonics and arguments; (2) contains processing control structures
(conditionals, subroutine calls, sequence and iteration control); and (3)
automatically executes large sequences of commands retrieved from stored
lists. To evaluate the utility of this approach, processing time and error
rate comparisons were made between automatic and interactive processing of
command sequences in a large clinical protocol.

DESCRIPTION OF PROGRAM

The command processing program is written in FORTRAN II and manages
analysis subprograms of eight thousand words or less. The program (Figure 1)
consists of two sections: the instruction scanner which reads and decomposes
instruction sets into commands and arguments; and the function manager which
executes the subprograms necessary to carry out the instructions. This simple
structure is sufficient to (1) independently process long sequences of
commands (automatic mode); (2) process special studies step by step
(interactive mode); and (3) maintain independence of the command processing
program and the subprogram coding thereby simplifying system maintenance and
the addition of new analysis functions.

Instruction Scanner

All communication with the analysis functions is processed by the
instruction scanner which consists of three parts: (1) a reader routine which
acquires the command strings from the input channel and checks for special
characters such as rubout, backspace, escape, and end-of-line markers; (2) a
syntax decoder which breaks the instruction text into commands and arguments;
and (3) symbol tables which contain definitions of commands and user terms.

Commands are read from either files of instructions or from devices such

as the computer console. After input has been collected and checked by the
reader the instruction decoder examines each character using format
conventions to identify commands, arguments, and comment strings. Commands
and arguments are stored in sequence in separate stacks and are later
retrieved by the function manager during command execution.

The instruction conventions were chosen because of their simplicity, and
in general, may be summarized by one rule: "A command is followed by its
arguments." The general flow of instruction processing is shown in Figure 2.
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Scanner Manager

Reader Decoder

Tables

L

Controller

t

Function

Code

Figure 1. System block diagram. Input from an instruction file or
device is checked and decoded using tables of command and argument
definitions. The command stack (C) is used by the controller to
determine the order of function requests. The type conversion routines
(TC) are used to retrieve the arguments from the argument stack (A).

1. SCAN FOR COMMAND

2. DECODE COMMAND -
HASH

NUMBER OF

ARGUMENTS

3. SCAN FOR ARGUMENTS-

4. EXECUTE

HASH

SYMBOL TABLES

COMMAND

DICTIONARY

ARGUMENT

DICTIONARY

FIGURE 2. Flow of instruction processing.

Commands

Commands are represented with strings of alphabetic characters and are
located either after an "escape" character or when the arguments to the
previous command have been satisfied. The command symbol table, or dictionary,
is used to identify the requested operations. This dictionary contains the
location of the program coding and the number of arguments required by each
computer function. It is referenced using a hashing algorithm (13) to produce
a table entry from simple numeric operations on the first three non-blank
letters of the command name. The letters "INP" are thus sufficient to

identify the "INPUT" command in the following instruction which changes the
input device to the paper tape reader:

INPUT = :TAPE.READER.
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Arguments

An argument may be a text string or a number having either real,
integer, or octal data type. In addition, symbolic arguments may be used for
numbers to clarify protocol procedures. Symbols consist of a colon followed by
a string of letters, digits, or the character ".". A symbol definition table
for numeric values is referenced whenever a symbol identifier ":" is
encountered in the instruction text. For example, the following symbols:

:123

:APRIL.1973

:BLOOD.TYPE..APOS,

refer to numbers, the values of which are determined from the definition
table. All numeric arguments are temporarily stored as real values in the
argument stack and are converted to the data type required during function
execution.

In the example command shown above, the command dictionary indicates
that the "INPUT" function requires one argument so the line is scanned until
the number ":TAPE.READER" is located.

In applications requiring the use of variables, arguments are accessed
by referencing memory. Instead of representing the value of an argument, a
numeric term or symbol represents the position of the argument in a storage
area for variables. Whenever symbols or numeric strings are followed by a "! "
mark they are interpreted as the locations of integer values, whereas a "%"
suffix is interpreted as the location of a real value. For example,

:NEXT.MAGTAPE.FILEJ,

references a integer value which is used to represent the number of the next
magnetic tape file.

Comments

Any text which does not satisfy the criteria for a command or an
argument is considered comment. In situations where there may be confusion,
comment text is enclosed in single quotes.

Function Manager

Automatic processing

The function manager retrieves commands from the command stack in the
order of their arrangement in the instruction list. The stack contains
information which the function manager uses to prepare the computer for
execution of ananalysis subprogram. The subprogram requests any required
arguments through type conversion routines which -change the real values in the
argument stack to integer or octal data type, when necessary, or retrieve a
string argument from storage.

If either of the stacks is found to be empty when a request is made, the
instruction scanner is restarted to process more command text. Since the
scanner may be directed by the command syntax to retrieve arguments from
memory locations, the results of previous operations can be used in the
control of later functions.

Interactive processing modes
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The interactive mode of operation may be employed by an operator in the
design of an automatically processed procedure or to execute simple analyses
which arise when close examination of data is indicated. When the command

processor is executing instructions interactively, and no arguments are
supplied on the line containing the command, the system identifies the
function requested and prompts the operator to supply the necessary arguments
(Figure 3).

The prompting interactive mode of command entry is often useful when the
sequence of required arguments is in doubt. No prompting occurs (terse mode)
when the command and any of its arguments are supplied on the same line.
Users familiar with the command arguments are thus not forced to wait for
output intended to aid novice users.

Control Functions

Processing control commands are provided to extend instruction file
versatility (Figure 4). Line numbers are used by the function manager to
transfer control both within and between instruction files. The "within" file
control commands are GOTO, IF, and DO. The GOTO command takes a line number as
an argument and provides an unconditional transfer to that point in the active
file. For example, the command "GOTO 10" forces a jump to the instructions on
line 10. Also legal are statements like:

GOTO :LAST.LINE

GOTO :COMPUTED.ADDRESS! ,

which have symbolic arguments or reference line number values which may be the
result of a computation.

Processing control may be transferred conditionally with the IF
statement which tests a numeric value by comparing it to zero. Control is
passed to a line depending on whether the tested value is less than, equal to,
or greater than zero. For example, the command:

IF(:VALUE!):COMPUTED.ADDRESS!,:EXIT,:ERROR.ROUTINE,

tests the contents of the memory location designated by the symbol ":VALUE"
and begins processing the instructions on the line number ":COMPUTED.ADDRESS!"
if that value is less than zero; on line ":EXIT" if equal to zero; and on line
":ERROR.ROUTINE" if greater than zero.

The DO statement provides a loop structure, which may be nested to a
depth of 10 levels. This statement contains an end of loop line number, an
index, and three index control terms. The command:

DO TO :LAST.LINE, :INDEX FROM :START! TO :ENDJ BY:INCREMENT!,

starts an execution loop with an endpoint specified by the symbol
":LAST.LINE". The loop index is the value in the storage word referenced by
":INDEX". The variables ":START, :END, and :INCREMENT designate the first,
last and increment index control values respectively.

Transfer of control between files is possible using either the "BATCH"
command which passes control to the first instruction line of the target file,
or the "BEGIN" command which may be used to begin execution at any line of the
requested file. For example, the command:

BATCH :HEART.EJECTION.FRACTION .
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PROMPTING MODE

User Command:

Command Identification:

System Prompt:

User Input:

[Execution . .]

TERSE MODE

User Command:

RMT

READ MAG TAPE FILES

FILE SPAN, IMAGE SPAN, TIME
FUNCTION SPAN?

1,1 1,5 1,5

RMT 1,1 1,5 1,5

FIGURE 3. Interactive processing modes.

TRANSFER

BRANCH

ITERATION

SUBROUTINE

CALLS

GOTO 10, GOTO :COMPUTED.ADDRESS!

IF (:VALUE!) :ADDRESS!, :EXIT, 125

DO TO :LAST. LOOP. LINE!

:INDEX FROM :START! TO :END!

BY INCREMENT

BATCH :HEART.EJECTION.FRACTION

BEGIN :UTILITY.FILE, AT LINE #130

FIGURE 4. Example of processing control functions.

executes the file ":HEART.EJECTION.FRACTION" and the command:

BEGIN :UTILITY.FILE AT :READ.ROUTINE,

begins the ":UTILITY.FILE" at the line number designated by the symbol
":READ.ROUTINE". The terminal statement in any file or file portion must be an
END statement which signals the system to return control to either the calling
instruction file or to the interactive processing mode if no calling files
exist. Although only one file is considered active at a time, several files
may be in different stages of completion during the execution of an analysis
procedure. The function manager keeps a stack of values to determine the stage
of completion of each file and the sequence of their calls.

This system has been designed to permit well defined sequences of
commands to be processed without operator intervention. However, processing
pointers are maintained so that execution may be stopped between instructions
to examine intermediate results, make corrections if necessary, and then
restart the analysis without loss of continuity. Figure 5 shows a typical
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1 COMMAND LIST FOR CREATING FUNCTIONAL MAPS OF . . .
2 LEFT VENTRICULAR PEAK EJECTION RATE AND TIME TO PEAK EJECTION'

3 'STORAGE REGISTERS 41 THRU 53 ARE ASSIGNED NAMES'

4 "F" <41 'FIRST INPUT FRAME NUMBER'

5 "L" <42 'LAST INPUT FRAME NUMBER'

6 "FS" < 43 'FIRST SUMMED FRAME NUMBER'

7 "LS" <44 'LAST SUMMED FRAME NUMBER'

8 "LSM2" <45 'LAST DIFFERENCE FRAME (FOR LOOP CONTROL)'
9 "D" < 46 'CURRENT DIFFERENCE FRAME (LOOP CONTROL)'
10 "S" <47 'CURRENT SUMMED FRAME (LOOP CONTROL)'
11 "SP2" < 48 'CURRENT SUMMED FRAME + 2 (LOOP CONTROL)'
12 "X1" <49 'FIRST DIFFERENCE FRAME IN CURRENT SET OF 3'

13 "X2" < 50 'SECOND DIFFERENCE FRAME . . .'
"4 "X3" <51 'THIRD DIFFERENCE FRAME .. .'

15 "XR" <52 'RESULTING SMOOTHED FRAME'

16 "DM1" <53 'LAST DIFFERENCE FRAME - V
17 'PREFIX LETTERS SPECIFY DATA TYPES: F = FRAME, S = STORAGE LOCATION
18 SUFFIX CHARACTER ! SPECIFIES INDIRECT REFERENCE'

19 'CLINICIAN SPECIFIES DESIRED FRAME SEQUENCE'
20 TYPE "ENTER FRAME SPAN"

30 ISI :F, :L
40 'SUM SETS OF 3 FRAMES EACH. STORE RESULTS IN FRAMES 1 AND UP'
41 SUM 3 FROM FRAME:FI TO :LI RESULTS BEGIN AT FRAME 1
50 'COMPUTE NUMBER OF LAST SUMMED FRAME'

51 (S:F - S:L + 1) / 3 = S:LS
52 'COMPUTE NUMBER OF FIRST SUMMED FRAME (=1)'
53 ZERO + 1 = S:FS

60 'SMOOTH THE SUMMED FRAMES. OUTPUT RESULTS TO FRAMES 1 AND UP'
62 SMF FRAMESrFS! THRU :LS! RESULTS BEGIN IN FRAME 1

70 'CREATE DIFFERENCE FRAMES TO SHOW CHANGES IN VOLUME . . .

72 AND OUTPUT THE RESULTS TO FRAMES 101 AND UP'

80 S:LS - 1 - S:LSM2

81 DO THRU LINE 90 FOR S:S=:FS! TO :LSM2I STEPPING BY 1

82 S:S +100= S:D

83 S:S + 2 - S:SP2

84 'SUBTRACT. THEN ZERO OUT NEGATIVE ELEMENTS'

90 F:SP2! - F:S! THRESHOLD 0 = F:D!

100 'SMOOTH DIFF FRAMES. OUTPUT RESULTS TO FRAMES 202 AND UP'
109 S:D - 1 = S:DM1

110 DO THRU LINE 120 FOR S:X2 = F102 TO S:DM1 STEPPING BY 1

111 S:X2 + 1 = S:X3- 2 - S:X1 + 101 = S:XR

120 F:X2I * 2 + F:X1! + F:X3! / 4 = F:XR!

130 TRANSFER SMOOTHED FRAMES BACK TO FRAMES 101 AND UP'

131 TRANSFER FRAMES 201 THRU :XR! TO FRAMES 101

140 'MAKE FUNCTIONAL MAP OF PEAK EJECTION RATE'

141 MXM FRAMES 101 THRU :DM1, AND RESULT MAP IN FRAME 100

150 'MAKE FUNCTIONAL MAP OF TIME TO PEAK EJECTION'

151 EQM REFERENCE FRAME 100, SEQUENCE FRAMES 101 THRU :DM1I
152 AND STORE MAP IN FRAME 99

153 END

FIGURE 5. A typical instruction file for automatic analysis.

analysis file which demonstrates the appearance of the instruction set used to
produce functional maps of the left ventricular peak ejection rate and the
time to peak ejection.

Clinical Protocol for Scintigraphic Ventilation-Perfusion Analysis

The analysis of pulmonary ventilation-perfusion studies can include
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generation of images of ventilatory flow, ventilation-perfusion ratios, and
estimates of regional gas exchange (14). An automatically processed clinical
protocol has been derived to produce these images as part of a ventilation and
perfusion lung study. This protocol has been developed and tested using a
data base of 550 patient studies stored on magnetic tape. The procedure is
executed from several files of instructions which contain a total of 630
function requests and 970 arguments. Each command actuates a subprogram from a
set of over 200 operations presently contained in the function library.

Comparison of Automatic and Interactive Processing Modes

One hundred sequential patient studies were selected and each was
inspected for errors related to technical procedure, patient cooperation, and
equipment malfunction. Of this group five studies had errors due to patient
movement, four had suboptimal count rates during the ventilation study, and
two contained errors attributable to equipment malfunction. Each of the 100
patient scans was processed in automatic mode; the data was concentrated on
four magnetic tapes. Each study contained a perfusion image and up to 155 five
second Xenon-127 or Xenon-133 dynamic ventilation distribution images.

Three individuals interactively operated the instruction protocol used
to process the ventilation-perfusion analysis. One of the individuals (BL)
had extensive experience with the command processing system and the
ventilation perfusion analysis. One individual (CQ) had experience with the
scintigraphic analysis but little background using the command processor and
the third interactive analysis was performed by a medical secretary (LA) who
had never processed a scintigraphic study. The instruction set used in the
interactive sessions was extensively tested for errors in logic and was shown
to produce accurate results if followed exactly. The instruction set used
differed from the automatically processed version in the following ways: (1)
no line numbers were included; and (2) any branching or loop operations which
could not be removed were placed in separate instruction files which were run
automatically at the appropriate time in the interactive analysis. The
resulting instruction set contained 510 function requests and 830 arguments.

A single patient study was chosen at random from the set of studies
processed automatically and was confirmed to be technically satisfactory.
This study was preanalyzed and was shown to produce identical results by both
the interactive and the automatic mode of analysis.

During interactive analysis, when an error in command entry was
identified by the system or by an operator, it was corrected by retyping the
instruction. However, if an error was made which was not detected until a
later point in the analysis, an error was recorded, and the analysis was
corrected up to the point where the error was detected. The errors requiring
correction and the processing time for each operator were recorded. When the
analysis was finished, it was judged complete if the image results matched the
carefully preanalyzed results. The time required to complete 100 studies was
computed for each individual assuming error free analyses and a 40 hour work
week.

RESULTS

Of the sets of results produced from the automatically processed
studies, 94 were considered adequate for clinical interpretation. Two of the
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studies were rejected because of patient movement, two had too few counts in

the ventilation images, and both of the studies containing errors due to
equipment malfunction were not recoverable. The processing of the four tapes
was completed over a two day period and consumed 21.30 hours of processing
time. The average time to process one study was 12.9 minutes. No errors were
attributable to either hardware or software malfunction in the automatic

processing of the patient set. The study selected for interactive analysis
took 12.2 minutes to process automatically.

The individual results for the interactive analyses (Table I.) showed a
mean processing time of 137.7 minutes with an average of 5.3 errors requiring
partial reanalysis. None of the interactive analyses were completed
correctly, however. In all cases there were differences between the "known"
solution and the final results obtained by the interactive analysis.

The mean error rate for the individual analyses was 1.04 per hundred
commands and the mean time (typing and execution) between commands was 16.2
seconds. The expected time required to process 100 patient studies, assuming
no errors and a 40 hour work week, was 5.7 weeks.

DISCUSSION

The computer analysis of scintigraphic data includes three general
phases: (1) collection of detector events; (2) reordering the data into images
or time-activity curves and (3) presentation of the results for clinical
interpretation. Although all phases could be achieved in one algorithm,
limitations quickly arise with respect to program size and complexity. An
alternative approach to problem solving involves the use of a library of
programs which manipulate data in standard formats. This technique allows a
solution to a scintigraphic analysis problem to be expressed through
prestructured library routines instead of requiring a compiled program which
may involve substantial time and effort to produce. It is more flexible
because compatibly structured routines may be sequenced in various manners to
define solutions. When the analysis procedure changes, the ability to quickly
link a new set of programs gives this more modular approach a definite
attractiveness.

An analysis protocol may be directly modified to achieve the desired
clinical results through interactive manipulation of the instruction file. A
clinically satisfactory procedure can be rapidly achieved by this approach in
contrast to the tedious and time-consuming process of changing a large
compiled program. Freer experimentation with the data is thus possible in
situations where it is difficult to define what the exact solution to a

problem should be. Since comments may be liberally included in the files, and
because files may be called as subprograms, an analysis problem may be cleanly
structured and well documented.

A list of instructions defines the analysis process in terms of the
sequence of commands in the list and the values of their arguments. Like a
program language, the list represents the state of the analysis of a clinical
or research protocol but is more concise; each command representing a computer
program.

The command processor is logically separate from the coding for the
analysis functions. This is desirable, because new functions may be added to
the system with a minimum of restructuring. The interfacing programs for
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Table 1. Interactive Analysis Time and Error Comparison

Protocol Analysis

Operator

Minicomputer

Experience (Yrs) Experience Errors Time

Time/100

Studies**

BL > 3 3 5 128.5 5.35

CQ > 2 None 4 148.5 6.19

LA None None 6

5.3

136.1 5.67

Mean 137.7 5.74

Number of interactive analyses performed before study

Number of weeks to process 100 studies working 40 hrs/week
**

argument retrieval and type conversion allow the command processor to collect
arguments without prior knowledge of their final use or form.

The control structures are patterned after FORTRAN GO, IF, DO, and
subroutine statements. In that these structures are sufficient to generate a
highly adaptable program in FORTRAN, it is likely that they should be adequate
for most processing tasks encountered in scintigraphic analysis. Because the
command list is not compiled prior to execution, the command processor is not
intended for use in element by element array analysis. Such tasks are meant to
be incorporated in compiled functions which may be easily added to the system.
The purpose of the command processor was not to replace the high level command
languages but to provide a means by which basic functions may be designed
independently and then be recombined in an instruction file to achieve the
solution to a scintigraphic analysis problem.

The comparisons between the interactive and the automatic analyses
illustrate that: (1) automatic processing can be used to execute large well
defined analyses with little direct supervision; (2) interactive processing
may be very time consuming when large numbers of directly entered commands are
involved in protocol analyses; and (3) analyses of protocols requiring more
than 100 interactive steps may be expected to contain errors related to
operator command entry. This effectively limits the number of interactions
with a processing system to less than 100 steps to yield of an acceptable
percentage of error free studies.

The command processing program with its basic control structures
provides a vehicle through which interactive manipulation and automatic
processing may be combined in a single system. The modularity of the analysis
software in system libraries may thus be maintained to preserve flexibility in
trial runs which require direct inspection of the data. However, when the
modularity is no longer needed, it may be suppressed during automatic
operation to execute large numbers of clinical studies.
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In summary, it appears that large scintigraphic analyses are best
constructed in modular systems because of the ease of expression of the
solution of the problem in terms of a sequence of modular operations. It is
not practical however, to control large sequences of commands interactively
because of the time required and the number of errors which stem from command
entry. The command processing system described offers an effective method of
executing such procedures and is an example of a system which should prove
highly useful in clinical and research analyses of large scintigraphic
analysis protocols.

ACKNOWLEGEMENTS

The authors wish to express their gratitude to Catherine Quigley and
Lanita Atkinson for assistance with the interactive analyses, and to Joseph F.
Wilson for his invaluable support in the production of the clinical studies
and the automatic analyses.

REFERENCES

1. D. W. Brown, "Digital computer analysis and display of the radioisotope
scan," J. Nucl. Med. 5, 802-806 (1964)

2. D. W. Brown, "Digital computer analysis and display of the radionuclide
scan," J. Nucl. Med. 7, 740-753 (1966)

3. D. E. Kuhl, and R. Q. Edwards, "Modifying and rearranging scan data under
direct observations using a magnetic storage drum, high-speed digital
circuitry and CRT display," J. Nucl. Med. 8, 289-290 (1967)

4. E. M. Smith, and A. B. Brill, "Progress with computers in nuclear
medicine, Nucleonics 25, 5, 64-71 (1967)

5. S. Kaihara, T. K. Natarajan, and H. N. Wagner, "Construction of a
functional image from regional rate constants," J. Nucl. Med. 10, 347
(1969)

6. A. B. Brill, J. P. Erickson, and J. Patton, "Computer programs used in
nuclear medicine clinic and research laboratory," In "Sharing of Computer
Programs and Technology in Nuclear Medicine, AEC CONF-710425, Oak Ridge,
Tenn, 123-146 (1971)

7. R. L. Hill, and J. R. Cox, "A system of programs for a small computer
interfaced to a gamma camera," In Sharing of Computer Programs and
Technology in Nuclear Medicine, AEC CONF-710425, Oak Ridge, Tenn, 113-118
(1971)

8. W. G. Monahan, "Data analysis for an on line gamma camera system," In
Sharing of Computer Programs and Technology in Nuclear Medicine, AEC CONF-
710425, Oak Ridge, Tenn, 105-112 (1971)

9. H. N. Wagner, and T. K. Natarajan, "The computer in nuclear medicine, In
Sharing of Computer Programs and Technology in Nuclear Medicine, AEC CONF-
710425, Oak Ridge, Tenn, 51-60, (1971)

-466-



10. T. F. Budinger, "Clinical and research quantitative nuclear medicine
system." In Medical Radioisotope Scintigraphy," Vol. 1, Symp., Monte
Carlo, 1972, IALA, Vienna, 501-555, 1973a.

11. N. M. Alpert, L. A. Burnham, L. A. Deveau, J. E. Correll, D. A. Chesler,
S. M. Pizer, G. L. Brownell, "Numedics: A system for on-line data
processing in nuclear medicine," J. Nucl. Med. 16. 386-392 (1975)

12. T. F. Budinger, and J. Harpootlian, "Developments in digital Computer
Implementation in Nuclear Medicine Imaging," Commit. Biomed. Res. 8. 26-52
(1975)

13. E. G. Coffman, Jr., and J. Eve, "File structures using hashing functions",
CACM, 13, 427-432 (1970)

14. R. G. Crystal, J. D. Fulmer, W. C. Roberts, M. L. Moss, B. R. Line, and H.
Y. Renyolds, "Idiopathic pulmonary fibrosis: clinical, histologic,
radiographic, physiologic, scintigraphic, cytologic, and biochemical
aspects," Ann. Int. Med. 85. 769-788 (1976)

-467-



Command Languages

Chairman: Stephen H. Pizer (Chapel Hill, NC, USA)

Command languages are a mechanism to provide the capability
of 1) controlling the order in which processing modules are
executed, 2) determining the files which are the input and output
of the process as well as intermediate data communicating between
modules, and 3) specifying and controlling the specification of
the parameters of the processes. The two papers in this session
described one implemented command language (Line) and one proposed
command language based on two previously implemented languages
(Todd-Pokropek). Both authors emphasized the following reasons
for using a command language.

1. convenience for physicians and technologists to specify
processing in terms of functions familiar to them and in a
language using familiar terminology.

2. Flexibility of specifying protocols not originally
provided by the manufacturer.

3. considerable savings in elapsed time and user time over
direct specification of each subprocess and all of its
parameters by typing or pushing buttons.

4. Convenience of running in batch aode (when the user does
not need to be present).

5. Lowered error rate, since the user has to type much less
once a protocol is defined-

6. Capability to share protocols among institutions,
especially if the command language can be standardized.

Both authors emphasized the need for flow control statements in
the command language, e.g. for repetition and conditional
selection.

The discussants were encouraged not only to comment on the
individual papers but to help define what is an appropriate
command language for computing in nuclear medicine. This matter
is being studied further by a task group of the Computer Council
of the Society of Nuclear Medicine, chaired by Andrew Todd-
Pokropek.

Questions on the specific systems included the following.
Hark Moore asked Bruce Line why his command language used control
structures which have been shown difficult to use, such as GO TO.
Stephen Pizer suggested that physicians would find that the
FORTBAN constructs used were unnatural and that using these
constructs because FOBTHAN was the programming language used was a
mistake. Bruce Line agreed that some improvements could be made
but stated that his system worked, was easily learned, and was
used by physicians and that some of the above choices were a
matter of taste. Alan Ashare asked whether Line's system was
portable to other machines, with the answer that the system was
written in FOBTBAN II but with an underpinning of nine fairly
snail drivers in assembler language.

William Winspur asked Andrew Todd-Pokropek why the FORTBAN
WRITE command was not included in his proposed language. The
reply was that the user should not have to do his own buffering
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and yet needed to be able to specify more things than WRITE
allowed, e.g. position on a TV screen. That is, a more flexible
subroutine to do writing needed to be provided as a utility.
Winspur asked how synchronization would occur with pipelines, and
Todd-Pokropek answered that this should be handled by the
operating system and that the use of the pipeline should be
transparent to the user writing or executing protocols.

Some of the discussion addressed the issue of the speed
losses due to overhead of interpretation or subroutine calls when
using a command language, and the possibility of compilation and
optimization either automatically or by rewriting protocols using
assembler language. Both authors pointed out that, though there
was some overhead when using a command language, most of the time
was spent executing the program modules and only a negligible
fraction was spent interpreting commands. In fact, Todd-Pokropek
believed the command language should have no direct arithmetic
capability. The need was for the modules to execute fast and thus
when commonly used, they needed to be written in assembler
language or compiled with an optimizing compiler. Neither author
had run benchmarks for computation speed. But both argued that in
terras of elapsed time, the time saved over fully interactive use
of programs provided by manufacturers was very great.

The most spirited discussion was on the need for and
desirability of command languages. Many wondered why a subset of
a language that was already provided fcy computer manufacturers
would not be a suitable command language, as it had control
structures and subroutine capability. Languages suggested
included FOBTBAN, FOCAL, and APL. It was pointed out that some of
these languages did not do file management or flexible
input/output or handle core overlays, and these languages were
hard for the physician to use as they did not use familiar terms.
Mark Moore pointed out that Todd-Pokropek's proposed language was
not specific to nuclear medicine but was a more general purpose
process control language. He wondered why computer scientists
shouldn't create the language, given that careful planning was
necessary to avoid another bad language like FOBTHAN. Andrew
Todd-Pokropek stated that this would be fine, but no such language
now existed, whereupon Mark Moore warned that this might be
because of the difficulty of producing such a language.

Michael Goris argued that the fact that most of the work done
for this meeting had not needed systems with command languages
indicated they were not needed, especially since they would often
fail to contain modules which did new things needed in research.
Both speakers argued that if the modules were atomic enough, they
could be used as building blocks in research and in any case they
would do the overhead of the research (handling files,
input/output, etc.) , leaving the meat for the researcher to put in
a new module. But both pointed out that the biggest payoff with
command languages came in routine clinical use rather than in
research.

Jack Goldberg strongly questioned the need for command
languages and, representing a manufacturer opposed an attempt to
make manufacturers support such a language. Te argued that only
buttons, augmented by interaction of p'-*' - with a cursor and
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entering parameter values when necessary, provided a proper user
interface for routine clinical use. When a new protocol needed to
be defined, he said, it could be remembered by the system from a
series of button pushes selected from a menu, or a new program
could be written in a high or low level language of the computer
and "put under" a spare button. He felt that physicians should
not be forced to learn a new language and that programming should
be done by a computer person. Both speakers and others argued
that flow control commands were essential to appropriate
flexibility and time saving for the physician. They stated that a
command language was not incompatible with a system based on
button pushing, but rather it allowed button pushes to cause
protocols in command language to be executed, i.e. the command
language to be transparent when it was not necessary. They said
it was possible for new users to learn the command language
progressively, while using it.

Nicholas Brown pointed out that some physicians did not like
to type, whereas Alan Ashare expressed concern that command
languages might make it too easy for physicians to create
protocols when they didn't understand the effect of the modules.
Keith Britton supported the usefulness of command languages based
on his experience with one produced by Andrew Todd-Pokropek, but
he stated that computer scientists together with physicians should
create new protocols. Stephen Pizer suggested that such teams
should create large protocols, but the command language should be
available to the physicians to create short ones conveniently.
Michael Tobin said that in their experience with one of Todd-
Pokropek* s command languages, people unable to program in FOBTHAN
could easily create protocols and that the resulting routines were
reliable and fast. Michael Weisner said command languages in
their hands allowed the quick creation of new protocols and
allowed recovery from studies which had been fouled up. Andrew
Todd-Pokropek repeated the finding that though command languages
were useful in research and special cases, they were most useful
in clinical routine, where it turned out that fairly long
protocols were common, e.g. with 300 statements, largely
consisting of parameter specifications and control statements and
containing only a few commands to run modules.

Keith Britton said command languages, their processors, and
the associated modules had to be frozen if they were to be
clinically useful. Data collected from a routine system could be
brought to research computers for new protocols. He noted
unhappily but understandingly that the final stages of debugging
of the language processor, modules, and protocols might have to
involve physicians, but he said that this stage had to be passed
quickly, since an early freeze was essential to allow long ten
clinical use. Andrew Todd-Pokropek pointed out that with small
modules, a system could be robust and allow protocols and modules
to be frozen while adding other protocols and modules to allow
flexibility, which is reguired. It was noted that freezing the
command language and modules was also necessary if the command
language and programs in it were to be portable.

Michael Weisner said that it would be difficult to define a

language processor and modules which would fit in all machines.
He and Andrew Todd-Pokropek agreed that a debugging trace was very
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useful. They also agreed that how to deal with files was a
difficult problem, but both Andrew Todd-Pokropek and Bruce Line
answered, to a question by Leslie Rogers, that the file handling
facilities of the operating system formed the basis of and the
constraints on the file handling done by the utilities. These
utilities are system dependent programs which carry out the file
handling needs of the modules, which are not system dependent and
are thus portable like protocols in command language.
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FACTOR ANALYSIS OF SEQUENCE SCINTIGRAMS

P.Schmidlin

Institute of Nuclear Medicine
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Heidelberg, Germany

ABSTRACT

Factor analysis was applied to isotope nephro
grams taken with 131-I-hippurate and with 99m - Tc
PTT. A Karhunen-Loeve expansion was performed on
typical time-activity curves. The evaluation of
nephrograms was performed by calculation of the
contributions of the Karhunen-Loeve-functions ,
the so-called factors, to the individual time-ac
tivity functions. These factor contributions were
displayed like scintigrams on a color-TV. Mean
factors over the whole kidney area were taken as
a measure for the quality of the kidney. The eval
uation of the hippurate studies gave precise re
sults, whereas the results of the PTT studies
were not yet quite satisfactory.

Mathematical Principles

Factor analysis is used for feature extraction in pattern
recognition. It enables to decide between important and unimportant
features and to look for common properties of different patterns.
In this paper a version of factor analysis is described which
calculates the principle components of time-activity curves. The
method is applied to isotope nephrograms. First results have been
reported in 1976 (1).

An isotope nephrogram may be considered as a sequence of
count rate pictures. The count rates are described by

n(x,t) x = 1 X, t = 1. ..T (1)

where x is the localization (normally a two-dimensional vector)
and t is the time. The sums over all time slices and the sums

over all cells in a time slice are given by

T X

n(x) = S n(x,t) n(t) = S n(x,t) (2)
t x
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The total count rate in the study is

n = E n(x,t) (3)
x, t

The mean values of the count rates over all times and over all

picture cells are given by

n(x) = n(x)/T n(t) = n(t)/X (4)

The time-activity curves in different picture cells can be
correlated. This is described by the sum of the deviation
product s

S,,, =E (n(x,t)-n(t))(n(x,t')-n(t')) (5)
X

From this the correlation matrix is derived:

Stt' =Stf/ { StfSt'f (6)
In this paper a different algorithm established by BENZECRI (2)
is used. Instead of the deviations from the mean value the devia
tions from zero are used:

S , = E (n(x,t).n(x,t')) (7
X

Then the correlation matrix is

Stt'
/ y n(x)n(t) • n(x)n(f) )(8)

This correlation matrix is inserted into an eigenvalue equation:

S(Stt,Gk(f) = AkGk(t) (9)

The X are the eigenvalues of the correlation matrix s. They are
calculated by diagonalization of this matrix. The G are the eigen-
functions of the equation. In the case of factor analysis they
are called the factors. The G's form a complete orthogonal system
of fundamental functions. Therefore any time-activity curve may
be reconstructed by means of these factors:

, x ,.x F.(x)G,(t) ,in.
/ ,n n xjnlt) _ _k k (10)

n(x,t) = E -=

k / \
In this equation F are coefficients which determine the contri
bution of a certain factor to a time-activity curve. They are
called factor loadings. The expansion described in the previous
equation is called a KARHUNEN-LOEVE expansion. The coefficients
F of the expansion are calculated by means of the orthogonality
relations

Vx) = r^- • —7— •2G, (t)n(x,t) (n)
y \ n(x)

Any time-activity function may be characterized by the calculation
of the coefficients F .
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An important feature of this algorithm is the compression of
the information in very few factors. In the evaluations of kidney
functions already the first factor is a very sensitive measure
of the quality of a kidney. The higher factors beginning with
the third or fourth factor, do not contain any essential informa
tion, but they describe almost random fluctuations.

There is some difference between factor analysis and KARHUNEN-
LOEVE-expansion (3). Factor analysis originally decides between
common (correlated) properties and individual (uncorrelated)
properties. The expansion takes into account both kinds of proper
ties. The disadvantage is that there are more unknowns than equa
tions in this case. So the factors as well as the factor loadings
are not uniquely determined. In KARHUNEN-LOEVE expansion the
higher factors may be considered as the individual properties
of the objects. In this case there is no principal distinction
between both methods, but in KARHUNEN-LOEVE expansion factors
are uniquely determined and there are no arbitrary rotations of
the coordinate system.

The evaluation of an isotope nephrogram could result in the
extraction of factors from the correlation matrix and then the

calculation of factor loadings. In this case the factors would
have a different meaning for every kidney study. Because the fac
tors are a fundamental function system, any time activity curve
can be expanded by means of the same factors. This way has been
chosen, because it makes results more meaningful.

Thus the evaluation of sequence scintigrams consists in two
steps: first, a set of good reference factors is calculated for
every type of study. The second step is the evaluation of the
individual sequence scintigram by calculation of the factor loa
dings .

Calculation of reference factors

To get a valuable set of reference factors, the correlation
matrix of different time-activity curves is diagonalized and the
eigenfunctions are calculated. Different ways of getting represen
tative collectives of time-activity curves were tested. The
sampling size of the picture frames was 8x8 cells. The calcula
tions were performed on an IBM 370-158 computer.

A set of k8 picture cells was selected from six different
kidney studies to get a factor set for the evaluation of kidney
function studies with ^3 J-hippurate. These cells were selected
by hand to get time activity curves as different as possible from
each other (1).

99For the evaluation of perfusion studies with Tc-pertechnetate
a collective of time activity curves has been extracted from one
perfusion study (1). This factor set was unsuccessful in practice
and has been dropped.

To improve the selection of a good collective of reference
cells, a learning program was established. The flow diagram of
this program is shown in fig.1. The procedure begins with the
manual selection of a collective of four cells of a kidney study.
From the time activity curves of these four cells, G-factors are
calculated. Then another kidney study is fed into the procedure.
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The time activity curves of all 8x8 cells of this study are re
constructed by means of the previously calculated G-factors. The
quality of the reconstruction is taken as a measure for the quality
of the previously calculated G-factors. The reconstruction quality
is tested by means of the sum of the deviation squares. The four
cells which show the biggest deviations are added to the cell
collective. From the resulting eight time activity curves new
G-factors are calculated. Then other studies are added, and other
badly reconstructed cells are added to the collective. Thus G-fac
tors are calculated for collectives of about 16, 32 and finally
6k cells.

This iterative procedure was applied to the pertechnetate
perfusion studies. 6U picture cells were extracted from 23 diffe
rent perfusion studies. Finally all perfusion studies could be re
constructed by means of the resulting G-factors with sufficient
accuracy. Fig.2 shows the 3 biggest factors calculated by this
procedure.
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Evaluation of isotope nephrograms

The individual kidney study is evaluated by calculating the
contributions of the factors to the time activity curves, i.e.
the factor loadings. It may be performed in two different ways:
either mean factor loadings may be computed over regions of inter
est. These mean factor loadings provide a good measure for the
kidney function. The other possibility is the calculation of the
factor loadings of all picture cells. The two-dimensional grey
scale display of the loadings of the first factor would represent
already a valuable factor scintigram. Using a color display, it
is possible to assign the three colors to the first three factors
to get one factor scintigram which contains the information of
the first three factors. This is performed in our lab by means
of a commercial color TV which has been modified and connected

to a CAMAC-Interface. The information of a dynamic study is re
presented in one 6hx6h color matrix. The evaluations are carried
out on a PDP11 computer. The factor scintigrams provide a quick
method to look for abnormal regions in a nephrogram.

The evaluation of the perfusion studies is much more complex
than the hippurate studies. The main problem seems to be the lack
of an absolute time scale, i.e. the impossibility to assign t = 0
to a certain point. The activity arrives between 2 and more than
10s after starting of the data collection. These time differences
influence the factor loadings considerably, without having any
clinical meaning. To improve the results for this kind of study,
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a check has been built in, which begins the evaluation at the
point where the activity begins to come in. Yet the time interval
between the incoming of the activity in the picture and in the
kidney may still vary considerably.

Fig.3 shows the complexity of a pertechnetate-perfusion study.
Mean factors were calculated over the kidney, sections of the
arteries and the background. The motion of the bolus along the
arteries shows up in the factors. A shift in the time scale would
give similar effects.

The method was applied to different clinical problems. As
an example, several transplanted kidneys were observed over periods
up to three months. Here the factor evaluations of the hippurate-
studies agree with the clinical findings concerning function and
repulsion of the kidneys. The factor evaluations of the pertechne-
tate-studies give roughly correct results with some significant
deviat ions.

Sharing of the procedure by different laboratories

Every type of study has its own reference factor set. There
fore laboratories using different versions of the same method
may not necessarily use the same factor sets. The applicability
of an existing factor set to a study can be tested by means of
the fit of the reconstructed time-activity curves. If the factor
set is sufficiently good, the sharing of the factors and of the
programs is not difficult. It might be necessary for another
laboratory which uses the same factor set to calibrate it by means
of kidneys of well known properties. In any case every new set of
factors has to be calibrated by means of a sufficient number of
kidney studies.

Data compression

As a sequence scintigram can be reconstructed by means of
the most important factors and factor loadings, the storage of
factors and loadings together with the sum matrix n(x) instead of
the complete sequence scintigram provides considerable saving of
archival storage. A factor of 10 may easily be gained compared
with sequential storage of data. There are two ways to perform
factor storage: Either every study is used to calculate its own
factor set. This takes more computing time, and the factor set
has always to be stored together with the study, but every study
is represented with sufficient accuracy. The other method uses
the reference factor set to calculate the factor loadings. In this
case the factors need not necessarily to be stored with every
study. For studies with very abnormal time-activity functions it
may be impossible to reconstruct the original data satisfactorily.
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DISCUSSION:

Line asked Dr. Schmidlin if he had compared the sensitivity of the factor
loadings to kidney dysfunction, for example, in transplant rejection, with
clinical parameters and with other functional maps.

Schmidlin responded by stating that factor analysis is, in principle, no
different than the usual evaluation of the renogram curves; it is only very
precise because the information from the whole curve is used to generate the
factor loadings. He noted that he had discussed the problem of sensitivity
with his clinician colleages but noted that there seems to be no single test
which they used to determine rejection of a transplanted kidney. They always
consider several clinical parameters to determine if a kidney is undergoing
rejection. He indicated that he would like to put all of the usual clinical
parameters and the three highest factor loadings into a vector and perform
another factor analysis on this data to see which parameters are most important
to describe rejection or improvement.

He indicated that they have already extracted the factors from 70 studies
and have examined their relative magnitudes for various diseases and degrees
of dysfunction. It is clear from this work that factor analysis will not
be of much use for differential diagnosis but will be of value to concisely
describe kidney function.

Anderson asked if it is possible to expand the factors in terms of
orthogonal time functions so that they have more physical meaning.

Schmidlin did not think so and added that one may be able to say that one
of the factors corresponds more to the kidney and another to the vasculature
but he did not think it is possible to do better than this because the algorithm
that he used to produce the factors is purely mathematical. One cannot expect
that the factors produced by this algorithm will correspond to anything which
has a direct anatomic interpretation or physical meaning.
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IDENTIFICATION OF RENOGRAMS BY FACTOR ANALYSIS

B. E. Oppenheim
Department of Radiology, Indiana University School of Medicine

Indianapolis, Indiana, USA

ABSTRACT

Factor analysis was applied to a set of simulated reno
gram curves generated from a four-compartment model of the
kidneys. Each curve could be reconstructed, with consider
able accuracy, as the sum of the average renogram and a lin
ear combination of a small number of orthogonal unit vectors.
A curve is identified by its factors, which we define as the
weights applied to the unit vectors in reconstructing the curve.
For noisy renograms containing of the order of 1,000 counts

the optimal number of factors is two. An efficient method
is demonstrated for extracting parameters of shape from noisy
renogram curves. This method is relatively insensitive to
noise and appears well suited for the generation of functional
images of the kidneys.

INTRODUCTION

Factor analysis is a powerful tool for observing interrelationships among
variables and for obtaining economical descriptions of observed data. This
technique has been used in statistics for many years to identify correlations
between groups of variables!. Di Paola et al.2 and Schmidlin and RBsel3 have
used this technique on nuclear images to obtain data-compression and image-
smoothing. More recently, Schmidlin et al.^ have applied factor analysis to
clinically obtained renograms in order to separate normal from abnormal curves.

The present study was carried out to determine the value of factor analy
sis as a tool for identifying renogram shapes. In particular, it was felt that
factor analysis should be useful in the generation of functional renal images.
These images contain a parameter at each image point that characterizes the dy
namic events occurring at that point^. The dynamic events for a renal study
are represented by time-activity curves (renograms), and a separate curve can
be generated for each image point by acquiring a dynamic study with a scintil
lation camera, storing the data digitally in list or frame mode, and reformat
ting the data. Some parameter of shape, such as time-to-peak, is evaluated
for each curve, and that value is assigned to the corresponding image point to
form the functional image. Each curve is very noisy, however, since it is
formed from events collected in a very small portion of the crystal of the scin
tillation camera. One would like to apply noise filtering or some curve-fit
ting scheme, but is limited by the large number of curves that must be processed

-481-



(about 4,000 for a 64 x 64 image). Factor analysis provides a rapid technique
for curve fitting, and one goal of this study was to develop an efficient
method for estimating parameters from noisy renogram curves, using this tech
nique.

The main objective of this study was to determine the accuracy with which
noisy renograms could be identified by factor analysis. It was first necessary
to establish a data base of renograms. This was done by generating simulated
renograms with the computer, based on a four-compartment model. Factor analy
sis was applied to these renograms to generate a set of basis vectors, which
could be used to compute the factors corresponding to any given renogram. A
renogram can be reconstructed from its factors, but the reconstruction is im
perfect, especially if the renogram is noisy, so an analysis of error was car
ried out to determine the accuracy of the reconstruction in the presence of
noise. Finally, a method employing factor analysis was compared with several
other methods for estimating the time-to-peak parameter of noisy renograms.

RENOGRAM DATA BASE

Simulated renograms were used for this study since the analysis of error
required knowledge of the true shape of the renogram. These were generated
from a four-compartment model, which is a simplification of the seven-compart
ment model proposed by DeGrazia et al.6. This model consists of a plasma pool,
a single renal mixing pool, a single renal delay pool, and a bladder pool (Fig.
1). It does not include an extravascular pool or the second renal mixing and
delay pools.

Extravascular Pool

DETECTOR FIELD OF VIEW

Renal Delay Pool

*•
o?

A2
t*- Q3•yfi) Ji

1
—•*•

°4
Rerial Mixing F ool

Qi
—

_

—**l 1—•*-
1 1

Plasma Pool

I 1 I I

Renal Mixing Pool Renal Delay Pool Bladder

Fig. 1. Four-compartment model used in this study. Dashed rectangles are
three additional compartments included in the model of DeGrazia et al. The
field of view of the detector determines the portion of the activity which is
detected to produce the renogram.
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The equations for the model are:

Plasma pool:

Renal mixing pool:

Renal delay pool:

Bladder:

Qi(t) = -XjQ^t)

Q2(t) - X1Q1(t) - X2Q2(t)

Q3(t) = X2Q2(t) - X2Q2(t-td) for t>td

= X2Q2(t) for t<td

X2Q2(t-td)

0

Q4(t) for t>td

for t<td

with initial conditions

Ql(0) - I Q2(0) - 0 Q3(0) = 0 Q4(t<td) = 0

(1)

(2)

(3)

(4)

where Q^ is the quantity of tracer in pool i, Q^ is its rate of change, X^ and
X2 are the rate constants for clearance from the plasma and renal mixing pools
respectively, td is the delay time constant introduced by the renal delay pool,
and I is the injected dose. In some formulations^-^ the mixing pool precedes
the delay pool; in others-*-"-!! it follows it. It can be shown that for the
four-compartment model identical results are obtained in both cases.

The solutions to these equations are:

-Xlt
Qx(t) = Ie

Q2(t) -i[A1/(X2-X1)](e"Xlt
Q3(t) - P(t) - P(t-td)

Q4(t) - P(t-td) + I

-X2t)
- e

where P(t) I(Xie 2 - X2e~ ! )/(X2-X1) for t>td

- -I for t<td

The equation for the renogram is given by

r(t) - K^O^t) + Q2(t) + Q3(t)J

(5)

(6)

(7)

(8)

(9)

where g is the fraction of the plasma pool within the detector's field of view
and K is the gain of the detector (see Fig. 1). Substituting Eqs. 5-7 in Eq. 9,
we have

r(t) - KI

KI

-(t-td)/tp -(t-t^/tn,
V - Vs U-fOe- '̂ for t>td

fcp - fcm

i-Ci-H.-'M for t£td

(10)

where tp • 1/X^ is the plasma clearance time constant and t^ «• 1/X2 is the mix
ing pool time constant. The terms K and I affect the magnitude of the renogram
but not its shape. We will be using factor analysis only to identify shape,
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as magnitude information is readily available from summed images of a dynamic
study, and we may therefore ignore K and I. We thus have a general expression
for the renogram in terms of the four physiological parameters tp, tm, td and
3.

A set of 512 curves was generated by Eq. 10 using all possible combina
tions of the four parameters, where these parameters were allowed to take on
the following values:

tD - 2A"2 min A= 2,3,4,5,6,7,8,9
LP

tm = 2B~2 min B= 0,1,2,3,4,5,6,7

td = 2C~2 min C= 2,3,4,5

3 - .1 D D - 1,2

This set was observed to span the entire range of renograms likely to be en
countered clinically. Each curve was assigned a four-digit code ABCD, where
the digits identify the parameters according to Eq. 11 (e.g., curve 6232 has
parameters tp = 16 min., tm = 1 min., td = 2 min. and 3 = .2).

Background time-activity curves will be obtained when imaging non-renal
portions of the abdomen. The corresponding curves are derived from Eq. 5:

-A]t -t/tp
r(t) - K3Qi(t) = KBle = Kgle (12)

Since we are again only interested in curve shape we can ignore K, 3 and I.
The background curves are therefore functions of the single parameter tp.
Eight background curves were generated by Eq. 12, and each was assigned a code
A000, where integer A identifies the value of tp as in Eq. 11.

Upon visual inspection of the 512 renogram curves, 162 were selected as
curves that might occur clinically. Of the eight background curves, only the
five for which A>5 were felt to be likely to occur clinically. The renogram
data base should be somewhat representative of the relative frequencies with
which the various curves will occur, and since in functional imaging the major
ity of curves encountered will be background curves, it was decided to include
each background curve A000 as many times as there were renogram curves with
first term A, with the restriction that A>5. This resulted in 137 background
curves, which together with the 162 renogram curves form the data base for this
study. Each curve in the data base was normalized to unit area by dividing
each of its terms by the sum of the terms. Examples of eight of these curves
are given in Fig. 2.

FACTOR ANALYSIS

We are given m renogram curves in the data base (henceforth the word "reno
gram" will apply to both renogram and background curves, unless otherwise indi
cated). We represent each by an n-dimensional vector ry = \r£j] (x=l,..,n),
where n is the number of time intervals during which the renogram is evaluated,
and the xX.j are the values for each interval. Since each renogram has been
normalized to unit area we have E^r^y = 1- We define tav =1 lyry as the aver

age renogram. We form the set of shifted renograms ry = ry - rau (_/=l,..,m).
Next, the autocorrelation matrix C = [c^fc] (>t,fc-l,.. ,n) is formed, where
ci.k = ^irliTki' We comPute the orthogonal eigenvectors e*£ (£=l,..,n) of C,
normalized to be unit vectors and ordered by decreasing magnitude of the corres-
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9542
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Fig. 2. Two typical background curves and six typical renogram curves gen
erated by the four-compartment model, with their four-digit codes.

-485-



ponding eigenvalues. These vectors form a basis for n-dimensional space. Then
any normalized renogram r" has factors* f^ (£-l,..,n), where

**-<*- *«v>T-«£ (13)
Furthermore, r can be approximated by r*, the reconstruction using the first p
factors:

P

Z

£-1

The approximation improves as p increases and becomes an identity for p=n.

As an alternative, the autocorrelation matrix, the eigenvectors, and the
factors could have been generated from the unshifted renograms r. In this case
the equation for r* would have been given by

r

t* =I t£t (15)

It is found, however, that the term fjtj in Eq. 15 adds only about as much ac
curacy to the reconstruction of r as the term rav in Eq. 14, so that one needs
to use one less factor with Eq. 14 than with Eq. 15 to obtain comparable accu
racy. It is desirable to reduce the number of factors to achieve computational
efficiency. Also, statistical noise in the reconstructed renogram increases
with the number of factors, as shown below. The approach employing the shifted
renograms (Eq. 14) is therefore preferred.

Since the curves in the data base contain little high frequency information
they can be coarsely sampled with little loss of information. Each curve was
therefore subdivided into sixteen one minute intervals and was represented by a
vector r- [rj (-C-1,.. ,16), where r^ represents the area under the curve for
the l-t\\ interval (as determined from integrals of Eqs.^10 or 12 with respect to
t) and Iry = 1. From these vectors the average vector r"av was determined and
the other steps described above were carried out, yielding sixteen 16-dimensional
unit eigenvectors e;. Figure 3 shows ray and the first three eigenvectors.

The sixteen factors fo were computed for each renogram in the data base.
It was generally found that the higher the factor number, the smaller the mag
nitude of the factor. For each factor number I the mean value of the magnitude
of ia for 162 renograms, |fp\, was determined. This value is plotted as a func
tion of I in Fig. 4.

ERROR IN FACTORS

Let r = [ry] be a renogram generated by Eq. 10 and normalized so that
Er- = 1. Its £-th factor f» is given by Eq. 13. We first wish to determine
the error in f» when noise is introduced into r.

For some large integer N let R= [RJ - [Nr^J be the N-count noiseless
renogram corresponding to r. We introduce noise by defining the Poisson sto
chastic process R- [Ej, where E{R^} =VaHfc^} - R^. The notation Xindicates

*?-*«.♦.*« A <U)

*The terminology of factor analysis is somewhat confusing. We will refer to the
vectors as "eigenvectors" and their weights as "factors". Harman1 calls theij
"factors" and "factor loadings", respectively, while Di Paola and Schmidlin
refer to them as "G-factors" and "F-factors".
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Fig. 3. Average renogram and first three eigenvectors for 299 curves in
renogram data base.

i 1 1 r-
'
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Fig. 4. Mean value of magnitude of l-th factor (solid line) and mean value
of standard error of t-th factor (dashed lines) over 162 renogram curves, for
first eight factors. Value of N is total counts in renoeram.
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that X is a random variable, E{ } is the expected value operator, and Var{ } is
the variance operator. We normalize t by letting t = [rj = Lg^/Ni where
N - Er^. Then

E{r^_} = E{R^}/E{N> - R^/N = r^

Now since Var{x/X} =(VV^W* + (ay/uy)2l Provided that ax«yx and
a «u , we have

VaHr^} = r/(l/R^ + 1/H) = r^(l + r^/N (16)

Now the £-th factor f^ of f is given by

h - ot - ^)T-^ (17)
Then E{f£} = (E(|} -rav)T.^ = (r" -r^)1.^ -f£ (18)

And Var{f£} =Var{FI£} =Var{E^e^} =E^e^2Var{r-}
since r^ and r; may be considered uncorrelated for 14j (they are very weakly
correlated through N). Applying Eq. 16,

Var(f£} *Exe^(l + r^)/N (19)

Then Of/, the standard error of f£, is the square root of this.

The value of Of» was computed for each renogram for each factor number £,
for several values of N. It was found that for a given N there was little var
iability in af£ for different I or for different renograms. The average value
of Ofn over 162 renograms, designated by Of£, is plotted in Fig. 4 for each I
and for N«=1,000 and N=10,000. Note than when N=1,000 the value of af£ exceeds
the average magnitude of f£ for factors beyond the second, and when N=10,000
this occurs for factors beyond the third. One would expect that these higher
numbered factors would add more error than information in the reconstruction of
renograms. This proves to be the case, as is shown below.

ERROR IN RECONSTRUCTION OF RENOGRAMS

For the noiseless normalized renogram "£ the reconstruction from p factors,
r*, is given by Eq. 14. For the corresponding noisy normalized renogram $ gen
erated from a renogram with N expected counts, the reconstruction from p factors
is given by:

P

En - rav \\hh (2o)

We are interested in determining how well r is approximated by r . We define
the error in r* as

«P- ii;-*i/i*i (21)
and let 6 = E{6 }. We wish to determine how 6 behaves as a function of p and
N. From Iq. 21,

E(6p2} =E{||J - r12}/|r-|2 =E{ | (J* - **) +(*J - ?)|2>/|*|2
=E{|?;-^|2}/|r|2+ |t;-?|2/|?|2 (22)
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since E{rp} - r"p, as follows from Eqs. 14, 18 and 20. From these same equations
we have

E{|r"* -r-*!2} =E{ E(f£ -f£)2} =I VaHffc} (23)
~F K 1=1 " £=1

Using Eqs. 14, 19, 22 and 23 we have

E*£p >aT+]T
n

| E Ee^ Ud+r^) +|Efiti-d-l^)
N£=l .*>! £-1

(24)

Then 6p - E{6„} is approximated by the square root of Eq. 24. This is reason
able, for even when <5p is small 6p must always be positive or zero by Eq. 21.

It is seen from Eqs. 22 and 24 that there are two components to 6p, the
expected error in fp. The first term represents the error due to statistical
noise in r£, and decreases as N, the number of counts used to produce r, increas
es. The term increases, however, as the number of factors (=p) increases. The
second term represents the accuracy of the noiseless reconstruction rp, and de
creases as p increases.

The value of 6p was calculated for each renogram for various combinations
of p and N, and the values for each combination were averaged over 162 renograms
to give ~5^. The results are shown in Fig. 5. As expected, for N=1,000 the most
accurate reconstructions are obtained when two factors are used, while for
N=10,000 a slight improvement is obtained by adding the third factor.

0.15 —

0.10 —

0.05 —

0.00 i—r
12 3 4 5 6 7

NUMBER OF FACTORS (p)

Fig. 5. Mean value over 162 renograms of expected error in reconstruction
of noisy renogram, as function of number of factors used for reconstruction (p)
and total number of counts in renogram (N).
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Fig. 6. Reconstructions of curves in Fig. 2 from two factors, with values
of error in reconstruction.
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Fig. 7. Distribution (among 162 renograms) of expected error in reconstruc
tion from two factors, for noiseless renograms and renograms containing 1,000
total counts.

It is anticipated that the renograms that will be used to generate function
al images will contain of the order of 1,000 total counts, and therefore two
factors should be appropriate. Reconstruction of noiseless renograms from two
factors are demonstrated in Fig. 6, along with the values of 62, the errors in
the reconstructed renograms, which are seen to be generally quite small. Figure
7 shows the distribution of the expected error among the 162 renograms for in
finite counts and for N=1,000. The presence of noise increases the error; nev
ertheless for N-1,000 the value of 62 is nearly always between 0.04 and 0.07,
which represents a reasonably good reconstruction.

ESTIMATION OF CURVE PARAMETERS

Since factor analysis enables one to identify curve shapes it can be used
to estimate parameters of curve shape. As an example, a method based on factor
analysis was devised for determining tmax, the time-to-peak parameter of a reno
gram, when the renogram is very noisy. This method was implemented as follows:

The ranges of the first two factors were determined from the renogram data
base. These were -0.08 to +0.10 for the first factor and -0.06 to +0.02 for the

second factor. Both ranges were sampled with a sampling interval of 0.25, giv
ing 72 values for the first factor and 32 for the second. Note that although
the range of f; was more than twice the range of f2» the same sampling interval
was employed for both, since the standard errors of f/ and f2 are about the
same, as shown in Fig. 4.
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For each pair of factor values the corresponding 16-interval renogram was
generated by Eq. 14. A cubic was fit to the renogram in the region of the maxi
mum, using a modified cubic spline techniquel2 and taking into account the fact
that the renogram values are interval rather than point values (a parabola was
fit when the maximum was the first, next to last or last term of the renogram).
Then t_ for the pair of factors was the x-coordinate of the maximum of the
cubic, with the restriction that 0<^max<16. This value was entered into a
72 x 32 table of tniax as a function of the values of the first two factors,
which we will call the factor table. This table can be used to estimate tmax
for a given noisy renogram in the following manner: The first two factors for
the renogram are determined by Eq. 13. The value of tmax is then found from
the factor table, using 2-dimensional linear interpolation.

An experiment was carried out to compare the accuracy of the estimate of
tmax obtained from the factor table with the accuracy of the estimates obtained
by direct inspection of the noisy curve and a smooth version of that curve.
This experiment was applied to each curve in the renogram data base in the fol
lowing manner:

For a given renogram ABCD the true value of tmax (found analytically from
Eq. 10) is:

„ tptm
cmax -—-

tm_tp
ln{etd/t"-(l-B)a-^)}-^

tp tm
(25)

where the parameters are evaluated according to Eq. 11. For each background
curve A000 the true value of tmax is 0. The corresponding 64-interval curve
vector "f was generated from an integrated form of Eq. 10 or 12 and normalized so
that the sum of its values was unity. One hundred random renograms R were gen
erated for "£, with N-1,000, by letting £ - [k£) - [NrJ (X=l,..,64) and replac
ing R^ by random numbers R£ such that E{R^} = Var{R^} = R^, using a Gaussian
random number generator.

For each %the value of tmax was found by direct inspection. A smoothed
renogram was then generated by applying a seven point smoothing algorithm (based
on the binomial distribution) to K, and its tmax was found by direct inspection.
Then It was compressed to a 16-interval vector and normalized by dividing each
value~by the total counts in %, factors fj and f2 were found for the normalized
vector by Eq. 13, and the estimated value of tmax was obtained from the factor
table by 2-dimensional linear interpolation.

Figure 8 shows the mean and one standard deviation range of the estimates
of tmax obtained by each of these approaches together with the true value of
tmax. for eight selected curves, where N=1,000. The entire process was repeated
for N=10,000and these results are shown in Fig. 9. The mean estimate of tmax
from the factor table was, on the whole, little better than the mean estimate
obtained by inspection of the unsmoothed and smoothed curves. The factor table
method was, however, much more effective than the other methods in reducing the
variability of tmax-

The results shown in Figs. 8 and 9 are representative of the results for
all 162 renogram curves and the five background curves. For N=1,000 the mean
estimate of tmax bv the factor table method was better than the mean estimates
by the other methods about two-thirds of the time. For N=10,000 it was better
about one-third of the time. The standard error was smaller for the factor
table method in nearly every instance, and significantly smaller in most instan
ces. In one situation, however, the factor table method occasionally gave mis
leading results. When the true renogram was fairly flat with an early peak the
corresponding noisy renogram would sometimes be mistaken for a background curve.
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Fig. 8. True value of tmax and estimates for noisy curves obtained by three
methods: direct inspection of unsmoothed curve, inspection of curve smoothed by

weighted seven point smoothing, and factor table method. One hundred random
curves, each with 1,000 expected total counts, were generated for each curve in
Fig. 2 and mean value and one standard deviation range of estimates of tmax were
determined for each method.
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-494-



With regard to computational efficiency, the most efficient method was, of
course, direct inspection of the unsmoothed curve, as it required only compari
sons. The factor table method was much more efficient than the method of

smoothing followed by inspection, as it required only 54 multiplications to
identify tmax (16 to normalize the renogram, 32 to compute and two to scale the
two factors, and four for 2-dimensional interpolation), while seven-point
smoothing of a 64 interval renogram required 262 multiplications (256 for
smoothing plus six to adjust each of the outer three values). The cost of gen
erating the factor table may be ignored in this comparison since this need only
be done once.

DISCUSSION

Factor analysis provides an economical means for describing the observed
values of highly correlated variables. We can consider a renogram evaluated
during n time intervals to represent one set of outcomes of n variables. In
general, given a collection of n-dimensional vectors, each representing a set
of outcomes of n variables, one extracts the eigenvectors of the autocorrela
tion matrix, which form an ordered set of orthogonal basis vectors that span n-
dimensional space. According to Metzl3 this basis set is optimal in the sense
that for any p£n, of all possible p-dimensional subspaces the one spanned by
the first p basis vectors is the one that best fits (in the least squares
sense) the original collection of vectors. Now when the n variables are highly
correlated the original vectors will be nearly completely included in some p-
dimensional subspace of much lower dimension than n. Then each of these vec
tors can be nearly exactly reconstructed as a linear combination of the first p
basis vectors, and therefore can be described by the p numbers (the so-called
factors) which are the weights applied to the basis vectors. Thus the number
of numbers required to describe each vector is reduced from n to p.

In the present study each of the renograms can be described rather well by
only two factors, since it can be reconstructed fairly accurately from these
two factors by Eq. 14, as is illustrated in Fig. 6. Moreover, two does appear
to be the optimal number of factors for approximating noisy renograms where the
total number of counts is of the order of 1,000. This is fortunate, for compu
tation time increases linearly and memory required for storing a factor table
increases nearly exponentially with the number of factors.

Factor analysis can be used for cataloging renograms. Schmidlin et al.^
have shown that certain ranges of factor values are associated with pathology.
It may be possible to refine this approach so that certain combinations of fac
tor values imply specific types of abnormalities (e.g., obstruction or impaired
renal function).

The factor table method described here offers an efficient means for esti

mating parameters of renogram shape in the presence of noise. This method
should be useful for generating functional images. The parameter tmax» the
time to maximum value^ has been found to be a useful indicator of unilateral
renal artery stenosisi , and has been used for functional imaging-* »1 . The
present study has shown that the estimates of tmax by the factor table method
are as accurate as those obtained by direct inspection of the unsmoothed or

smoothed renograms, but are much less sensitive to noise. Functional images of
tmax based on these estimates should therefore be as accurate but less noisy
than functional images obtained by other methods. A likely explanation for the
noise reduction obtained by the factor table method is that this method fits
the entire curve, while the other methods concentrate on a small portion of
curve and are therefore more subject to noise. It is anticipated that other
parameters of renogram shape, such as those reflecting washout from the kidneys,
will similarly demonstrate the advantage of the factor table method.
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Another potential application of factor analysis is in the identification
of different functional components of the dynamic renal image (i.e., background,
renal cortex, renal pelvis, bladder). This is currently being done by the te
dious process of inspecting the images and manually flagging these components.
The renograms generated from each component will often contain more information
than the total renogram16-!9. Halko et al.20 have elegantly demonstrated that
factor analysis with varimax rotation can identify discrete functional compon
ents within each kidney. One would expect their method to be very slow, es
pecially if the number of renograms to be analyzed is large (see Harman , p.
291). Wiener et al.2l have demonstrated a more practical approach, in which
the various functional components are identified by determining the rate of
change of radioactivity concentration in each region of the image during selec
ted time intervals. This method requires least squares fitting of lines to
segments of the renogram curves. Factor analysis should accomplish this end
more rapidly and accurately by associating renogram shapes with functional com
ponents. It will probably be desirable to use magnitude information (obtained
directly from a summed image) together with shape information (obtained through
factor analysis) in identifying the functional components of the image.

Several remarks about the renogram model are in order. A four-compartment
model was used because it permitted the generation of renograms from only four
parameters of renal function, and because it permitted the explicit solution
of the renogram equation (Eq. 10) and the equation for tmax (Eq. 25). The clin
ical situation is more accurately described by the seven-compartment model of
DeGrazia et al.6. This model contains three additional compartments, which are
indicated by dashed lines in Fig. 1. If the extravascular pool had been in
cluded in the present model, the peak of each curve would have been slightly
lower and the terminal portion of each curve would have been slightly higher.
The second renal mixing and renal delay pools would have had no effect on reno
gram shape if the two kidneys functioned equally or one did not function at
all; otherwise they would have modified the shapes of the curves slightly. Be
cause these differences are small the curves generated by the four-compartment
model are sufficiently similar to real renogram curves, especially in the pres
ence of noise, that the model suffices for the theoretical study carried out
here. When applying factor analysis to clinical data, however, it would pro
bably be desirable to construct the renogram data base from real curves as
Schmidlin et al/ have done, or from curves generated by the more accurate model
of DeGrazia et al.6.

CONCLUSIONS

Factor analysis can be used to identify renogram shapes and extract curve
parameters in the presence of noise. When total counts per renogram are of the
order of 1,000 the optimum number of factors is two. A proposed method for es
timating parameters of noisy curves by means of a factor table appears to be
well suited for the generation of functional images of the kidneys, as it is
accurate, efficient, and relatively insensitive to noise.
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DISCUSSION:

Pizer asked Oppenheim if he used 16 element vectors to describe his reno
gram curves rather than 64 or 128 elements and asked further if the size of
the renogram vector affected the analysis.

Oppenheim stated that he felt that most of the information in a Hippuran
renogram is present in the low frequency data components. Compression to 16
elements effectively reduces the contribution of the high frequency information.
The high frequency component, however, is probably obscured by noise, anyhow, so
he did not feel that much of the usable information is lost. Dr. Schmidlin

has shown that the values of the main two factors stay relatively stable when
the number of elements in the renogram is increased from 16 to 64 or more.

Britton stated that the most important use of this type of classification
technique is in determining which regions of an image are background and which
are not. When this technique is used to describe the function of the kidney
on a pixel by pixel basis, however, he questioned the physical significance
of the results. In an organ which is composed of tubes running in all directions
and in which vessels, nephrons, and collecting tubules may all be included
in a single pixel, it is clear that the information in any small region is
very difficult to interpret.

Oppenheim responded by saying that he was led to this area because the
generation of regions of interest over the kidney and background is a very
tedious process, and he was hopeful that factor analysis would provide a
means to automate region of interest selection. He stated that he assumed
that these parameters had no physical meaning but thought they should allow
one to separate background from kidney and perhaps renal pelvis from cortical
regions. This technique should also be valuable for producing functional
images from tables of factor versus functional parameter relationships.
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ABSTRACT

With the aim of developing quantitative methods to aid
the assessment and prevention of stroke, a new non-invasive
technique using 99mTc albumin for the simultaneous assessment
of the character of carotid artery flow and the measurement
of regional cerebral flow is presented. The practical, theoreti
cal and experimental basis for distinguishing between non-turbu
lent and turbulent flow in carotid vessels is described. The
method depends on deconvolution analysis and estimates of errors
are given. Regional cerebral flow in millilitres per minute
is measured by dividing regional cerebral blood volume by reg
ional mean transit time, both being assessed independently.
The advantage of this technique over the 133Xenon methods are
described and useful clinical results have been obtained.

INTRODUCTION

The incapacitating effects of a stroke on a patient and
his immediate associates makes the search for any aid to the
prevention of strokes, an essential community and medical prior
ity. Progress in the understanding and management of transient
ischaemic attacks, a forerunner of many strokes has been hampered
by the lack of reliable quantitative non-invasive methods for
screening patients with suspected cerebrovascular disease.
The main aetiology of many transient ischaemic attacks is embolism
of fragments from atheromatously narrowed carotid and vertebral
arteries. Such narrowings of these vessels are due to atheroma
and evidence favours the concept that turbulence of flow in such
vessels may be both atherogenic and embologenic. For example,
the bifurcations of vessels are sites of turbulence and the
usual site for atheroma. Turbulent flow is associated with
eddy formation which helps to deposit material on or allow
diffusion into a vessel wall. Turbulent flow is also associated
with vortices which can contribute to the excoriation of dep
osited material from a vessel wall. During twisting movements
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of the head and neck it is likely that the relative sites of
eddies and vortices will alter.

Brice et al. demonstrated in man that a significant pres
sure drop in a carotid artery only occurs with a 'critical'
stenosis, that is one with an 80% or greater degree of stenosis.
Carotid stenoses, having less than this haemodynamically critical
degree of narrowing, are common, as are transient ischaemic
attacks. It is postulated therefore that sub critical stenosis
may induce turbulence and that this is the critical change that
leads to the transient ischaemic attack. It is further post
ulated that detection of changes in the character of flow in
major vessels such as those due to turbulence would be useful
in following the natural history particularly in high risk groups
e.g. young hypertensives and the effectiveness or otherwise
of therapy. An attempt has been made to develop a non-invasive
technique called carotigraphy2 for the objective assessment
of the character of carotid flow.

It is evident that whatever the changes in carotid and
vertebral flow that are demonstrated, their effects are some
what reduced by the presence of a functioning circle of Willis.
Since this gives rise to three major arteries to each hemisphere,
it would appear to be appropriate to combine with carotigraphy,
a non invasive measurement of cerebral blood flow to these six
regions. This paper reports the first quantitative combined
measurements of carotid and cerebral flow. The paper outlines
the progress so far, the technical pitfalls and the problems
of interpreting the results in a clinical context.

Whereas cerebral blood flow - in fact cerebral perfusion
in millilitres per minute per 100 grams of tissue - has mainly
been measured using inert radioactive gas techniques with either
their intraarterial injection3, inhalation4 or less reliably
intravenous injection5, our technique is designed for the use
of a non diffusible indicator to give measurements of actual
regional cerebral flow in millilitres per minute. Apart from
the practical problems of the 133xenon washout technique, there
are certain important theoretical objections^. The principles
of Xenon^-33 washout are outlined below :

Cerebral blood flow = Volume . Rate of washout, A
CBF = V . X

V = Volume of distribution.

Since V depends on the partition of Xenon between
tissue and blood, then vXenon= v • p

P = Partition coefficient for Xenon

Using Xenon
CBF/ ml/min = V . P . A ml/min

Cerebral Perfusion, CP = CBF/unit weight of tissue, w

pp = CBF = V . P ,\ml/min/gram
w w

Now w/V = densityp grams/ml
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p X \CP = =—i-i = P .A , for p=l

From this formulation it can be seen that firstly although
the actual measurement is of X whose units are Sec~l, by the
introduction of density and setting its value to unity the
extra dimensions of ml. gram-1 are introduced. Secondly since
CP = P xa, an assumption that P is constant has to be made
for CP to be directly proportional to,X. In health, this may
be true for white and grey matter but there is no evidence to
show that it holds true in disease. Thirdly it is assumed that
the volume of distribution of Xenon is not only constant but
occurs virtually instantaneously through the whole brain, yet
it is not at all clear how much Xenon actually enters grey and
white matter and whether the amount in neuroglia differs or not
from that in nerve tissue. The assumption of free diffusibility
of Xenon into brain appears to be made on the basis of the obser
ved free diffusibility of Xenon from skin and muscle. As Olendorf?
has re-emphasised? the structure of the endothelial lining
of cerebral capillaries is quite different from that of other
capillaries. The blood brain barrier is both a physical entity,
in that cerebral capillaries do not have fenestrations or pores;
and physiochemical entity with differing modes of transport
for polar and non polar substances. These fundamental problems
overshadow the numerous sources of systematic error of the Xenon-*-33
washout technique.

An alternative method for cerebral blood flow measurement

has been implemented. It is based on the measurement of fract
ional cardiac output to the cerebral region of interest and
this technique has essentially the assumptions inherent in deter
mining cardiac output using an external detector system. These
latter are minimised by maintaining the same geometrical detector-
patient configuration during the first pass and the equilibrium
phases of the measurement as with the measurement of cardiac
output.

MATERIALS AND METHODS

Carotigraphy, Apparatus and Technique

In order to monitor the flow characteristics of the carotid

arteries from the aortic root to the internal carotid in the

cavernous sinus, a pair of externally placed scintillation
detectors are positioned over the orbits collimated so as to
focus on each internal carotid artery in the cavernous sinus2^.
These detectors were designed by M.J. Myers. Each has a 7.5 x
2.5 cm crystal and a coverging collimator, 7.6 cm diameter at
the crystal face and 5 cm diameter at the front face. Each
contains 37 tapered holes with 1 mm lead septa and has a focal
point of 9 cm (Full width half maximum, FWHM, 14 mm). The crystal
is shielded with 3 cm thick lead and the photomultiplier tube
with 1 cm thick lead to exclude extraneous radiation when the

injection is brought to the patient's arm. The detector assembly
is mounted on one arm extending from a stand, and capable of
vertical, horizontal and lateral adjustments as well as rotation
along the horizontal and vertical axes. This allows the detect-
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ors to be positioned over the patient's eyes with the focal
Doints on each cavernous sinus. A third detector is mounted

on a mobile stand and is positioned over the aortic root at
the level of the second left intercostal space. It has a 5 x
2.5 cm crystal with a 4.5 cm long conical converging collimator,
diameter 4.5 cm at the crystal face and 2.4 cm externally, having
a central lead plug and 8 radiating vanes. Its focal point
is 7 cm (FWHM 10 mm). Each detector feeds signals into standard
international series electronic equipment feeding a chart recorder
and a paper tape punch. Data is accumlated at 0.3 second inter
vals.

About 30 minutes after 400 mg potassium perchlorate orally,
the patient reclines on a couch with its back rest elevated
to about 45°. With the patient's arm abducted, 12-15 mCi tech
netium 99m labelled albumin is injected intravenously in a volume
of less than 0.4 ml through a guage 16 cannula. The system
is arranged so that the bolus is introduced and followed by
20 ml 0.9% saline in one swift movement. The carotigraphy traces
on the chart recorder are analysed for the degree of asymmetry2.
The paper tape is fed into a Varian 620/L100 computer and decon
volution analysis is performed.

Cerebral Volume, Mean Transit Times and Flow

During brain scanning with Technetium-99m pertechnetate
given intravenously, many centres have used a gamma camera
to follow the progress of the bolus of activity through the
brain^ as a prelude to static studies. Moses et allO,ll favoured
the vertex view in order to separate the anterior, middle and
posterior cerebral artery distributions and obtained useful
qualitative results. Quantitation of vertex view regional cere-
bral blood flow has been described by several authors!2'1 »14,15>
None of these authors have made allowance for the effect of

variations in carotid artery flow and variations in the shape
of the input activity/time curves entering the brain. Goddard
et al-^ partially corrected for this effect by monitoring the
bolus of activity as it passed through the lung. By combining
carotigraphy with vertex view regional cerebral flow measurements,
we have been able to obtain by deconvolution analysis a rather
rigorous solution to this problem. The gamma camera is set up
over the vertex of the patient reclining at 45° and the special
lead shielding is fitted snugly to the neck and over the shoulders

The measurement of cardiac output using radionuclides is
well accepted. A first pass cardiac activity/time curve is
recorded by an externally placed detector and the curve is cal
ibrated by counting a blood sample at equilibrium and relating
its activity to the height of the activity/time curve at equili
brium. Flow in ml/min is then calculated as Volume/mean transit
time. Using the same approach a computer-linked gamma camera
is placed over the vertex of the patient's head and shielded
from the upper trunk. First pass activity/time curves are recor
ded simultaneously from usually 6 selected regions on interest
and from the whole vertex. An equilibrium image is recorded
at 2 minutes for one minute. At 3 minutes a blood sample is
obtained and then counted in a phantom under the camera.
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A blood volume VR, corresponding to each ROI (R) is calculated
from the formula:-

VR " —
NT

Nr (y e (t))

Where,

NR is the total counts within the region in a summed count
image formed by summation of the raw data over the period
of the first pass of activity.

NT is the total first pass activity.

E is the total counts in an equilibrium image recorded
between 2-3 minutes post injection.

S is the value of the counts/ml/min corrected for geometry
obtained from a plasma sample taken at 3 minutes post
injection.

E (t) is the contribution to the equilibrium image from
diffusion and is not truly zero for the 99mTc human serum
albumin used as the tracer in this study. 99mTc human
red cells will soon be used as a less diffusible and more
appropriate alternative. E(t) may be estimated by the
times series study or by a double radionuclide technique.
E(t) will increase with blood brain barrier disruption
and may be used as a measure of that disruption. Comparison
of a metabolically active tracer and a non-diffusible tracer
will lead to an estimate of metabolic brain activity separate
from blood.

The true mean transit time (TR) of each of six regions
of interest (ROI's) defined on a vertex view is calculated
as follows. Deconvolutions are carried out using the activity/
time curve from the aortic probe as the input function and each
ROI activity/time curve to give an impulse retention function
These functions are corrected for the transit times from the
aortic probe to each carotid probe. The functions are then
differentiated to obtain the transit time spectrum from which
the mean transit time TR may be calculated.

Before applying the deconvolution method, it is necessary
to determine the appearance times of the input/output curves
The curve obtained from the aortic probe contains a contribution
due to cross talk from activity in the superior vena cava and
the lungs. The leading edge of this input curve is linearly
extrapolated to remove this contribution17. A similar linear
extrapolation is carried out to obtain the appearance time
for the curves from the carotid probes and the vertex ROI's
A value for the appearance time on the vertex view is subtracted
from the mean transit times obtained by deconvolution for each
cerebral region to allow for transit between the aortic root
and the base of the brain. An alternative method for this
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Left ^ Right

Posterior

Volume Flow : ml/minute

Posterior

Total 1047ml/min

Diagrammatic representations of regional cerebral blood
flow in a man with bilateral carotid stenosis left greater
than right.
(a) Volume in ml
(b) Mean transit time in seconds
(c) Flow in ml/minute
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correction would be to use the convolution of the first peak
in the impulse response functions obtained for the carotid flow,
and the aortic curve as the input function for the cerebral
ROI's. However this would probably overestimate the width of
the true function because of the theoretical effects discussed
subsequently. The vertebral circulation constitutes a second
input to the cerebral system. This may be expected to show
as a second rise in the retention function. Any re-entry of
tracer to a ROI will have the same effect. In calculating the
mean transit time from the retention curves using equation (3),
'negative' transit times have therefore been ignored. Flow
in ml/rnin through each region of interest (FR) is then given
by FR = VR/TR. These flows are then corrected for the number
of elements in each pair of regions, front, middle and posterior.
Regional cerebral blood flow is obtained in millilitres per
minute and the data is displayed in diagrammatic form (Figure

1).

A limitation of the quantitative techniques at present
is imposed by the computer time required to carry out the decon-
volutions on a Varian 620/L100 minicomputer. Approximately
three hours per patient are needed and the calculations are
carried out on an overnight batch run.

For an immediate qualitative assessment of the study, use
is made of both a 'mean time' and an 'appearance time' functional
image. (a) Mean time image. The mean time, of the vertex activ
ity is calculated at each of the 64x64 pixels in the vertex
view and displayed as the intensity variable.

t =^> t. . N.
mean ^ _i l

% error

N.
l

L,

Where Nj_ is the number of events measured between the time
tj_ and tj__^.

The percentage error on the mean time arising from statisti
cal noise is also calculated at each pixel using standard error
formula and displayed as the intensity variable in an 'error
image' with highest intensity corresponding to an error of 10%.

H
ft*tf

N.
l

Ni) 2 N.

. 100

Within each ROI the statistical error on the mean time
is found to be less than 7% except for the peripheral boundary
regions where the error approaches 10%. Examples of a mean
time and error image are shown in Fig. 2. For a given input,
differences in mean time reflect differences in mean transit
time and the example in Fig. 2 shows definite evidence of asym
metry between the transit times in the two hemispheres,
(b) Appearance time image.
For each pixel, an appearance time is calculated using the
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alogrithm:-

appearance time = 2.t. - t.

where tj, t^ are the times required for the counts observed
to exceed i, \ of the maximum counts respectively.

An example of an appearance time image is shown in Fig. 3 (d)
and shows arrival of activity in the posterior before appear
ance in the anterior regions.

Application of Deconvolution Techniques to Blood Flow

The impulse response, g(t), for a system may be defined
as the observed output from the system arising from a unit im
pulse input. The output from the system, 0(t), arising from
a non-spike input, I(t), is then given by the convolution equat
ion :-

0(t) = |I( c-) . g(t -T) d r (1)

Application of this equation involves three main basic
assumptions:-

(a) Linearity of the system. (b) Stationarity. The impulse
response must not vary during the period of the study. (c)
The tracer must form a homogeneous mixture with the particles
being traced at the point of observation of the input.

The amount of tracer contained within the system, R(t), is
related to the input by a similar equation:-

R(t) I(t) . G(t - t) dT (2)
0

where G(t) is defined as the impulse retention function of
the system. This retention function is related to the impulse
response function by the equation:-

g(t) = - dG(t) (3)

dt

If the input along with either the output or the system
content are known, then deconvolution techniques can be applied
to determine the impulse response from equations (1), (2), (3).
The impulse response is a characteristic of the system under
study. In blood flow studies the impulse response may further
be related to basic parameters of flov/ such as the mean transit
time and mean flow rate. The relationship between these quanti
ties will depend on the type of flow predominating.

For the situation in which the tracer remains adequately
mixed with the fluid between the input and output regions,
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the impulse response is numerically equal to the frequency dist
ribution of transit times, h(t). The mean transit time, t, of
the system is given by:-

h(t) . t dt = Ig(t) . t dt (4)

and is related to the mean flow rate, F, and the volume of
distribution of the tracer, V, by the basic equation of indi
cator dilution theory1**.

F = V / t (5)

This equation applies both to flow in a single vessel and
in a vascular bed and will also cope with recirculation within
the system. The application of deconvolution techniques to cere
bral blood flow in this study and the calculation of mean transit
times and flow rates depends on the validity of the 'mixing'
assumption. Effective mixing is considered likely to occur on
account of the proliferative degree of branching and the complex
geometry of the vessels encountered in the cerebral circulation.

However, in the major arteries between the aortic root
and the base of the brain, blood flov/ is thought to be predomin
antly of the laminar flow type. Deviations from a classic Poise-
uille form will of course undoubtedly occur, for example a blunt
ing of the velocity profile due to the pulsatile nature of the
flov/ and a localised degree of mixing at the branching of the
carotid vessels.

For mean flow rates of the order of 20 cm/sec in a straight
tube, radial dispersion of indicator by diffusion"'can be neglected19,
Thus for the carotid flow studies it is therefore necessary
to consider further the consequences of incomplete mixing of
indicator across the vessel and in particular to determine the
relationship between the impulse response and the transit time
spectrum.

The frequency distribution of tracer transit times, h(t),
is defined as the flux of tracer particles crossing a plane
at the output region following a homogeneous unit impulse input
flux. For laminar flow the velocity at a radial distance r
is given by the equation:-

v(r) = u, 1 - rr (6)
L-

where u is the maximum axial velocity,
a is the radius of the vessel,

and n is the effective velocity profile number and is equal
to 2 for a parabolic velocity profile.

Following a unit spike input, the indicator observed in
the output region will be contained within the range r-i(t)-£r 4
r2(t).
The flux is given by:-
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h(t) = 2TTr . C(r) . v(r) dr (7)

where C(r) is the radial concentration of indicator in the
output region. For laminar flow, the concentration within the
leading and trailing edges of the indicator profile remains
constant, i.e.

C(r) = C for r1(t)^r ^r2(t)

0 for r < ri(t) , r> r2(t)

A mean velocity of the indicator particles observed within
the output region following a unit spike input is defined by
the euation:-

Jr . v(:

1' d]

v(t) = jr . v(r) dr

The amount of indicator within the output region, A(t), is given
by:-

A(t) = J2iTr .C .Aw dr
where Aw is the width of the observation region.

Hence, from equation (7),

h(t) = A(t) . v(t)

A w (8)

where A(t) is the observed amount of indicator in the output
region following a unit input flux. If complete mixing of
indicator across the vessel cross section is assumed at the

input region, the mean velocity of the particles observed there
is equal to the mean flow velocity, F. For a unit amount of
indicator at the input the observed amount at the output, the
impulse response, is then given by:-

g(t) = F . h(t)

v(t) (9)

where the width of the observation region at the input has
been taken equal to that at the output. (Note that for complete
mixing between the input and output regions v(t)=F and g(t)=
h(t)). Hence for laminar flow, deconvolution of the activity/time
(A/T) curves does not yield the transit time spectrum h(t)
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directly. However for a straight vessel of length 1, v = 1/t,
and the time dependence of h(t) may easily be determined. An
example of the functions g,h calculated for a parabolic velocity
profile, a mean flow velocity of 20 cm/sec and a vessel length
of 40 cm, is shown in Fig. 4a.

For flow in a straight vessel, the expression for the mean
transit time becomes1 -

g(t) dt

r .-1g(t) . t"1 dt (10)

This formula has been suggested by Lane and Sirs and
is applicable for a general form of the velocity profile. Equat
ion (5) is no longer valid due to imcomplete mixing of the tracer
between the input and output regions. The expression for the
mean flow velocity F may be derived from equation (6) and is
given by:

F = n . u = n . 1

n + 2 n + 2 t (11)
a '

where ta is the appearance time of the tracer at the output.

A further difficulty in interpreting the impulse response
obtained by the deconvolution technique arises if the tracer
is not homogeneously mixed across the vessel cross section at
the input observation site, for example in the case where laminar
flow has already been established. The convolution equation
in this situation may be written as:-

,t

0(t) = / )•!.(*) . g.(t -t) djd c~ (12)
Jf^c J J J

and g(t)
r

g,(t) dj (13)

where Ij(t) and gj(t) are the input and impulse response respect
ively for a laminar flow layer j. The mean velocity of particles
in each layer j is the same at the input and output and the
velocity ratio is unity, i.e. hj(t) = g-j(t).

In practice, using radionuclide techniques, it is not
possible to determine the variation of the input with radial
position as only the mean concentration is recorded. Application
of equation (1) will lead to a pseudo-transit time spectrum.
An example of such a spectrum has been calculated theoretically
and is shown together with the true transit time spectrum in
Fig. 4b. The main characteristic of the pseudo-spectrum is
that it consists almost entirely of a single very sharp peak.

Results of deconvolution of the A/T curves obtained in vivo
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from the aortic and carotid probes closely resemble this narrow
shape. Examples are shown in Fig. 5. Only the first peak
of the spectrum can be clearly identified with carotid flow
as later contributions may be due to circulation of the tracer
in the cerebrum in the field of view of the detectors. Prelimi

nary calculations using a comparison of the width at half maximum
suggest that these curves may be simulated by choosing a value
of n, the effective velocity profile number, in the range 3 -
4. An explanation of the narrowness of these curves in terms
of a broad velocity profile is thought to be more probable than
an alternative conjecture of a deviation from homogeneous mixing
in the region of the aortic arch. The determination of an effect
ive velocity profile number may in future provide a convenient
method of classifying these curves.

The basic aim of the carotid flow studies is to detect

alteration to normal flow patterns and in particular, the occur
rence of turbulence. The deconvolution technique in removing
the dependence of the output curve on the input and in separating
the cross talk from activity in the cerebrum, yields the impulse
response which should be more sensitive in reflecting this effect
than the original activity/time curves. Turbulence in laminar
flow can be expected to have two main effects. Firstly, indicator
near the walls of the vessel having a low velocity may be trans
ported to the central high velocity region. Secondly, the con
verse effect causing particles to move from the central high
velocity region towards the peripheral low velocity area. In
either case, the non-uniformity of flow velocity would be re
duced. The detailed shape of the impulse response obtained
distal to the site of the localised turbulence may be expected
to depend on which of these mechanisms predominates. These
effects have been demonstrated experimentally with a blood flow
rate of 20 cm/sec in a straight plastic-walled tube of diameter
0.7 cm. Two types of constrictions producing turbulence were
used:- (A) Cylindrical occluding 85% of the vessel, (B) A proj
ection of 1 mm. A/T curves were obtained from sites on both
sides of the constriction, and the results given by averaging
the curves from five experiments carried out under identical
flow conditions are shown in Fig. 6.

(A) The curve obtained distal to the constriction is con
sistent with streaming of the indicator through the remaining
annulus, i.e. increased velocity components appear dominant.
(B) The corresponding curve is consistent with some disturbance
of the highest velocity components. The effect of increasing
the uniformity of the flow velocity may be expected to reduce
the variance of the observed curves. The observation of reduced

variance and increased appearance times associated v/ith mixing
effects in predominantly laminar flow in 'in vitro' experiments
has been reported by Caro21. This effect of decreased variance
caused by turbulence in laminar flow conditions is opposite
to the expected effect in predominantly mixed flow conditions.
Here, turbulence acting as a randomising effect might theoreti
cally, applying a random walk model, be expected to increase
the variance. Thus the resulting effect is likely to depend
on the degree and extent of the turbulence as well as the pre
dominant flow mode. The degree of turbulence might in turn
be expected to vary with the nature of the projection producing
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it. It could be postulated that a smooth projection, e.g. a
pure atheromatous plaque would cause a narrowing of the impulse
response, whereas a plaque which had ulcerated with a clot
attached would lead to a greater degree of dispersion and be
demonstrated as a widening of the impulse response.

Clearly in order to test these hypotheses, further in vitro
experiments are needed to simulate these effects under controlled
conditions of flow. The ultimate value of the carotid flow

studies will only be capable of assessment after a long series
of patient studies and correlation with evidence obtained at
surgery.

Deconvolution Method

The method used in this study is of the Point-by-Point
type in which the impulse response is not constrained to take
any preconceived form apart from the exclusion of negative
values. This type of method was preferred by Gamel et al22
in a comparative study of deconvolution methods as applied to
the determination of the impulse response from indicator-dilution
curves.

The particular iterative technique used here is based
on a Monte Carlo principle. The function g(t) is expressed
as a set of estimated values Y(n) along with a set of estimated
errors E(n), where

n = 1,2 ,m

1 + t - t
a

and ta is the appearance time of the tracer at the observation
point of the output curve. The method consists of a search
for better estimates Y(n) consistent with a reduction of the
Chisquared value formed from the reconvoluted output and the
observed output. By definition, each individual value Y(n),
must lie within the interval 0«Y(n)<l. Each estimate, Y(n),
is chosen as the most probable value of the random variable
x in a theoretical sampling distribution Sn(x), defined in the
interval 0 ^ x -•=> 1. The normal distribution is chosen as the
form of S (x) and the value Y(n) is then the mean (u. ) of this
distribution and E(n) is chosen as the standard deviation ( c ).

A pseudo-random number generator is used to sample the
distributions Sn(x). The current sample values are then used
in the calculation of the current chisquared value. A value
lower than the previous value causes the sample value to replace
Y(n) and the distribution Sn(x) is moved so as to be centred
about the new value. A higher chisquared value causes no change
in the position of Sn(x). Each individual distribution Sn(x)
continues to be sampled as long as new estimates of the particular
Y(n) are being obtained. Five successive failures to obtain
a better estimate causes the program to proceed to the next
distribution (n->n+l). At the end of each cycle, the current
values of E(n) are reduced by a factor 0.5 within the range
0.8 ^E(n)« 0.01. Also after each cycle a simple (1,2,1) smoothing
of Y(n) is carried out and the resulting values subjected to
the above chisquared test. This is an empirical attempt to
take into account the correlation between the Y(n) values.
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The current value of chisquared is displayed on the visual dis
play unit of the computer and the program can be terminated
automatically after a fixed number of cycles or by operator
intervention.

22
It has been pointed out that in the presence of statisti

cal noise, comparison of the reconvoluted output with the actual
output is not a sufficient guarantee of the accuracy of the
determined impulse response. It is necessary to carry out noise
simulation studies to obtain a measure of the accuracy of any
particular deconvolution method.

To carry out such checks, a theoretical input and impulse
response curve have been chosen of a form resembling the experi
mentally encountered functions.

Since the aortic probe curves have high statistical accuracy
compared with those obtained for each cerebral ROI, noise has
been added only to the output curve. A pseudo-random number
generator was used to simulate statistical noise using a gaussian
distribution with width proportional to the square root of the
value of the curve at each point. Varying noise levels were
obtained by altering the total area, A, under the output curve.
The output curve had 90 data points and the true impulse response
had 8 points. Deconvolutions were performed for a specified
maximum number of parameters m = 8,9 ,20.

The accuracy of the resulting impulse response has been
assessed in terms of a percentage error in each of the moments -
mean, variance, skewness - and also by calculation of a chisquared
value formed between the derived and theoretical impulse response.
The results are summarised in Table 1.

Table 1. Results of Tests of the Monte Carlo

Deconvolution Technique using Simulated

Statistical Noise

Chisquared/ % Error on
Area A Deg. of Mean Variance Skewness
(counts) Freedom

m=9, m=20, m=9, m=20, m=9, m=20, m=9, m=20

1

104
104
10*
10^
10^
io;
10^

8.2 9.0 -0.6 -2.1 + 18.7 + 43.6 +188.2 +460.7

5 30.2 7.9 -1.5 -3.1 + 15.6 +33.2 +244.7 +430.1

2 17.1 4.6 -3.5 -4.0 + 11.4 +32.7 +194.7 +300.0

1 16.2 8.0 -5.2 -6.5 + 9.2 +29.3 + 70.8 +378.9

5 8.0 39.3 -7.5 -7.7 +20.1 +60.4 +277.1 +567.3

2 28.0 64.3 -21.4 -27.0 -27.3 -12.8 - 81.5 + 34.87

1 39.5 82.9 -26.6 -28.9 -36.8 -29.5 - 68.5 - 16.60

5 104.8 165.0 -42.4 -43.5 -60.3 -45.8 - 90.1 - 34.2
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The rC test shows good agreement for A ^ 10 (maximum
height of output curve = 273.) In the range A > 104, the error
on(t - ta) is less than 7%. The error on t is determined mainly
by the error in calculating ta. Study of the results for the
variance, V, and skewness, S, shows a dependence on the number
of 'redundant' parameters m>8 in the spectrum. In practice
for the carotid studies, it is probably possible to determine
m visually to within a couple of points before calculating
S,V. These results of the simulation studies enable errors
on the derived impulse response to be estimated from a knowledge
of the level of statistical noise present on the original data.
In practice, all the A/T curves in the study have an'area »
104.

CLINICAL RESULTS

57 patients with cerebrovascular disease were studied.
In the first series of 27, only an index of the regional cerebral
blood flow was estimated. The mean time of the first pass
activity/time curve was used instead of the mean transit time
of the region of interest; and an index of volume was obtained
from the equilibrium image. This series, as well as giving
semi-quantitive and qualitative results, helped to establish
the feasibility of the technique, to improve the positioning
of the patient relative to the detectors and to test changes
made to the lead collar which shields the rest of the body
from the gamma camera positioned over the vertex.

The results presented here concern 28 ambulatory patients
with moderate cerebrovascular disease. In this second series
the full technique was applied. Six of these patients were
studied with 10-15 mCi 99mTc sodium pertechnetate, with one
technically poor result. Results for volume and flow are
given in Table II. The other twenty two patients were injected
yymTc human serum albumin as a less diffusible indicator.
Some results were not obtained in 3 patients due to technical
problems and this accounts for the variation in numbers of
patients given in Tables II-V.

As examples of the clinical usage, two case histories
are briefly described. A man of 56 with moderate hypertension
under medical control had a left hemiparesis of sudden onset
which recovered within 24 hours. His cerebral flows were
measured two days later. He was well for nine weeks and then
collapsed with a severe right hemiparesis with dysphasia.
His cerebral flows were re-measured a few days later. These
results are shown in Table VI. The changes in regional cerebral
flows are appropriate to the clinical findings.

A man of 47 developed a subarachnoid haemorrhage without
lateralising or focal neurological signs. Carotid angiography
showed an anterior communicating aneurysm. After this he
developed a severe right hemiparesis. Cerebral flow studies
were undertaken two days later to see if his regional and total
cerebral flows were reduced, Table VII. The reduction in left
frontal and middle flow is seen in the presence of a normal
total flow.
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Table II. Cerebral flow: Comparison of Pertechnetate

with Technetium Albumin

Type of
Injection

99m Tc TcO,

No. Volume

ml

Mean Range

No. Flow Mean Tran-

ml/min sit Time
Mean Range sec

99m Tc albumin 22

257 155-408 4 3996 2956-4845 3.859

141 99-256 19 2578 1209-4111 3.282

Table III. *Estimate of 'Normal' Values from Patients with

Cerebrovascular Disease

Side No. Mean Range Side No. Mean Range Total Mean

Frontal Right 14 313 184-439 Left 14 318 157-664 R+L 631
Middle Right 7 749 366-1044 Left 7 725 349-887 R+L 1474
Posterior Right 12 418 210-646 Left 12 433 251-710 R+L 851

Total Right 33 1480 ml/min Left 33 1476 ml/min R+L 2956

* Patients with total cerebral flow greater than
1500 ml/min. Left/(Left + Right) value is within
40-60% for each region, 99m Tc albumin only.

Table IV. Asymmetry of Regional Cerebral Flow in 19 Patients

with Cerebrovascular Disease

Frontal

Middle

Posterior

Number of patients

2/19
10/19
7/19

Range of variation
Flow ml/min % asymmetry*

69- 861

135-1044

61- 651

+ 11-19%
+ 11-27%
+ 12-21%

* The range of regional variation is expressed as
(flow on one side as a percentage of total) which
3 outside the normal range 50% +_ 10%, taking
toTc albumin studies only.91
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Table V. Carotid Flow Characteristics in Patients with Cerebrovascular Disease

Type of
injection

99m,
Tc TcO,

99mTc Albumin

No of

patients

21

Order of variation

Range of values 0.3 sec recording time
variance skewness kurtosis

L 0.486-4.381

R 0.499-1.018

L 0.253-4.702

R 0.423-4.506

0.056-2.385

0.015-0.944

0.005-5.863

0.005-8.260

0.486-20.33

0.100-3.086

0.075-52.86

0.133-54.53

2-20 times 6 - 1000 times 3.0 - 700 times

Mean transit

time (sees)

6.44

5.63

4.85

4.66



Table VI. Change in Flov/ with two Cerebrovascular Episodes

in the same Patient

Left transient hemiparesis Right hemiparesis
8.3.77 17.5.77

Mean Frontal L 1.4 5.2
transit R 1.6 4.3

time

ROI Middle L 1.1 4.3
Sees R 27T TTS

Posterior L 1.5 4.1
R 2.7 2.7

Frontal L 6 15
R 10 20

Volume

of ROI Middle L 14 23
ml R T3 30

Posterior L 14 26
R 15 19

Frontal L 297 185
R 304 262

Regional
flow Middle L 900 349
ml/min R "4~5"5" SUS

Posterior L 5"S7 326
R 299 420
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Table VII. Regional Cerebral Flow after Subarachnoid Haemorrhage

with Right Hemiparesis

Frontal

Middle

Posterior

Total

Mean transit time Volui

sec ml

L 3.25 15.2

R 2.44 15.1

L 3.18 30.7

R 1.50 29.8

L 4.73 26.0

R 4.09 24.9

L + R 141

Flow Flow

ml/min % Total

280

372

580

1190

330

365

3087

35

33

47

DISCUSSION

From the multitude of studies with inert gases of total
cerebral perfusion a value of 55 ml/min/100 grams of tissue
has been given as normal24. For 1500 gram brain, this gives
the rather low value of 825ml/min whereas cerebral blood flow
is usually thought of as being about 20% of a cardiac output
e.g. 1200 ml/min. Our results with Tc albumin of 2956 ml/min
flow, Table III, and with Sodium pertechnetate of 3996 ml/min,
Table II are evidently high. However they cannot be said to
be representative of the healthy middle aged population since
they are taken from ambulant patients with known cerebrovascular
disease. In such patients the blood brain barrier may well
not be intact even for Tc albumin. A mean volume of distribution

for sodium pertechnetate of 257 ml and a mean cerebral blood
volume of 141 ml were obtained, Table II. These values include
the sagittal sinus. These may be compared with the value of
5% of brain weight given by Zilkha25 evaluated using an xray
CAT scanner technique. This value is equivalent to 75 ml for
a 1500 gram brain. Work is in progress using red cells firmly
labelled with 99mTC an(j we expect its mean transit time and
the measured volume of distribution to be less than with Tc

albumin but not as low as 75 ml.

A number of variations are not yet accounted
technique. These include corrections for haemotoc
dioxide tension, and certain differences in geomet
the first pass and equilibrium states, as found in
ment of cardiac output. By the use of a head band
in extra cranial activity may be obtained;23 but t
of this activity is partly cancelled out by the us
same geometrical configuration for the first pass
measurements. These factors will be evaluated in

of patients. The use of deconvolution analysis an
and internal carotid probes does correct for the n

for in our

rit, carbon
ry between
the measure-

, some reduction
he effect

e of the

and equilibrium
a later series

d the aortic

ature of
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the input to the brain and for recirculation. The separate
measurement of volume of distribution and mean transit time

gives a more rigorous approach to regional and total cerebral
blood flow then that attainable by the inert gas washout tech
niques.

The degree of asymmetry in the presence of local cerebro
vascular disease is summarised in Table IV. The results in

Table VI and VII, which are representative, attest to the presence
of reduced regional cerebral flow in areas of the brain appropr
iate to the clinical findings and their change as these findings
alter. Clinical studies in patients before and after cerebro
vascular surgery are to be presented elsewhere.

The range of carotid flow characteristics as assessed
by variance, skewness and kurtosis, Table V, show large variations,
Some very small variance in spectra meet our hypothesis of
increased edge velocity in some patients with turbulent flow
due to small smooth projections. Some very wide spectra meet
our hypothesis of eddying in turbulent flow due to sharp irregular
projections affecting the central high velocity components.
Clinical analysis of these results in relation to angiography
and surgical findings form the subject of another study.

In summary we have described the technical and analytical
problems of measuring cerebral flow noninvasively in millilitres
per minute. Some clinical results are given to help validate
the use of the method. We have discussed the theory and practice
of deconvolution analysis applied to the flow characteristics
of the carotid arteries in patients with carotid and cerebro
vascular disease so that stenoses insufficient to cause a drop
of volume flow rate may be studied. By the development of
these techniques, it is hoped: to advance high technology prevent
ative medicine through the objective assessment of patients
at risk from stroke; to help in deciding when there is a need
for angiography and intervention; and to assess the progress
of patients before and after vascular surgery.
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DISCUSSION:

Altschuler asked Britton if he had studied the time course of the develop
ment of cerebral circulatory compromise and, further, if he could determine
whether such compromise is related to large or small vessel disease.

Britton responded by stating that they anticipate future studies to answer
important clinical questions, but to be certain of their results they have
limited their current effort to refining these methods. Dr. Britton stated
that over the next two years they will have evaluated the method from clinical,
mathematical, and modeling aspects and will then be able to study circulatory
pathophysiology and the effects of therapeutic intervention.

Dr. Britton noted that the probe system is used to evaluate large vessel
stenosis, but one should be able to detect small vessel disease from the
cerebral blood flow data obtained from the gamma camera.
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THE CALCULATION OF THE RENAL RETENTION FUNCTION.

F. Erbsmann0, J. Struyvenx, H. Ham°, A. Piepsz*.
° Department of Radioisotopes, St-Peter's Hospital,
x Department of Radiology, Brugmann Hospital,
* Pediatric Clinic, St-Peter's Hospital,
Free University of Brussels, Brussels, Belgium.

ABSTRACT

The renal retention function (RRF) of a given
radio-tracer is defined as the time activity curve
measured over one kidney after injection of a bolus
of tracer in the renal artery. In practice the RRF
can be computed by deconvolution of a kidney curve
by a selected input curve. This paper deals with the
effect of various possible errors in the calculation
of the RRF. Data from routine patient files,
simulation and direct renal artery injection are
analyzed. It is found that the calculated RRF fits
in acceptable limits to direct measurement.
Deconvolution is an auto-corrective process. The
RRF is little affected by the level of non renal
activity correction and the choice of input curve
(precordial or hepatic). Furthermore noise in the
input curve has little influence on the RRF;
preprocessing the input curve is useless and can
generate biasses.

INTRODUCTION

The renal retention function (RRF) of a radio-tracer is
defined as the time activity-curve measured over one kidney
after injection of the tracer in the renal artery. This
function is also called the renal impulse response function.
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If the tracer is injected intravenously there is an exact
mathematical relation between the activity in the kidney (R),
the plasmatic concentration of the tracer (P) and the RRF (G)

R = G * P (1)

where * stands for convolution operation.

Equation (1) is valid for linear and stationary systems.
Cases for which the kidney is not stationary (eq. shows
irregular pelvic contractions) were discarded from this study.

In kidney studies equation (1) can be rewritten as

G = R * P"1. (2)

P--'- is not an analytical function. In the case of discrete
data however a set of numbers can be computed which give a good

approximation of P~l.
12 3

Several authors ' ' have calculated the RRF by
deconvoluting a kidney curve with a selected input curve
representative of blood concentration of the tracer.

Uncertainties remain concerning :

a) error amplitude and error propagation due to noise in
the renogram and the blood curve.

b) systematic biasses due to the choice of the input curve
and the amount of background subtraction, or introduced
by the processing of the data.

This paper deals with the effect of various possible
errors in the calculation of the RRF.

Three types of data were studied

a) patient data for the analysis of background subtraction
and choice of input curve.

b) simulated data for the study of error amplitude and
error propagation.

c) direct intra-arterial injection was performed in a
limited number of cases in order to make a comparison
between measured and calculated RRF.

MATERIAL AND METHODS

Renal studies are performed routinely in our laboratory
for the calculation of the RRF and the separate glomerular

filtration rate .
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The patient previously hydrated lies in prone position.
A dosis of 5 mCu of 99mTc-DTPA is administered. Data are
acquired with a Pho-gamma 3 scintillation camera linked with
a Simis 3 computer. A low energy diverging collimator is used
in order to obtain regions of interest over both kidneys and
the heart. The variation in sensitivity accross the field of
the collimated detector was measured and found to be negligible .
Data are sampled at 20 seconds time interval. Background was
measured in a perirenal area of one or two channels width.

a) Patient data were selected from routine files. Eight
kidneys were chosen with separate glomerular filtration rate
ranging from 60 ml/min. to 10 ml/min. and maximal transit
times ranging from 4 to over 20 minutes. Background was
subtracted from the renogram in levels ranging from 0 to 2 and
the kidney curves thus obtained were deconvoluted by using the
matrix algorithm , the input function was measured either over
the heart or the liver.

b) Simulated data were obtained by fitting smooth curves
on the RRF, the blood curve, and background curve of the
patient data. The renogram was reconstructed from these data.
Poisson-noise was added on the blood curve, the background and
the renogram. Deconvolution was then performed for the study
of error amplitude and propagation.

c) Direct renal artery injection of 1 mCu radio-tracer
was performed on 6 patients subjected to contrast renal
arteriography. A routine renogram (see a) was obtained on
those patients, less than 24 hours prior to the arteriography.
Hydration conditions were identical. Only minute amounts of
diluted contrast material were injected, prior to direct renal
artery injection.

A collimated 2 inch sodium-iodide crystal was used,
connected with a multi-channel analyzer. A lead shielding was
positionned under radioscopic control in order to ensure ideal
collimation of the kidney. Data are sampled at 4 sec. time
intervals.

A correction had to be performed on the raw data due to
the recirculation of approximatively 80 % of the injected
isotope. It was assumed that this portion behaves like an IV
injection, so the renogram performed the day before can be
subtracted from the raw data after proper scaling (Fig. 1).

Comparison between measured and computed curves was
performed by computing the mean transit times (TM) by two
methods : one where only positive values of the RRF were used
(TM1), the other where all the available data were used (TM2);
other values like T8o, T50, T20 were also computed; they
correspond to the moment where 80 %, 50 %, 20 % of the activity
remains in the kidney.
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2b. Errors in the blood curve.—Errors appearing in the
blood curve affect P~-1- in a non stationary and non linear way.
The derivation of first order approximations is cumbersome.

Error propagation was evaluated by adding a 1 % error in
selected data points of P. Then P'-1 is computed and compared
with P~l, the relative errors are shown in table 2.

_1
Table 2. Propagation of errors on P

^\K
I^"\

0 1 2 3 4 5

1 1. - 2. 1. 3. 2.1 .6

5 28. - 50. 7. 5. 1.4 .9

10 38. - 54. 7. 5. 1.7 .4

15 48. - 68. 9. 6. 2.1 .5

20 66. - 93. 13. 9. 2.9 .7

25 93. -132. 18. 13. 4.3 1.0

A 1 % error was added in the I data point of P. This

generated errors in the point I, I + 1, I +
of P-"1. Table shows relative errors of P"1
of I and K (sampling rate 20 seconds).

• o o • • X T **• • • <

for various values

The values of the errors are important only in the first
points and then quickly vanish to naught.

The important relative values are in fact of little
absolute amplitude (compare table 1 and 2). Furthermore most
of the oscillation will be smoothed out by the convolution of
P"""1 with R (Formula 2). This holds only for small variations.
In the case of important errors in P (biasses) the effect will
be felt over the entire RRF°.

3. Effect of non renal activity subtraction and choice of
input curve.

Non renal activity subtraction acts linearly on RRF. Its
effect can be predicted by computing the function

F = B (5)

where B is the background activity.

The function F shows a sharp peak at the origin followed
by a slow component of less than 5 % amplitude. This component
is negligible after 10 minutes and can be interpreted as due
to the transit of the marker in extra-vascular space.

Subtracting increasing amounts of background (Fig. 4)
will reduce the height of the plateau slightly. The transit
time distribution is not affected significantly.
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Table 3. Comparison between calculated and computed
transit times. (TM2)

Patient Intra-arterial Hepatic Precordial

number input curve input curve

1 234 212 290

2 314 290 344

3 256 226 236

4 232 257 274

5 334 278 332

6 244 316 362

(Time in seconds)

Table 4,

Hepatic
input curve

Precordial

input curve

TMl 15 s 51 s

TM2 -5s 37 s

Mean difference between calculated and
measured mean transit times. The standard
deviations were close to 40 s.

CONCLUSION

The mathematical procedures in the computation of the RRF
are exact. They only differ in the way noise is handled, by
smoothing, bounding or fitting exponentials.

Our results indicate that preprocessing the input curve is
of no interest, mild smoothing does not modify noticeably the
RRF, whereas sophisticated procedures like data bounding
introduce biasses.

The amplitude of the error on the RRF is proportional to
the error in the renogram. It was found in practice that 6
unweighted 3 point smoothing were sufficient to reduce
statistical errors within acceptable limits. An exact algorithm
for computing the error amplitude
square matrix of P~ .

>7 is based on the use of the

No indication was found that background subtraction on the
kidney curve would increase the reliability of the data, there
is little difference between using hepatic and precordial curves,

The computed RRF fits well with data obtained from direct
renal artery injection.
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DISCUSSION:

Brown stated that they have found that very often both kidneys will give
similar renograms. If that were the case, during an arterial injection one
could use the contralateral kidney to give an idea of the magnitude of error.

Erbsmann said that he agreed in principle, but unfortunately he did not
have the equipment necessary to perform simultaneous studies on both kidneys.
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Britton stated that the irregularities in the transit time spectra that
were presented were probably due to fluctuations in input rather than output
because when blood flow is reduced slightly the increase in salt and water
absorption is exaggerated. Since a kidney with a normal pelvis has a six
second residence time as a mean, it is unlikely that the fluctuations in the
transit time distributions are related to pelvic contractions but are much
more likely to be fluctuations in blood flow possibly related to the arterial
catheter. Thus, a prolonged transit time is much easier to obtain by varying
input by a small amount rather than varying output by a small amount. It is
important also to recognize that the injection of contrast to place the angiogram
catheter will cause an osmotic diuresis which will decrease the mean transit

time.

Erbsmann stated that they inject the tracer shortly after the contrast
agent and then immediately withdraw the catheter.
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ABSTRACT

This work presents an investigation into the accuracy and limitations
of the deconvolution techniques used in our laboratory for estimating renal
transit-time distributions. These investigations have utilized both analytical
(compartmental modelling) methods and direct measurements in experimental
animals. Compartmental modelling was used to study the effects of random
noise, data smoothing and filtering, blood background, variations in data
sampling intervals, non-linear systems and multiple transfer paths. Direct
measurements have been used to establish the precision of the techniques
through repeated measurements in dogs. The accuracy of the techniques have
been tested over a wide range of renal function through the use of direct
renal artery injections in dogs.

Serial studies extending over a period of 50 days in a patient with a
newly transplanted kidney are presented. The sequential transit-time
distributions are compared with the sequential renograms.

Supported in part by ERDA Contract EY-76-S-05-2U01
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Introduction

Current interest in the clinical utility of the renal transit-time
distribution of 1-131 labelled Orthoiodohippurate (OIH) has prompted us to
explore a number of mathematical deconvolution techniques and to investigate
the inherent uncertainties associated with each. Our interest in the technique
was generated in part by an earlier work of Drs. Brown and Britton (l). Their
work indicated that the renal transit-time distribution of I-131-0IH contained
information regarding regional renal blood flow. This information is particu
larly relevant to our ongoing study of renal vascular hypertension.

Although the literature contains a number of reports on the clinical
applications of the deconvolution techniques {2-k), few studies designed to
validate or test the limitations of the techniques have been presented. In
this work we present our investigations into the accuracy and limitations of
the deconvolution technique as used in our laboratory. To this end, our work
has included the use of both analytical techniques (compartmental modelling)
and direct measurements in prepared animal models.

Mathematical deconvolution of the renogram curve requires that the kidney
be regarded as a linear system and that all of the system parameters remain
constant in time. If these assumptions are satisfied then the output of the
kidney will be a convolution of the input function (the measured blood level of
the 3 i_oiH) and the transfer function of the kidney. It is the purpose of
the deconvolution calculation to determine the transfer function (transit-time
distribution). The solution to the deconvolution equation for the transfer
function can be carried out using a number of well known techniques if the
input and output curves are known. An equivalent calculation can be carried
out using the composite renogram in place of the output curve. The resulting
transfer function will be related to the integral of the transit-time distribu
tion and will be referred to later as the retention function. We have used two
deconvolution techniques: l) Fourier Tranform and 2) a discrete point-by-point
calculation. Both can be carried out easily and rapidly on a small clinical
computer.

Compartmental Model

A schematic of the basic compartmental model used in these studies is
shown in Figure 1. Even though this model has been used successfully by others
(5) to describe renal function in a variety disease states, the physiological
accuracy of the model is not of central importance to our work. The necessary
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COMPARTMENTAL MODEL

KIDNEY

Figure 1. Schematic of the compartmental model

used to simulate I-131-0IH kinetics
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requirements of the model for our purposes are: (l) that it employ algorithms
which are independent of the deconvolution calculations and (2) it have
sufficient complexity and flexibility to yield a variety of realistic states
of renal function.

We have found the model to be a flexible tool and have found it useful for
investigating a variety of questions relating to the deconvolution calculations.
These have included a study of the effects of:

1) random noise levels in the data

2) various data smoothing and filtering algorithms

3) blood background interference

k) variations in the data sampling intervals

5) non-linear systems (feedback), and

6) multiple paralled transfer paths.

The model includes plasma, extra-cellular fluid, "kidney" and bladder or
urine compartments. The "kidney" is assumed to be composed of a single mixing
compartment (labelled as "tubular cells" in the figure) plus a delaying compo
nent. To investigate the effects of multiple transfer paths within the kidney,
we simply include additional equivalent pathways in parallel with the first
(see figure). The simulated external measurement of the kidney in every case
was taken as a linear combination of all the compartments and delays (dashed
box). The intercompartmental rate constants were chosen to yield the transfer
functions shown in Figure 2. The single pathway simulation presented in this
work used a transfer function with a mean transit-time of 1.5 minutes. The
curves presented to demonstrate two pathway systems used both of the transfer
functions shown in Figure 2.

Of all the factors affecting the deconvolution calculations, we found for
the I-131-0IH data that the errors introduced by random noise were the most
significant. Simulated noise free kidney and blood activity curves are shown
in Figure 3, along with the same curves after random noise has been added. The
Poisson noise level depends upon the contents in each data interval (+yn). The
maximum counts in the kidney curve in Figure 3 was 1,000 in a 10 second
interval corresponding to an error of approximately 3% at the peak. In our
institution using a scintillation camera, this count rate is obtained only
with patients who have good renal function. From these curves the input and
output curves were then generated. The input curve was taken to be proportion
al to the blood level and the output curve was determined by the technique of
Britton and Brown where a kidney removal component is determined from the
extrapolated kidney uptake. It is the derivative of the difference between the
removal component and the measured renogram that yields the output curve.

Figure k shows the results of the output curve calculation and the
corresponding transit-time distribution for the curves shown in Figure 3. The
solid curve is the transit time curve corresponding to the expected distribu
tion as determined from the noise free system. Even this relatively small
amount of noise completely obscured even the major characteristics of the
distribution. In an effort to resolve this problem, we have investigated a
number of data filtering techniques. The results of applying one such filter
is shown. This filter was applied only to the raw renogram data and not the
blood curve and was designed to attenuate fluctuations in the data which had
periods less than about one minute. The optimum filter must be chosen to
suppress noise while still maintaining adequate time resolution. All of the
data presented in this paper have been processed by this filter.
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Figure 2. Renal transfer functions of I-131-OIH
used to simulate renograms with single and multiple
parallel pathways.
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SIMULATION OF AN IDEAL SYSTEM

II » M 41 M II » M M IM III
J...-I j 1 1 j 1 i j ! , , , , , , 1 j 1 , , ,

M -h tm

-"h y ***•#

V m^^ KIDNEY

Iflffffffi^jju-j^aa^M

HEART

- «

..!" (NOISE FREE SYSTEM)

• -«
1 j ; ,..„! 1 f 1 1 j 1 j 1 1 j j j_„, , ,.—,__

II » II 41 U «• Tl M M at* 11.

II 21 M 41 U II 71 •• M IM III^ _—|.—|.—j.—)....j.—i 1 , 1 1 1 j j 1 1._.| j,—!„! 1 j j
• H M *K * g -

"i ^ *" * **"</« KIDNEY
«,* "* V « «

'tMt/ * ( t

"I * '^'^^'"^w- HEART " * *

t

•jk J ff rf lfllUlrtjj.„.... ._.

is :
; I

NOISE ADDED

-*—t—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i—i-—i—i—i
II » II 4« 54 U Tl M M IM ' IK
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As noted in the introduction, one of the reasons for beginning this work
was to look for a bimodal behavior in the transit-time spectrum. Britton and

Brown have observed this structure in normal kidneys and have suggested that
this curve structure reflects contributions from two distinct nephron popula
tions. They also suggested that the relative areas under the two transit-time

populations yield information on regional renal function. In order to assure

ourselves that our bounding and filtering routines did not distort or filter

out a bimodal structure in the transit time spectrum, we again utilized model
simulated data.

In Figure 5 are shown simulated kidney and blood curves in which two

distinct and parallel renal transfer functions are operating. The transfer
functions illustrated in Figure 2 were used for these curves. Since the

renogram is a convolution of the transfer function with the blood curve, the

renogram can contain no frequencies higher than the narrowest transfer function.

The criterion which the filter must satisfy, therefore, is whether or not the
shortest transfer function will be preserved. Also included in Figure 5 are
two different noise level simulations. The count rates were chosen to simulate

typical data rates that might be observed in a Tc-99m DTPA renogram (5000,2500)
and a typical I-131-0IH renogram (1000,500). The heart maximum was chosen to be
twice the peak kidney count to approximate what is generally obtained with our
measurement systems.

The same filter described earlier was used to process the curves in Figure
5. The results of the deconvolution calculations are shown in Figure 6. The
solid line corresponds to the point-by-point calculation and the F's correspond
to the Fourier transform calculation. The noise-free calculation (within round
off errors) was found to be identical to the expected analytical expressions
formed from the sum of the two transfer functions. In comparison to the noise

free curve, the higher count rate data (5000,2500) was found to have a 25%
improvement in the Chi-square value over the lower count rate curve (1000,500).
Especially in the point-by-point calculation the data processing introduced an
uncertainty in the minimum transit-time. However, in every case the peak
position and widths of the two components remained relatively stable. In the
lower count rate data, additional (artifactual) components were beginning to
appear, indicating a stronger filter may be warranted. Our decision was to
stay with these filter parameters rather than introduce further distortions in
the minimum transit-time.

The effects of varing levels of blood background is illustrated in Figure
7. The only effect on the retention function (shown by the "R" curves), was
the spike artifact produced in the first element. This results when the blood
background is high, since the kidney curve then tends to follow the blood curve

exactly. By discarding the first element of the retention curve one may
retrieve the correct retention function. When looking at the differential

curve (transit-time distribution) we see that this will introduce an uncertainty
in the minimum transit-time. The magnitude of the uncertainty depends upon the

derivative interval.

The deconvolution-calculation assumes no reflex of the tracer from the

kidney back into the circulating blood pool. In the normal, reflux is known to
be minimal; however, for some radiopharmaceuticals and in some disease states
reflux or the reappearance of the unbound nuclide may become sizeable. Compart
mental model simulations were also used to study the distortion imposed upon
the deconvolved renal transfer function as a function of the magnitude of

refluxed or reappearing tracer.

Referring back to the model schematic (Fig. l) reflux is easily introduced
into the model by including a flow path from the kidney back to the plasma.
Fairly large values for the feedback (25-50 percent of the forward flow) mani
fested themselves by very subtle changes in the renogram. As might be expected,
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Figure 5- Simulated kidney and blood curves in
which two transfer functions .are operating. (Top)
noise free, (middle) random noise added-kidney
maximum count = 2500, blood maximum = 5000, (bottom)
random noise added-kidney = 500, blood = 1000.

•544-



TRANSIT-TIME DISTRIBUTION

iM lis

-I---I I 1----I 1 |.---i- -J----I 1 1 1 -!!-•

SECONDS (X 10)

Figure 6. Deconvolved transit-time distributions
corresponding to Figure 5- Solid line corresponds
to the point-by-point discrete calculations and the
F's correspond to the Fourier transform calculation.
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(middle) blood background equal to 5% of the blood pool
activity and (bottom) background equal to 10%. R's refer
to retention functions.
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the deconvolution calculation showed the new systems to have increasingly
rapid transit-times as the magnitude of the feedback component increased. In
Figure 8 are shown the retention functions corresponding to normal flow patterns
compared with a system in which the feedback component was equal to 50% of the
forward flow. The mean transit-time decreased from 90 seconds to *+5 seconds in
this case.

Direct Measurements

Having established the adequacy of the deconvolution calculations in
simulated data we extended our work to controlled measurements in prepared dog
models. Our first measurements were designed to test the precision of the
techniques by making three sets of sequential measurements on the same dog
maintained in the same functional state. Figure 9 shows the results of one of
these studies. We concluded that the results were in good agreement.

The second phase of the validation was to test the accuracy of the
technique by comparison with direct renal artery injections. Figure 10 shows
two renograms taken from a dog in two distinctly different functional states.
The decreased function state was created by the injection of drugs. The cal
culated transit-time distributions for each case are shown to the right. Note
the difference in normalization and also the relative excretion percentages for
the two cases. At the same time that these renograms (resulting from a periph
eral IV injection) were made we measured the transfer function directly by
making a bolus injection of I-131-0IH directly into the renal artery. Figure
11 shows the results of the direct measurement of the retention function as
compared with the retention function derived from the deconvolution of the I.V.
renogram. In both cases we see reasonably good agreement. In the case of the
control study we see an approximately 90% extraction efficiency for OIH. This
results in about 10% of the OIH passing through the kidney during the first pass
and then becoming diluted over the blood pool. Thus 10% of the bolus looks
very similiar to an I.V. injection. If one subtracts this component we get a
result that almost exactly duplicates the deconvolution curve and is shown by
the x's in the figure.

To check the program's calculation of the output curve a catheter was
placed into the dog's ureter and urine samples were taken every 30 seconds.
Within the counting errors of the urine samples, the urine activity curve
compared favorably with the derived output curve.

From the results of the dog studies, in particular the intraarterial
injection which has very good counting statistics, we have not seen any
evidence of a bimodal character in these curves. If the effect is there it is
very likely that the counting statistics available from an intravenous injection
will not be adequate to resolve the second component. Rather the kidney seems
to behave very similiar to a classical one-compartment system plus a delay.

Analysis of Transplant Renogram

After the validation phase we extended our work to study the transplanted
kidney. Figures 12 and 13 show eight selected studies from a series of approx
imately 15 serial studies of a patient who had received a transplanted kidney.
This particular patient was chosen because of the extreme variations in renal
function ranging from excellent to poor function, including a rejection phase
followed by a complete recovery to good function again. The retention function
and the renogram plus bladder curve are presented for comparison. One day post
operatively the patient had a BUN of k9 and a creatine clearance of 2.6. This
continued to improve until day 12 (BUN = 26, creatine = 1.0) at which time he
was discharged. Approximately one week later the patient returned running a
temperature, urine volume had dropped to one-fourth (BUN = 200 and creatine =
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Figure 8. Retention function corresponding to a
normal flow pattern compared to retention function of
a system in which a feedback component equal to 50% of
the forward flow was operating.
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Figure 9- Tests of the precision of the deconvolved
techniques. Transit-time distributions from sequential
studies on the same dog maintained in the same functional

state.
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(right) corresponding renogram.
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10). At this time an intensive course of both steroid and radiation therapy
was begun. He began to respond to therapy, regaining good function and by day
1+9 was released from the hospital (BUN = 1+0, creatine = 1.9)-

In general, as is the case in this example, the retention function curve is
easy to interpret and is quite sensitive to changes in renal function. The
retention function takes out differential rates of uptake from the kidney curves

and enables one to view the rate of release of the compound from the kidney

after trapping. However, the clinical utility of this technique relative to
that of the routine renogram remains to be tested.

Summary and Conclusions

We have investigated two deconvolution techniques for estimating renal
transit-time distributions. These were the Fast Fourier Transform technique

and a point-by-point discrete deconvolution. In most situations both techniques
yielded good results. However, we routinely used the point-by-point technique
because of its increased speed of calculation, its insensitivity to "end
effects" in the data and its relative insensitivity to high frequency components

in the data.

Both deconvolution techniques were found to be extremely sensitive to the
level of random noise in the data. Unprocessed data at count levels normally
obtained in an I-131-0IH renogram gave uninterpretable results. Some form of
data processing to reduce the effects of random noise was found to be essential.
We arrived at a low frequency pass filter which attenuated frequencies with
periods shorter than one minute. This filter was found to introduce an uncer
tainty in the determination of minimum transit-times less than one minute. This
was not found to be a limitation in any of our animal or patient studies.

The presence of a blood background component in the renogram was found to
also introduce an uncertainty in the minimum transit-time.

The deconvolution technique was unable to detect the presence of non-
linearity in the system. Systems with reflux were interpreted as having an
accelerated transit-time.

Direct measurements in experimental animals displayed the precision and
accuracy of the deconvolution technique to be good over a wide range of renal
function. We have seen no evidence for a bimodal structure in any of our
transit-time curves. This observation includes in particular the intraarterial
injections in dogs where the counting statistics were exceptionally good. All
of our observations lead us to the conclusion that the normal kidney behaves
very similiar to a classical mixing compartment plus a delay.

The relative clinical utility of the deconvolution technique with respect
to the traditional renogram is not clear at this time.
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DISCUSSION:

Britton commented that in the transit time distributions presented he did
not see the bimodality often observed. Britton stated that he felt that
the shape of the distribution that he had re

Britton commented that in the transit time distributions presented he did
not see the bimodality that he had often observed. Britton stated that he
felt that the shape of the distribution was related to differences in cortical
and juxtamedullary function.

Price noted that he had not seen multiple components in the transit time
distribution in dogs. He noted further that they considered the possibility
that these features were being filtered out, but stated that he was convinced
that this was not the case. He stated that it appears their data can be
described with a simple one compartment model with a delay.

Britton, in answering the questions arising about the validity of a
technique, stated that he felt it imperative to evaluate and understand the
factors influencing the distribution of transit times in the normal kidney.
Otherwise, it should be very difficult to estimate the effects of noise and
physiologic variation on the results in abnormal patients. He noted that
several pieces of clinical and experimental evidence which seem to indicate that
the distributions of transit time spectra do have clinical correlates.
Britton described an early set of studies where sodium and potassium intake in
a population of hypertensive patients was conducted. They studied the pro
portion of Hippuran traveling through the kidney with transit times under the
first mode of a bimodal distribution. The proportion under the first mode in
the state of low salt intake was over twice that in the state of high salt
intake. The salt intake therefore does alter the distribution of transit times
and is just as important to consider as the control of water intake. In another
study, they measured plasma renin levels in patients with cirrhosis on a low
salt diet. The renal function in these patients was normal; they all demon
strated creatinine clearances above 90 ml/min. The results showed that when
the first or cortical component of the transit time distribution was large,
the renin levels were normal. There was a significant negative correlation
between the area under the first peak and the level of renin activity. Thus,
he concludes that they have found that it is very important to control the vari
ous physiologic factors which can affect the transit time distributions before
statements can be made about the effects of pathological influences.

Brill suggested that to resolve the apparent discrepancy between the shapes
of the time distributions, it would be useful to determine if details of the
distributions are being observed by mathematical manipulations. He suggested a
comparison of the results computed from the same group of patient studies would
be very helpful.
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ABSTRACT

We propose some new reconstruction algorithms which are modi

fications and extensions of SIRT. The least-squares theory under

lying these algorithms is developed, and their convergence is proved.

Experimental tests of the speed and stability of these algorithms

in the presence and the absence of noise are presented.

Introduction

1 2
In a recent paper we analyzed the SIRT algorithm (Gilbert )

and identified it as an approximate version of Richardson's least-

squares algorithm for solving systems of linear equations. In this

paper we present some generalizations and modifications of the SIRT

algorithm which were suggested by our earlier analysis.

In Sections 2 and 3 the necessary vector and matrix notation

is introduced, and the SIRT algorithm is presented in these terms.

Section 4 summarizes pertinent results from LL. (We use the ab-
i

breviation LL for Lakshminarayanan and Lent ). In Section 5 a gen

eralized, more rapidly converging version of the SIRT algorithm is

introduced. Still more basic modifications of the SIRT algorithm

are proposed in Section 6. Finally, we experimentally compare the

performance of representative SIRT algorithms on various test pic

tures (Section 7).
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Reconstruction Problem in Vector Notation

The algebraic methods for reconstruction make a number of phy

sical assumptions and mathematical approximations. The ones made
2

by Gilbert are:

a. The projection data are collected from parallel rays of

finite width w. The data are subject to experimental error.

b. An approximation to the true image is sought from the class

of discrete images. A discrete image is a piece-wise con

stant function which may take on a different value over

each square of an nxn grid of identical squares (pixels)

of side h. The grid covers a region which contains the

true image. When h is made small enough, there is a dis

crete image which resembles the true image

c. The projection data which would come from a discrete image

are themselves approximated. The integrated density with

in a ray is approximated by the sum of all the density

values of pixels whose centers fall within the ray (this
2

sum is called a raysum) multiplied by h (the area of a

single pixel). This last approximation may be viewed as

either an approximate integration formula for integrating

along the true ray or else as an approximation of the true

ray by one which coincides with pixel boundaries.

After making these approximations, it is convenient to intro

duce vector notation.

Let N = nxn be the number of pixels. Number these pixels in

any (arbitrary but fixed) order. For any discrete image, let p. be

the density of the image in the i'th pixel. Define the image vector,

p, as an N-component column vector whose i'th component equals p..

Let M stand for the number of projection data points (number of

rays). Number these data in any (arbitrary but fixed) order. Let

R. stand for the j'th measurement. Define the measurement vector,
3 ~

R, as an M-component column vector whose j'th comoonent equals R..

For the j'th ray, we have, using (c), the approximate equality

2
h x (sum over all pixels whose centers fall in the j'th ray)a R..

(2.1)

We introduce some symbols in order to make this statement more com

pactly. Let
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(1, if the center of the i'th pixel
P.. =1 is contained in the j'th ray (2.2)

[O, otherwise,

With this definition of P.., (2.1) may be rewritten as

2 N
h J" P. .p. s R. . (2.3)

For the final compaction, let P stand for the matrix whose el

ement in the j'th row and i'th column is P... The collection of M

expressions of the form (2.3) may be written (making an obvious
. . 2

transposition of h ) as

Pp * R/h2. (2.4)

P is called the (unweighted) projection matrix. Equation (2.4) is

called the reconstruction equation. Because of the errors intro

duced by (a), (b) and (c), an approximate, not an exact, equality

is specified in (2.4)

Equation (2.4) is a restatement in vector notation of the re

construction problem. Once we have solved (2.4) for p, we have re

constructed the unknown image from its projection data.

The SIRT Algorithm in Matrix Notation

3
Standard Mathematical Notation (See Halmos , or Ben-Israel &

4
Greville )

(x,y) Inner product of the vectors x and y.

Let x and y be d-dimensional real vectors.

d

(x,y) = I x±yi
i=1

|x| Norm of the vector x.

Let x be a d-dimensional real vector.

1_

|x| = (x,x) .

R(A) Range (or image space) of the matrix A.

R(A) = the set of all vectors y which can be written

as y = Ax for some vector x.

T
A Transpose of the matrix A.

T
Given a matrix A, (A ).. = A...

il li

-557-



(A)
X .. v ' Largest eigenvalue of the matrix A.
max °i -

We assume that A is a symmetric matrix

The SIRT Algorithm

SIRT is an iterative process and so assigns a new density value

to each pixel at each step of the iteration.

Let p? be the estimated value of the density of the i'th pixel

after q iterative steps. Let S. be the set of indices of all rays

in which pixel i is included. Let N. be the number of pixels in

tersected by the j'th ray. Let L. be the length of intersection of

the center line of the j'th ray and the reconstruction region. Let

N„ be the number of angles at which projection data are available.

Let w be the width of a ray and let h be the length of a side
2

of a pixel. (See Figure 1.) Following Gilbert , we assume that all
5

rays have the same width. Herman £ Rowland have shown how to re

lax this assumption. Let

1 M

a N-NQ-h2 j=1 3

p is an estimate of the average pixel density which is based on the

experimental projection data.

The following remark is critical to our understanding of SIRT.

Remark: (LL, Equation (10)) For an arbitrary M-dimensional

vector, v,

(P v)i - I v
jeSi J

It proves convenient to define two diagonal matrices, D

and DT, by
ij

(Vii S £ V i = 1'2'""N'
jeS. J

(D ).. = I L., i = 1,2,...,N,
^ ia- -i^c 3jeS^

as well as a vector u:

N

u. =1, i=1,2,...,N.

In terms of these matrices, the SIRT algorithm takes the form
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RECONSTRUCTION REGION

WITH TYPICAL RAY

\ +%
_—x-_S^

>0*V-
\. \ >s

.5^ 5» S*.

• • • ^^^ ^h ^^ • • • • •

S^.—s —>iw-

• • • • *v*^*v ^^C • • •

^y v ^y

• ••••• XJf % +^*w • •
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S*'*

<-»->
PIXEL CENTER

PIXEL CENTER WHICH IS CONTAINED IN RAY

CENTER LINE OF RAY

THE LENGTH OF THE CENTRAL LINE IN THE RECONSTRUCTION

REGION IS "L"

Figure 1. The reconstruction region, showing pixels, of side
h (small squares) and a typical ray (strip bounded by thick
lines) of width w. Pixel centers are marked • and pixel centers
which lie m the ray are marked +. The length of the central
line of ray ( ) in the reconstruction region is L.
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p<3+1 = p<5 + (wDL)"1 PTR - D~1 PTP pq, (3.1)

0P = Pau.

This version of the SIRT algorithm (called unconstrained)

generates reconstructions which are linear functions of the projec

tion data. Other versions of SIRT (constrained, normalized) modify

the algorithm presented so as to produce reconstructions which are

everywhere nonnegative, and/or which have an average density equal

to p .

Previous Results

In order to make the exposition of this paper reasonably self-

contained, some pertinent results from LL are collected in this

section.

a. Least Squares

Given a set of inconsistent equations

Ax s b, (4.1)

the method of least squares looks for a vector x which makes

| Ax-b| as small as possible. If there is more than one such mini

mizing vector some auxiliary restrictions may be imposed.

b. Richardson's Algorithm

One of the standard methods for solving (4.1) is the Rich-

ardson iterative algorithm , which is stated as the following theo

rem:

0 T 1 T
Theorem: Let x be any vector in R(A ). Let a > y X max (A A).

Then the sequence {x^} generated by the iteration

x^+1 = x^ + 1 (ATb - ATAx*)
a

converges to a least-squares solution of

Ax z b.

If there is more than one least-squares solution, the sequence

converges to the one of minimum norm.

Corollary 1: Let D be a positive-definite matrix. Let x be any

vector in R(D~1AT). Let a >y Xmax (D~ ATA) . Then the se
quence {x^} generated by the iteration
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x^1 = xq + Id"1 (ATb-ATAxq)

converges to a least-squares solution of

Ax ~ b.

If there is more than one such solution, the sequence converges to

the one which minimizes

(Dx,x)

c. SIRT

Lemma 1: Let u be the vector with u. = 1, i=1,...,N. u is a right
-1 T x

eigenvector of D P P with corresponding eigenvalue 1.0.

-1 T
Lemma 2: The largest eigenvalue of the matrix D P P is 1.0.

Theorem 2: A necessary and sufficient condition for the convergence

of SIRT is the solvability of the equation

D~1PTPp = (wDL)_1PTR. (4.2)

If there is more than one such solution, the sequence {p^} generated

by the SIRT iteration (3.1) converges to the solution which minimizes

(DNp,p)

Generalizations of SIRT

In LL we have shown how, by a particular choice of relaxation

parameter and starting vector, Richardson's algorithm may be identi

fied with SIRT. It seems natural, then, to generalize SIRT so that

it has the same variable parameters and the same potential for im

proved convergence that Richardson's algorithm does.

We define a generalized SIRT algorithm as follows:

p1+1 = p% l((wDL)-lPTR-D-1PTPp<')f (5.1)

p = any advantageous starting picture.

Like SIRT, this algorithm will converge only if Equation (4.2) is

solvable. If this condition holds, the proof of Theorem 2 may be
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extended to show that generalized SIRT converges if a > 1/2 and

p° e R(D~1PT).

For reasons given below, we suggest the use of the pair a=1/2

and p° = (wDT) PTR. This combination we call GSIRT.

Reasons for the choice a - 1/2:

From Equation (5.1) we see that decreasing a causes an increase

in the size of the correction. This suggests the possibility of im

proving the rate of convergence by controlling a; the question is
how small a can be made before the sequence of iterates develops

increasing oscillations because of over-correction.

For the Richardson algorithm of Section 4b, the best value of

a to choose is

*= l/2(Xmax(D~1ATA) + Xmin(D-1ATA)),

where X+. (DA A) stands for the smallest positive eigenvalue of
min

_ 'PTP. =N
max N

From a number of numerical experiments, the evidence is that

X . (D„P P) is several orders of magnitude smaller than
min N

— 1 T • t- •
X (D„P P). For these reasons, because of the close relationship
max N

between SIRT and Richardson's algorithm, a = 1/2 seems like a good

value to use in generalized SIRT.

0 -1 T
Reasons for the choice p = (wD ) P R:

The value a = 1/2 is right on the border between convergence and os

cillating divergence. Unless the starting point for the iteration

is chosen carefully, the iteration will show an even-odd oscillation,

and never converge. In this section we show mathematically how the

oscillation comes about, and we suggest a way of removing it. We

follow this with an experimental demonstration of the existence of

the oscillation and the effectiveness of the proposed remedy.

-1 T
Let v stand for the left eigenvector of the matrix D P P

corresponding to the eigenvalue X = 1. Lemma 1 showed that a
-1 Tright eigenvector of DN P P corresponding to X = 1 is the vector
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V = DNu.

— 1 T
As a temporary abbreviation, let t stand for (wDT) P R.

L

Let us take the inner product of both sides of Equation (5.1) with

the vector v. This gives

(Pq+\v) = (1 -l)(pq,v) + l(t,v).

Specializing to the value of interest, a = 1/2, we get

(pq+1,v) = -(pq,v) + 2(t,v).

From this equation it is easy to show that

and

/ 2n . . 0 . „ _
(p ,v) = (p ,v) n = 1,2,...

(p n ,v) = (p ,v) = -(p ,v) + 2(t,v), n = 1,2,...

We conclude that the odd and the even reconstructions will behave

differently unless p is chosen so that

(p ,v) = (t,v).

The easiest way to accomplish this is to choose

0 -1 T
p = t = (wD_) 'p R.

Li

This choice is essentially a weighted back projection
7

(Vainshtein ), and so has a certain intuitive appeal. Instead of

an initial guess of a uniform picture, we begin with a reasonable

first approximation and proceed to improve it by iteration.

In Figure 2 we plot the average reconstructed density as a

function of the iteration number. (The reconstructions are of the

Gilbert's CIRCLES of Section 7). Note the even-odd oscillation

when the average starting point is used and the absence of such os

cillations when the back-projected starting point is used.

Both the extensions of SIRT embodied in GSIRT, namely, the re

laxation factor (1/a) and the back-projection starting point are im

portant for a faster convergence. In support of this claim we pre

sent in Figure 3 graphs of residuals as a function of iteration

number for the two c's and the two starting points of SIRT and GSIRT,
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the reconstructed density as a function of iteration number.
The generalized SIRT algorithm is used.

-564-

..o

•~0>

-•00

-•r^

z
o

••(O,

UJ

••lf>

-"*

•CO

•-CM



1735

EFFECT OF DIFFERENT STARTING POINTS

AND <7"S ON RATE OF CONVERGENCE

• GSIRT O'-O.S, BACK-PROJECTION START

0 «T = lo, BACK- PROJECTION START

B 0~ =0.5, AVERAGE START

° SIRTcT =1.0, AVERAGE START

4 5

ITERATION

Figure 3. A plot of the sequences of residuals showing the im
portance of choosing both the starting picture and the relaxa
tion factor a properly.

n SIRT: O o = 1-0, back-projection start;
• a = 0*5, average start; # GSIRT.

Note that GSIRT with both a = 1/2 and back-projection starting
picture has the smallest and most rapidly converging residuals.

-565-



We see that changing the starting point alone or the relaxation

factor alone is ineffective, or even detrimental, but the combina

tion produces a striking improvement.

Further tests of GSIRT are presented in Section 7.

Modifications of SIRT

SIRT makes a strong attempt to cope with two of the errors

mentioned in Section 2. As has been shown in LL, Section 6, SIRT

treats the data error (a) by means of least squares (approximately).

Gilbert also attempts to reduce the effect (c), the error caused by

approximate integration along rays. It is in order to reduce this
error that the matrix wD_ appears in the SIRT algorithm. When R

JLi

is the projection data from a uniform picture, i.e., R. = wL.,

i = 1,...,M, it can be seen from Equation (5.1) that SIRT will re

produce that picture almost exactly.

In this section, we propose a family of modified SIRT algorithms

which have the above theoretical advantages, but which are true

least-squares algorithms. In addition, the members of this family
are all convergent algorithms. We call this family Least-Squares

SIRT (LSIRT). The form of these algorithms is suggested by the close

resemblance between SIRT and Richardson's algorithm.

LSIRT is based on the set of equations

L.

J-w (Pp). s R. , j=1,...,M, (6.1)
j

which we attempt to solve in a weighted least-squares sense, (w.

stands for the width of the j'th ray. It is introduced to permit

the use of variable ray widths.) These equations are implicit in

Crowther £ Klug8 and in Gilbert2. Note that the left-hand side of
Equation (6.1) is a quadrature formula for approximating the raysums

which is more accurate (it does at least integrate constant func

tions correctly) than that of Equation (2.1).

The use of a least-squares fit to data is justified by the ar-
9

gument of Gauss (see Whittaker S Robinson , Section 115) assuming

independent and identically distributed errors in the projection
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data. If noise in the data varies (due to counting statistics, for
example) a weighted least-squares fit (see Goitein10) is appropriate.
Alternatively, a weighted least-squares fit may be used for reasons

of numerical expediency. Usually, the solution is only slightly af
fected by changes in the weights.

Let z., j = 1,...,M be the given positive weights. A weight
ed least-squares solution minimizes

M L.w.

Let V stand for the Mxm diagonal matrix with elements

L .w.

V. . = —3—1 -i = 1 Mv-i-i ^j ' J ' t • • • iM r
3

and let Z stand for the Mxm diagonal matrix with

Zjj = Zj' 3=1"-"M-

Then, it may be shown that the solution to the weighted least-squares
problem satisfies the equation

P ZV Pp = pTZVR. (6.2)

We now develop a SIRT-like method which finds a solution of
(6.2).

The feature which distinguishes a SIRT iteration from a Rich

ardson iteration for solving (6.2) is the presence of a diagonal
matrix multiplying the usual Richardson correction. We consider,
therefore, an algorithm of the form

pCf+1 =^ +o7 DV1(pTzVR -pTzv pPq>' (6.3)
where Dv is a diagonal matrix chosen to make

-1 t ">
X (D„P ZV P) = 1.
max V '

By the same reasoning as that used in Lemma 1 and Lemma 2,
this will be achieved if

-1 T 2Dv" P^V^Pu = u,

which happens if
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(D ).. = T z.L2w2N.I (6.4)
V " jeS. 3 3 D 3

Using Corollary 1 on the convergence of Richardson's algorithm,

we may prove convergence of LSIRT in the same way that the conver

gence of SIRT was proved.

Theorem 3: If a = 1 and p = p u, then the iteration (6.3) con-

verges to the solution of Equation (6.2) which minimizes (Dvp,p).

Proof: The proof is the same in form as that of Theorem 2. The

matrix Z*VP replaces P, and Dy replaces DN,

The idea which was used in Section 5 to generalize SIRT may be

used to generalize LSIRT as well.

Remark: If a = 1/2 and p°= D~ PTZVR, then the iteration (6.3) con
verges to the solution of Equation (6.2) which minimizes (Dvp,p).

Choice of the matrix Z:

The choice of the weights (Z..) to be used in the least-squares

scheme influences both the performance of the algorithm in the pre

sence of measurement errors and the complexity of the computations.

Here we have chosen two different weighting schemes which are very

attractive from the computational point of view. These special

choices of the Z-matrix and the designation of the resulting algo

rithms in our generalized SIRT routines are given below.

LSIRT1

Z.. = VT2, j = 1,...,M (6.5)
ID DD

<Vii = (Vii' L =1 N

With this choice, Equation (6.3) specializes to

pq+1 = Pq + 1 d:1 (pV'r - PTPPq) (6.6)

LSIRT2

0 N

Z.. = nT1vT2, j=1,...,M (6.7)
ID 3 ID

(Dv)ii = Ne, i = 1,...,N.
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With this choice, Equation (6.3) becomes

i i 6 >Lr. \L.w. N.
3 ' (6.8)

i = 1,...,N.

The choices of Dy in Equations (6.5) and (6.7) satisfy Equation
(6.4). It is clear that these schemes remove the need for the cal

culation of L., j=1, ,M, during the back-projection step of Equ
ation (6.3). In LSIRT2 the matrix Dy is reduced to a scalar, making
it quite attractive computationally.

We compare the performance of GSIRT, LSIRT1 and LSIRT2, and

SIRT in the next section.

Comparison of the Different SIRT Methods

We have run three different series of tests on the different

SIRT methods. In the first series we have reconstructed images

from noiseless projection data. In the second, we have reconstruc-

tured from projection data with simulated noise, and in the last

we have obtained "reconstructions" of pure noise.

We have used computer-printer-produced pictures of reconstruc

ted images in each case to get a visual estimate of the aoodness of

the methods. Some of these pictures are given in this section.

In addition to the visual picture, we have used quantitative

measures of the 'goodness' of the reconstructions for comoarison

purposes. These are

(i) The residual at each iteration

•M J[

3-

(ii) The average reconstructed density

rq = I (R - (Ppq) )2) . (7.d
j=1 D 3 '

N

Nil/0!*
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(iii) The variance is denoted vq;

vq - 1 I <P*- pV
w i=1

(iv) The distance, 6q, measures the deviation of the recon

struction from the digitized test picture, p ;

& - 1 ! <p^- pf>2
Nvq i=1

(7.2)

Test Pictures:

The different versions of SIRT have been tested on two mathe

matically created phantoms, (a) CIRCLES and (b) SKULL, shown in

Figure 4.

(a) CIRCLES: This is a 27x27 digitized version of the test pat-
2

term used by Gilbert , which is composed of five circles of density

1.5 in a circular region of density 0.5. Projection data have been
5

generated (as described in Herman £ Rowland ) at 25 angles equally

spaced over 180° using parallel rays of width equal to the side of

a picture element in the phantom. For each projection there are 41

rays.

(b) SKULL: This is a 63x63 digitized version of the pattern used

by Herman £ Rowland . It is composed of an annulus 1 pixel thick

with density 1.0 surrounding a circular region of radius 26 pixels,

density 0.5. Projection data have been generated at 30 angles

equally spaced over 180° using parallel rays of width equal to the

side of a pixel. For each projection there are 93 rays.

Noiseless Projection Data:

Figure 5 shows the reconstructions of SKULL produced by ten

iterations of SIRT and GSIRT. The superiority of GSIRT is evident.

GSIRT reconstructs the skull, while SIRT loses it completely (see
5

also Herman 5 Rowland ).

Figure 6 shows plots of residuals produced when the algorithms

GSIRT, LSIRT1, and LSIRT2 reconstruct the CIRCLES pattern. There is

a close correspondence between the reconstructions produced by GSIRT

and LSIRT1. LSIRT2 seems to converge faster than GSIRT (which is
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RbSIDUAL VS. ITERATION NUMBER
NO NOISE

* GSIRT

o LSIRT 1

* LSIRT 2

3 4

ITERATION

10

Figure 6. A plot of residuals rq (of Equation 7.1) versus itera
tion number q for reconstructions of CIRCLES. Noiseless data.

*r GSIRT, O LSIRT1, # LSIRT2.
Note the closeness of GSIRT and LSIRT1.
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itself faster than SIRT; see Figure 3), particularly at the begin

ning. Because there was no significant difference between GSIRT

and LSIRT1 reconstructions only LSIRT2 was tested further. In

Figure 7, pictures of CIRCLES produced by ten iterations of SIRT,

GSIRT, and LSIRT2 are shown. The SIRT picture seems lacking in de

tails and blurred compared to the other two.

On the basis of the SKULL and CIRCLES reconstructions it ap

pears that, for noiseless data, our modifications of SIRT result in

definite improvements.

Noisy Projection Data:

Noisy projection data were generated by multiplying the noise

less CIRCLES projection data by random samples from a Gaussian dis

tribution with unit mean and standard deviation 0.1. (This experi

ment repeated Gilbert's original tests as closely as possible.)

The performance of SIRT, GSIRT, and LSIRT2 reconstructing these

data was examined. Some of the results are presented here.

Figure 8 plots residuals versus iteration number; Figure 9

plots distance versus iteration number. Both the constrained and

unconstrained versions of SIRT and GSIRT are presented in these

figures.

Figure 8 shows that the residual decreases steadily, with GSIRT

and LSIRT2 well ahead of SIRT. However, Figure 9 shows that, after

a certain point, the quality of the GSIRT and LSIRT2 reconstructions

is slightly degraded by further iteration. The reconstructed pic

tures also show this degradation in quality. The use of the uncon

strained algorithms may degrade the picture more than the constrained

versions.

Thus, for the GSIRT and LSIRT2 methods in the presence of noise,

the residual decreases steadily even as the reconstruction moves

away from the test pattern. To explain this, the third series of

experiments in which pure noise was used as projection data was run.

Pure Noise as Projection Data:

In order to separate the action of an algorithm on noise from
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RESIDUAL VS. INTERATION NUMBER, 10% NOISE

Sf: (T=1.0, AVERAGE START, SIRT

& (T = 0.5, BACK-PROJ. START, GSIRT

0 ^=0.5, BACK-PROJ. START, LSIRT2

CONSTRAINED, NORMALIZED

UNCONSTRAINED, UNNORMAUZED

"*--^

2 3 4 5 6 7
ITERATION

Figure 8. A plot of residuals rq (of Equation (7.1)) versus
iteration q for CIRCLES when 10X random multiplicative noise is
introduced in the projection data.

* SIRT, • GSIRT, OLSIRT2. Constrained
values are shown connected by continuous lines and unconstrained
values by broken lines.
Note that the residual decreases steadily, and GSIRT and LSIRT2
perform better than SIRT.
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its action on data, it is simpler to assume the noise additive

rather than multiplicative, as was done in the second series of ex

periments.

To simulate additive noise, samples are drawn from a Gaussian

distribution with zero mean and standard deviation 1.0. These ran

dom numbers are given to an algorithm in place of projection data.

Essentially, the algorithm then tries to reconstruct a zero (blank)

picture for which the projection data supplied suffer from noise.

Whatever image the algorithm produces is then pure error, due only

to noise. By examining this image we learn about the sensitivity

of the algorithm to noise. The use of this method was prompted by

its successful use by Stuart Rowland in his studies on convolution

reconstruction methods. These ideas are now stated more precisely.

If constraining and normalization are not used, the SIRT al

gorithms generate reconstructions which are linear functions of the

projection data. We can write

pq = LqR, (7.3)

where Lq is the operator which converts the projection data into

the q-th approximate reconstruction.

Now suppose there is random noise in the projection data. Let

n. be the random noise in the j'th measurement. Let R. be the

exact measurement which would have been made in the absence of noise.

Then

R. = Re + n.
1 1 D

Re and n. can be thought of as the j'th component of the M-dimen-

sional vectors Re and n. Using Equation (7.3), we get

pq = LqRe + Lqn.

Let pq = LqRe, the reconstruction from exact data, and let
e

pq = Lqn, the reconstruction from pure noise.

We focus our attention on the summation appearing in the ex

pression for 6q in Equation (7.2):
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When we take the expected values over the random variable n, the

last term on the right drops out.

< j/P? "'i>2> -Ij, <e»? "̂ i'2 +< j, <nP?'2' »•")
Call the second term on the right vq. Equation (7.4) shows that
the expected mean-square error between test pattern and reconstruc

tion is the sum of a deterministic part, which was examined in the

noiseless experiments, and a part which may be measured from recon

structions of noise.

The pure noise was used with SIRT, GSIRT, and LSIRT2 (all un

constrained and unnormalized). In Figure 10 are plotted experiment

al estimates of ( vq)2 for the different algorithms as a function
n J

of q. The curves rise not quite linearly with q, SIRT rising at

a rate only half that of the other two.

Qualitatively, then, we have an explanation for the phenomenon

of Figure 9. The deterministic contribution to the distance dimin

ishes as q increases; the random contribution increases. At some

point there is a balance, and there we get, on the average, the

best reconstruction. It would be desirable to stop the iteration

at this point, but the position of this balance point varies with

the algorithm, with the reconstructed object, and with the noisiness

of the projection data. At present, there is no way of determining

this ideal stopping point.
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Figure 10. Reconstruction of 'pure' noise. A plot of the stan
dard deviation of the reconstruction of pure noise versus itera
tion q.

• LSIRT2, *GSIRT, OSIRT.
Note that SIRT amplifies noise only about half as fast as the
true least-squares algorithms.
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Conclusions

We have devised some new, faster algorithms which are modifi

cations and extensions of SIRT. The GSIRT algorithm uses a back-

projected picture of the Vainshtein type for the starting point and

a relaxation factor for the correction term in the iteration scheme.

The LSIRT1 and LSIRT2 algorithms are weighted least-squares exten

sions of SIRT which are computationally more economical than SIRT.

We have investigated experimentally the effect of noise in the

projection data in the reconstructions produced by these algorithms.

We have shown that SIRT, GSIRT, and LSIRT2 all amplify data noise

as iteration progresses, SIRT at the slowest rate. However, the

more rapid convergence of GSIRT and LSIRT2, as compared to SIRT,

permits termination of these algorithms with fewer iterations, be

fore the random contributions to the image reach a significant level,
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DISCUSSION:

Schmidlin started the discussion by noting that he and his colleagues
at Heidelberg had investigated the SIRT algorithm, as well as a multi
plicative ART algorithm. Their conclusion was that the ART algorithm
gave much better results.

Lent agreed that there were probably better algorithms available than SIRT
and noted that the multiplicative ART algorithm had the nice property that
under some conditions it would give a maximum entrophy reconstruction.

Lent stated that the convergence to a least-squares solution should not
be the only criterion for a proper reconstruction. He noted that very good
least-square solutions often gave very bad visual reconstructions. Lent stated

that the reconstruction program was so ill-conditioned that it required something
beyond least-squares for a proper reconstruction. Metz asked a question concern
ing the comparison of the convergences of the various SIRT algorithms. In
particular, the question related to the behavior of the algorithms for very
large numbers of iterations. Lent stated that due to limitations on computer
time, this region had not been explored. He noted, however, that the region
that was explored extended well beyond what would be considered a good visual
reconstruction. Further iterations tended to diverge from a good visual
image.

Oppenheim asked how the proper number of interactions was determined.
Lent indicated a visual criterion was probably best.

Weisner asked if one should put any dependence in the delta parameter of
image quality. Lent noted that during low numbered iterations, delta be
haved properly.
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CONTRAST ENHANCEMENT OF SCINTIGRAMS BY THE COMPARISON

WEDGES METHOD

I. Runczik, V. Cernoch, B. Vavrejn and J. Kidery

Postgraduate Medical and Pharmaceutical Institute

and Institute for Clinical and Experimental Medicine

Prague, Czechoslovakia

ABSTRACT

The method of comparison wedges improves visualization of defects

in high channel content gradient areas of the scintigram. The z - const,

intersection planes commonly used for isocontour creation are replaced

by linearly increasing channel content planes.

Three-dimensional objects are projected by the scintigraphic process

into their two-dimensional images. These images are presented usually in

a map form with information density data coding. The coding may be perfor

med in various ways: shades of grey, colors, isocontours in computer based

systems of display, etc. Equidistant isocontours are usually used. In the iso

metric display with a multichannel analyzer or computer the channel content

is visualized by display matrix points shifted in the z-axis direction. The iso

contour is obtained as a curve of intersection of anisometrically displayed pla

ne and the constant z plane.

In our earlier paper the difficulties of defect searching in areas with

a high channel content gradient were demonstrated -(.see Fig. 1).showing a nor

mal scintigram of the liver in the upper left and equal defect simulated scinti -
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As shown in Fig. 2, lateral projections help to overcome this problem.

A-P projections are presented in the upper part and the lateral ones for the

given defect diameters in the lower part of Fig. 2.

This paper deals with a new method of contrast enhancement of scintigrams

in high gradient areas. This method is based on the use of comparison wedges.

Fig. 3a shows standard intersection planes

z = const.

These planes are replaced in Fig. 3b by planes with a linearly increasing chan

nel content, i. e.

z = c1x + c2y + cQ

Non-isocontours are obtained in the map form. From the point of view of de

fect finding, the non-isocontours can be, however, considered as valid as the

commonly used isocontours.

const. c,x ♦ c2y ♦ c0

a) »isocontours« b) »non- isocontours«

Fig. 3
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The principle of this method is schematically represented in Fig. 4. The

original high gradient profile is transferred to modified low gradient profiles

by addition of linear wedges. To display the modified profiles in a standard

way /"isocontours with the z=const, intersection planes7 a narrower dynamic
range D is needed than for the original profile. Using the same density of the

display matrix image forming points, the count rate differences can be visuali

zed with an improved contrast.

channel '

content

IT
modified

profiles

original

profile

Fig. 4

We tested the comparison wedges method by means of a simple "roof-sha

ped" phantom with a defect on one declining area. In the random dot image
[ Fig. 5 J of this phantom the defect is hardly visible.

For corresponding profiles and standard isocontour presentation see Fig. 6.
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CONCLUSION

The described method of the comparison wedges is aimed at contrast

enhancement in high channel content gradient areas of scintigraphic images

and thereby better defect visualization.
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DISCUSSION:

Ochs noted that similar images would be obtained if one subtracts a
very heavily smoothed image from the original. Runczik agreed but noted
that there would be a problem of "dot shifting" as a result.

Tweig asked if techniques of comparison wedges could be used as well with
displays other than isometric contour displays. Runczik noted that the tech
nique was not dependent upon the type of display used. Runczik also noted
that the statistical integrity of the image was left unchanged after the
addition of the "noise-free" wedge.

Metz asked if it was possible to get crossing contours if the wedge
were too steep. Dr. Runczik stated that the technique did not involve a ro
tation but only an addition and would, therefore, not cause a crossing of
contours.
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COMPARISON OF SOME NONLINEAR SMOOTHING METHODS*

P. R. Bell and R. S. Dillon

Health and Safety Research Division, Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830

ABSTRACT

Due to the poor quality of many nuclear medicine images,
computer-driven smoothing procedures are frequently employed
to enhance the diagnostic utility of these images. While
linear methods were first tried, it was discovered that non
linear techniques produced superior smoothing with little
detail suppression. We have compared four methods: Gaussian

smoothing (linear), two-dimensional least-squares smoothing
(linear), two-dimensional least-squares bounding (nonlinear),
and two-dimensional median smoothing (nonlinear). The two-
dimensional least-squares procedures have yielded the most
satisfactorily enhanced images, with the median smoothers

providing quite good images, even in the presence of widely
aberrant points.

INTRODUCTION

Smoothing procedures are frequently used on nuclear medicine images to

improve readability or to permit use of color displays. Simple smoothing
methods such as the nine-point or a Gaussian weighting matrix characteristically
cause a rather rapid flattening of sharp image detail. Such methods are not
good bases for nonlinear bounding because of this detail flattening. The
smoothing method using a least-squares fit to a two-dimensional polynomial!>2
does not produce rapid detail flattening and is therefore a suitable method to

use as a basis for a bounding procedure.

^Research sponsored by the Department of Energy under contract with Union
Carbide Corporation.

By acceptance of this article, the

publisher or recipient acknowledges

the U.S. Government's right to

retain a nonexclusive, royalty-free

license in and to any copyright

covering the article.
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THE IMPLEMENTATION OF A FLOPPY DISC DATA LOGGER FOR MEDICAL IMAGES:

A PRACTICAL APPROACH TO THE REPORTING STATION CONCEPT

N.J.G. Brown, D.F.R. Burns and K.E. Britton
Departments of Nuclear Medicine, The Middlesex Hospital Medical School

and St. Bartholomew's Hospital, London, U.K.

ABSTRACT

The concept of a central reporting station implies a data logger on each
data collection device, X-ray, Thermography etc. and a common data analysis
and display system capable of meeting the requirements of each image type.
A double density floppy disc system which is at present under construction,
meets the data logging requirement for all but X-ray images where a
digitising system described earlier in this meeting is effective. This
concept makes for more efficient use of expensive data processing facilities
and allows the interaction of different diagnostic methods from which
clinical strategies can be developed. The processing system at The
Middlesex Hospital developed originally for nuclear medicine has so far
been used also for radiographs and thermograms. Further development of the
concept of the reporting station is for discussion

THE REPORTING STATION

The fundamental principle of the reporting station concept is that each
imaging device (gamma camera, scanner, CT scanner etc.) has a data logger
attached to it. The data analysis and display system, which we call the
reporting station, is able to handle and display data from any imaging device,
Ideally only one or at most two forms of recording medium are used for all
data. Several advantages come from this scheme; the processor, with its
expensive display systems, is more efficiently used when it is shared by a
number of imaging devices- the time of the technologist and the imaging
equipment itself is also better utilised when the latter is housed separately
from the processor; simultaneous processing and data collection from as
many devices as desired can go on without conflict. Furthermore the imaging
devices need not be in the same building as the processor. Indeed they
may be in a different institution some miles away. The reporting station,
however, can be in the place which is most convenient for those who do the
reporting, and if located in the radiologists' reporting room it could act
as a catalyst in the integration of the results obtained by different
modalities. Finally, a further factor which makes for greater efficiency
by comparison with on-line systems is that data need only be entered into the
processor if it is to be analysed.
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THE RECORDING MEDIUM

A satisfactory short term recording medium for use with the reporting
station should be convenient, reasonably priced, and be read by devices which
can be easily interfaced to existing image processing systems so that they
may be used as reporting stations. It must have adequate capacity and
recording rate.

All the above requirements appear to be met by a double density floppy
disc readable by a drive with commercially available interfaces for the DEC,
Varian and Data General computers on which Nuclear Medicine image processing
systems are based. A double density disc has 77 tracks and 32 sectors
each containing 256 8-bit bytes. Thus since each track can hold two 64 x 64
frames at 8-bit accuracy a whole disc can, for example, accommodate 154
frames of 64 x 64 images or 38 frames of 128 x 128 images or 9 frames of 256
x 256 images at 8-b'it accuracy. Only half these numbers of frames can of
course be stored at 16 bit accuracy, for example.

All devices operate at one revolution in 166 mSec. A particular drive
marketed by Sykes features a track to track time of 6 mSec and a head
settling time of 43 mSec. Thus the time required to dump one track is
approximately 380 mSec (assuming two revolutions are required to write the
data) allowing five 64 x 64 bit frames to be dumped each second.

This performance is considered sufficient for all the data logging needs
of the average Nuclear Medicine department. It would be convenient to use
one disc per patient for dynamics and one disc per machine per session for
statics. At report time the disc data can be conveniently loaded into the
processor as required.

IMPLEMENTATION

A floppy disc data logger for use with a gamma camera is currently under
construction at The Middlesex. A block diagram of the system is shown in
fig. 1. A special image memory, which may be configured in different ways,
is connected to an interface and control unit. The latter receives data

from dual analogue to digital converters and acts as an interface between
the image memory and the memory bus of an 8K Micro Nova computer which controls
the system. By setting a control register in the interface and control unit
the computer is able to set up the memory configuration and the mode of data i
collection (matrix size, single or dual isotope). The interface unit contains
the necessary logic to increment the appropriate memory location when a value
is presented to it by the ADCs. It is so designed that the parts of the
image memory which are allocated to the micro Nova appear to it as part of
its own memory. The whole image memory may be allocated to the ADCs or
computer. Alternatively half may be allocated to the ADCs while the other
half is allocated to the computer. Thus allowing data collection and
dumping to disc to proceed concurrently.

The double density drive is used for both program entry and data logging.
The system is set up for a particular task by simply loading the appropriate
disc. The switch indicator panel is used to input date and time at the
beginning of the day and patient identification numbers. Camera run/stop
status is available to the computer so that it can start and stop storage at
the right time without the need of attention by the camera operator.
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CONCLUSION

The system described provides a flexible test bed for remote data logging
and the reporting station concept in Nuclear Medicine. Future modification
and development will allow it to deal with data produced by other modalities.

IMAGE
MEMORY

O

O
CO

MEMORY MAY BE

CONFIGURED AS:-

1 x 128x128
2 x 64x64

4 x 64x64
16x32x32

8 bit

16 bit
8 bit
8 bit

DUAL ADC

I 14

INTERFACE

AND

CONTROL

MEMORY

BUS

ECG

MICRO-
NOVA

I/O BUS

SET CONFIGURATION
I/O

SWITCH/
INDICATOR

PANEL

CAMERA

STATUS

Fig. 1. Block Diagram of System

DISCUSSION:

McClain asked a question concerning the reliability of the floppy disk
recording surface. Brown responded by noting that there was a floppy in
his institution which had operated error free for the past nine months.

Goldberg commented that they had experienced very good reliability with
their floppies. He also made an appeal that a standard data format for
floppies be adopted. In addition, he noted that they had been able to achieve
data collection rates of 30 (32 x 32) image/second with their floppy.
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FLUOROSCOPIC SUBTRACTION IMAGING VIA REAL-TIME DIGITAL
VIDEO PROCESSING—CURRENT WORK**

Theodore L. Houk, Ph.D., Robert A. Kruger, M.S., Charles A. Mistretta, Ph.D.,
Mitchell M. Goodsitt, M.S., Chorn-Gang Shaw, M.S., Stephen J. Riederer, S.M.,
David C. Flemming, M.D.*, Joseph F. Sackett, M.D., and Andrew B. Crummy, M.D,

Departments of Radiology and *Anesthesiology
University of Wisconsin

Madison, Wisconsin, U.S.A.

ABSTRACT

Two fluoroscopic images which differ by only one variable, e.g., time or
x-ray energy, are subtracted in a dedicated real-time digital processor in
order to isolate images of injected contrast medium. This technique is applied
to dynamic angiography and ventriculography using a peripheral venous injection.

**Work supported by National Science Foundation Grant //APR 76-19076

A real-time video image processor has been developed for the purpose of
generating a variety of generalized subtraction images. By subtracting two
digitized fluoroscopic images which have only one variable, e.g., time or x-ray
energy, one can isolate a subset of the transmission information represented
by the terms in a Taylor series of transmission functions (Figure 1). Time-
dependent and K-edge energy subtraction are examples of these variables.

The video processor * contains an analog input section, a digitizer,
three 256 x 256 x 13 bit memories and dedicated processing hardware circuitry.

X-rays produced by a conventional tube are heavily filtered^ith materials
like cerium, iodine, or brass in concentrations of 100-400 mg/cm depending on
the particular application (Figure 2). A plumbicon views the output of the Csl
image intensifier and sends a signal to a 256 level automatic gain control cir
cuit (AGC) which standardizes the input to a logarithmic amplifier which pre-
ceeds a 10 MHz sample-and-hold and analog-to-digital convertor pair (ADC).
The digital processor has three identical data channels to handle the three
beam energies we use in our K-edge work3 (Figure 3). Images are circulated
through the memories, processed and displayed in real time. Any linear com
bination of the three images can be selected.

We have been studying the vessels and the cardiac chambers of the dog fol
lowing a peripheral venous injection utilizing time dependent subtraction. A
mask is integrated over 1/2 second prior to the injection of a 10 cc bolus of
Renografin 60 into an extremity vein of the dog. During and following the in
jection, live images are continually digitized and subtracted from the mask at

*Designed and assembled at the University of Wisconsin Physical Sciences Lab-
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video rates and the results are stored on a magnetic tape. Identical 10 cc
injections viewed with conventional fluoroscopy and with time subtraction using
logarithmic amplification and 100 mg-cm-2 of cerium filtration are illustrated
in Figure 4A and 4B. The subtracted images more clearly display the cardiac
chambers. A composite of several digital subtraction images made following
the intravenous injection of 10 cc's of contrast agent in the foreleg (Figure 5)
and the hindleg (Figure 6) demonstrate cardiac dynamics and pulmonary blood
flow.

Similarly, peripheral arteries can be studied. When motion is not a prob
lem, 1/2 second exposures are integrated and subtracted from the pre-injection
mask to produce a time sequence of arterial and venous images (Figure 7).

With appropriate positioning for imaging, one may follow the progression
of a bolus from the site of injection to the heart and then to the periphery
(Figure 8).

The 256 x 256 resolution is probably not sufficient for most diagnostic
tasks. Therefore, we are installing a 512 x 512 imaging system.

The video tape recordings of blood flow from which the digitized subtrac
tions of Figures 4 through 6 were made are viewed in real time and at 1/4
speed. The videotapes show the turbulent mixing of the opacified and non-
opacified blood in the right side of the heart. Opacification of the left-
sided chambers is more homogeneous because of the mixing in the right-sided
chambers and the pulmonary vessels. The size of the ventricles and the thick
ness of the myocardium can be determined from these images. Since transmission
data is available in digital form, quantitative plots of the ventricular volume
versus time can be obtained via videodensitometry without making assumptions
about ventricular shape. The dynamics of cardiac contraction are well dis
played and the resolution should be sufficient to determine dyskinetic or
akinetic areas.

The videotape of the pulmonary vessel opacifications suggests that with
the 512 x 512 matrix it will be possible to detect pulmonary emboli utilizing
a peripheral venous injection of contrast agent.

Based on our experience with the dog, we estimate that the exposure re
quired for human work will be in the order of 1 to 2 R for an examination of
5 seconds duration. This assumes a 20 cm chest and a 20 cc injection of
Renografin 60 into the patient's arm.

The time subtraction technique requires both a pre- and post-injection
image. The K-edge energy subtraction technique does not require the pre-
inj ection image. In the K-edge subtraction technique, three quasimonoenergetic
beams are prepared by filtration with iodine, cerium, and brass filters which
are held in a rotating wheel (Figure 9). The image processor solves for the
iodine distribution and displays it 5 milliseconds after the third image is ob
tained. By varying multiplication constants controlled by up and down counters,
bone can be made to pass from black through zero to white as the operator views
the image in real time. During this process, the iodine remains white. Very
small concentrations of iodine which may not be detectable with routine radio
graphy can be outlined with the K-edge subtraction technique (Figure 10).

We are now doing our K-edge imaging at the rate of 30 Hz. Preliminary
results indicate that currently the image quality of dynamic events with the
K-edge subtraction is not as good as that with the time subtraction images.
However, their freedom from patient motion artifacts is a distinct advantage and
warrants further work. Instrumentation is being constructed to allow post ex
posure synthesis of geometric tomograms5'6 and K-edge energy subtraction tomo
grams .'
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DISCUSSION:

Pullan asked what the concentration of iodine was that was used for the

studies. Dr. Houk stated that he did not know the concentration but noted that

the procedure used 10 cc's of Renorafin-60 flushed with 10 cc's of saline.

Pullan stated that he had made calculations which indicated that one

needs at least 4 mg/ml of iodine before the contrast medium would become

visible.

2
Houk stated that on static views he had successfully visualized 2 mg/cm ,

He also noted that in static studies, they routinely integrated over 8 frames
which corresponded to a study time of about 1/2 second.

Price asked about motion artifacts in the K-edge images. Houk noted

that there would be motion artifacts generated if there were any movement

between the preinjection mask and the current image. He also noted that at

the present time no mechanism for gating the system had been considered.
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IMPACT OF LARGE SCALE INTEGRATION (LSI)
ON MEDICAL RADIONUCLIDE IMAGING

Robert 0. Smith

University of Mississippi Medical Center
Jackson, Mississippi, U.S.A.

ABSTRACT

Some dynamic organ radionuclide distribution studies are being limited
by the frequency response of the electronic circuits in the detection
equipment and display devices. Generally, the smaller such circuits can be
made, the greater their frequency capability becomes. Large scale integration
of digital and analog circuits is already increasing their speed and will
ultimately decrease the prorated functional cost.

Medical radionuclide images are being processed faster and at lower cost
by large scale integrated (LSI) digital and analog circuits. LSI may well
provide a new impetus to radiology and nuclear medicine similar to that
produced on computers in the 1960's by integration of transistor, transistor
logic which is commonly referred to as TTL or T^L. With the increasing gamma
detection rate of the large single crystal or the multicrystal devices, the
advent of these LSI circuits is none too soon.

During the past three years, the cost of an analog-to-digital (A/D)
converter for digitizing the position pulses from one channel of the gamma
camera has dropped from $430 (Analog Devices ADC 1103 hybrid module, 8 binary
bits in 1.0 us) to $55 for a dual-in-line package (Burr-Brown ADC 82AG, 8
binary bits in 2.8 us) or approximately $50 (Precision Monolithics DAC-08,
etc., 8 binary bits in 1.0 us) where 13 chips are mounted on one printed
circuit (PC) board. A "do it yourselfer" can now construct an 8 binary bit
converter for about $35 even when buying the parts in single quantities.
Figure 1 shows the PC board for this converter with the components in place.
Both dual-in-line components have 16 pins and their size is indicative of the
whole assembly. Figure 2 is the complete schematic and demonstrates how really
uncomplicated the converter is. The primary components are the fast digital-
to-analog converter, the 8-bit successive approximation register and the
comparator. This unit can convert to 6 bits in 4.7 us, to 7 bits in 5.3 us
and to 8 bits in 6 .us when a 1.5 megahertz (MHz) clock is used. Figure 3
lists the components. The digital-to-analog converter and comparator are the
first two items and are manufactured by Precision Monolithics. The next item
is the successive approximation register which can be obtained from Advanced
Micro Devices, National Semiconductor or Signetics. The remaining components
can usually be obtained locally.
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tO.3% maximum nonlinearity, FS tempco 120ppm/°C

1 DAC-100DDQ3 (or Q4)

1 CMP-01CJ

1 AM2502PC (Advanced Micro Devices)
or Equivalent

1 Pot-200fi Bourns #3006P-1-201

1 4.7 Mf CAP- Mai lory #TDC475M010EL

2 1.0/uf CAP-Mallory #TDC105M035EL

2 Diode, 1N4148

3 .01 ni CAP-Centralab #CK-103

1 PC Board

1 Resistor 3.9MS2 5% 1/4W

For±0.2%maximum nonlinearity#FS tempco 60ppm/°C
use DAC-100CCQ3 (orQ4)

Fig. 3. Parts List for 8-bit A/D converter. See text for sources,

CONTROL
LOGIC

STROBE
13 MH*
CLOCK
INPUT

GATED
6.5MHz
CLOCK

* O
CP2

rCH^

Fig. 4. Simplified schematic of one usee A/D converter.
Precision Monolithics, Inc. Application Note #AN-16.)
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Figure 4 is a simplified schematic of a faster analog-to-digital
converter that will convert to 8 binary bits in one microsecond using a 13
MHz clock. Figure 5 is the complete schematic for the one microsecond
converter. There are six Dual D flip-flops, two Quad D flip-flops, one
Quad 2-Input Nand gate, one Triple 3-Input Nand gate, one 8-Input Nand gate,
the digital-to-analog converter and the comparator for a total of thirteen
integrated circuits. Precision Monolithics can supply the digital-to-analog
converter and Advanced Micro Devices the comparator. The other logic listed
was Schottky because it has the necessary speed and its use also increased
the total number of components when compared to the previously described less
complicated converter.

With the schematic and parts lists for an A/D converter, construction
should not be too difficult if a few rules are followed. PC board layout has
always been important with analog-to-digital converters and for high speed
designs it is even more important. Several of the more important rules of
layout are: First, digital ground must be separated from analog ground. They
must have only one common point. Second, digital traces or conductors should
not cross or be routed near sensitive analog areas. This is especially
important near the sum node. Third, with Schottky TTL logic, the digital
ground and the five volts supply conductors or traces should be large and
contain provisions for generous bypassing with capacitors. Fourth, the
conductor (sum node) from the digital-to-analog converter output to the
comparator input should be short. It should also be guarded by analog ground.
Fifth, the analog input conductors should be short. Therefore all analog
components should be located as close as possible to the edge connector.
Lastly, the comparator's outputs should be routed away from its inputs to
minimize capacitive coupling and possible oscillation.

Figure 6 shows the typical system connections for such a converter. As
shown, end of conversion or EOC is connected to start for continuous

conversions. This would not be correct for digitizing camera position pulses.
As an option, Strobe is used to clock the parallel answer into an output
register at the end of each conversion. The dotted line jumper is the one
point at which the digital and analog grounds meet. The four power supply
voltages are a positive ten volt reference, negative fifteen volts for power,
negative five volts reference and positive five volts for powering the logic.

The detected and digitized scintillation events must be stored for
additional processing and display of the results. Storage at this stage
appears not to be a problem for most memories used with minicomputers or
microprocessors will suffice. When camera devices can approach handling a
half million counts per second, then additional computational and storage
speed will be required in the acquisition system. Insufficient speed is
already a problem with intensity modulated cathode-ray-tube (CRT) displays.
For the American Standard Display using 256 points per line and 240 lines per
field, the point rate is 5.04 MHz. If the control processor has a 16-bit word
length and each dot is either on or off as for alpha-numerics, then the
processor can output words to the CRT interface at about one-sixteenth the
5.04 MHz rate. This is because each word can store the on/off condition of
16 dots or locations. When intensity modulation is needed for displaying
computed scan information, complications arise in making the data available
at the required intervals. For 32 gray levels (5 binary bits) each 16-bit
word could supply the intensity for three dots or locations. The processor
would have to output data at one-third the 5.04 MHz rate and this is beyond
the capability of most micro or central processors. However, if the points
per line were reduced to 128 and there were 120 lines per field, the point
rate would reduce to 1.26 MHZ and the word rate would be only one-third
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NOTES: 1. 1.2,5, 4,7. BSN74S74N

2 5,6 SN74SI75N

3. 9SN74S00N

4. 10SN74S04N

5. HSN74S30N

6. Al DAC-OBAZ

7. A2 Am 686MC

a. •optional bypass
CAPACITORS

9 OPTIONAL SUM NODE

BIASING RESISTOR
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Fig. 5. Complete construction schematic of converter shown in
Fig. 4. Additional details can be found in Application Note #AN-16.
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BIT I
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Fig. 6. Typical system connection of converter shown in Fig, 5.
The two 74S175 registers are optional buffers to allow conversion to
resume while transferring the previous data. Also from Application
Note #AN-16.
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of 1.26 MHz and this is feasible with most of the later processors. However,
when the goal is 32 levels of intensity for each of the three primary video
colors, complications as to speed do arise. This requires that data for each
point be output from storage in less than 200 nanoseconds. The refresh type
(dynamic) of random access memory is not currently this fast though some
versions are approaching this range. Though bipolar memory appears adequate,
it is in limited supply at high prices. For the moment and considering the
cost, intensity modulated color CRT displays may have to use other alternatives
such as a 128 by 128 array, interpolate on the fly or perhaps go to other
storage devices .

One such a device is shown in Figure 7. This is a charge coupled device
(CCD) manufactured by Fairchild which has a 9216-bit dynamic shift register
memory consisting of 9 registers of 1024 bits each and is intended for 8-bit
byte plus parity operation. Operating frequency is 100k to 2 MHz and price
is about $31.00 each in quantities of 25 or more. An even larger shift
register memory is shown in Figure 8. At the maximum operating frequency of
5 MHz, it provides a data rate of 20 megabits because data is available
4 bits parallel. This parallel output provides some unique possibilities for
on the fly interpolation to smaller display cells. This is a 22 pin dual-in
line plastic device with 128 recirculating registers of 128 bits each. The
128 registers are divided into 4 groups of 32 each for parallel addressing,
input and output. It is listed as a 16,384-bit dynamic line addressable
random access memory or LARAM. Both this memory and the previous one are TTL
compatible with 3 state outputs but there are special requirements. The clock
must be two phase with zero to positive 12 volts drive capability. Whenever
the stored time of any bit in any register has exceeded the specified maximum
refresh period, that register must be purged before it can be used to store
data. Purging is accomplished by clocking the register a minimum of 512 clock
cycles. When the chip is first powered up, the entire 16k memory must be
purged by addressing each line and clocking each line a minimum of 512 cycles.
However, the refresh period at reasonable temperatures appears long enough to
allow stopping the clock at the end of each horizontal CRT scan line and also
perhaps during vertical retrace. There is extensive research in CCD's at the
present time and the future may show them to be very useful devices.

In spite of the rather slow speed of the early microprocessors such as
the Intel 8080 and the Motorola 6800, they have been useful in many ways
including training for more advanced devices. When gamma camera data have
been processed, minicomputers have been the preferred devices for counting
the detected gamma events. While in the data acquisition mode, processing of
the data cannot be accomplished because too much time and consequently counts
would be lost in switching back and forth between the acquisition and
processing programs. The decreasing prices of microprocessors and their
memory makes them attractive as dedicated data acquisition devices. The least
expensive and easiest to implement microprocessors are those of eight binary
bits but this word size limits them to 255 counts/pixel which in turn limits
the total counts to <200k in a 32 x 32 image. Although 16-bit micro
processors are available, a more practical solution may prove to be use of
three 4-bit microprocessor slices for an even faster processor combined with
a 12-bit word length. The acquired data could be stored on perforated paper
tape, magnetic tape or floppy disc for later rapid entry into the minicomputer
which could then be used full time for scan processing and administrative
functions. Manufacturers of image display devices were among the first to
utilize microprocessors in their equipment but primarily for flipping the
arrays for correct orientation on the CRT screen. Only the emitter coupled
microprocessors appear to have adequate speed for controlling data flow to
a high resolution (256 x 256) composite color video display where each
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Fig. 7. Block diagram of CCD450 9216-bit dynamic shift register
memory consisting of nine registers of 1024-bits each. (From MOS/CCD
Data Book by Fairchild Semiconductor.)
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primary color could have 32 levels of intensity. The speed of emitter
coupled logic presents problems in laying out the circuitry to achieve pulse
synchronization and to minimize crosstalk. Here again the 4-bit micro
processor slices may become sufficiently fast and yet not present the layout
problems. When the data processing is relatively simple, i.e. 9-point
averaging or summing of scans, the read only memory (ROM) of the display
microprocessor might even be programmed to handle these tasks prior to
displaying the data and thus eliminate the need for a minicomputer.

Solid state memory has largely supplanted magnetic core memory in display
and processing applications. Although generally faster than core, speed is a
continuing problem with solid state memory when large arrays are required to
improve image resolution by decreasing pixel size. Manufacturers are currently
decreasing the access time of random access memories (RAM) of both the static
and dynamic types so .hat cycle times of less than 200 nanoseconds may be
common by this fall or winter and without using the expensive bipolar
configuration. This time frame should also complete the development of
families of 4-bit slices.

Only a minimal impact is presently seen from LSI devices on nuclear
medicine. The first new equipment with these circuits was actually higher in
price because of its extended capability and the need to recover research and
development costs. As quantities that are used increase, prices should
decrease which should interest newcomers in processing nuclear medicine
information. They will not be bound by the format of old equipment and could
well eclipse those now in the forefront who may not readily adapt to change.
However, for those with previous experience, who like to design and construct
their own equipment, LSI should be a boon because more logic functions can be
installed on a single PC board than was previously possible.
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DISCUSSION:

Winspur asked about the contents of 512 x 512 memory discussed in the
paper. Smith noted that the design specified 5 bits resolution for each of
the three colors.

Winspur noted that the Grinnell display system provided 512 x 512 with 10
bits of brightness or color levels.
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MULTIPLE CATEGORIES FROM MEDICAL IMAGES: A SUPPLEMENT TO ROC ANALYSIS

Alan B. Ashare, M.D.

Wright State University School of Medicine
Dayton, Ohio USA

ABSTRACT

ROC (receiver operating characteristic) analysis has provided a technique
to compare the results of one imagining technique to another. 1 However, under
some circumstances, two imaging techniques may appear, by ROC analysis, to be
of equal value. However, if the abnormal category is further delineated into
specific diagnoses, then a difference may be seen in the two imaging techni
ques. This multiple category approach yields an information content metric
which compares the diagnostic capabilities of different imaging techniques.

INTRODUCTION

Medical images are obtained to help the physician in the diagnostic pro
cess. There have been many improvements in these imaging techniques in the
past decade, and methods are needed to evaluate these improvements. One method
is ROC analysis^ which has proven to be of great value. ROC analysis considers
a binary decision, usually normal versus abnormal. Abnormal medical images in
an applied clinical situation often suggest one of several specific diagnoses,
however, and ROC curves describing the detectability of abnormality do not re
veal the usefulness of an imaging technique in providing differential diagnoses.
This problem has been referred to as the difference between detectability (the
ability of a system to detect the presence or absence of a signal) and recog-
nizability (the ability of a system to locate, recognize, or identify a sig
nal).2'3'4

Expanding the Decision Matrix

The traditional decision matrix (2 x 2) can be expanded into an N x N

matrix where N is the number of different diagnoses possible. To illustrate
this expansion, thyroid scintigrams were considered. The possible diagnoses
included: normal, single cold nodule, single hot nodule, multinodular gland
and heterogeneous gland. The actual disease state is located on the ordinate
of the matrix and the observed disease state is located along the abscissa.

The entries to the matrix are completed in the same fashion as the 2x2
decision matrix.

The following are the results from an experiment done with thyroid scinti
grams by four physicians.
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Actual

Tat)le 1. Techni

OBSERVED

.que I

Normal S ingle Cold Single Hot Multi Hetero

Normal 115 8 1 1 3

Single Cold 2 46 0 3 5

Single Hot 0 2 17 3 2

Multi 0 5 0 23 4

Hetero 2 1 0 2 23

Several things can be noted from this matrix, sometimes called a stimulus-
response matrix or a confusion matrix. By adding the entries in each row and
then dividing by the total number of entries in all rows, the a priori proba
bility for each diagnosis can be calulated. Again this is similar to the
2x2 matrix where the false negative studies plus the true positives divided
by the total number of entries is equal to the probability that a signal is
present (p(s)).

Accuracy

Accuracy in the 2x2 matrix is equal to the sum of the true negative
studies and the true positive studies (the sum along the major negative
diagonal) divided by the total number of entries; a similarity can be noted
in the 5x5 matrix where accuracy is equal to the sum along the major nega
tive diagonal divided by the total number of entries.

Accuracy = (115 + 46 + 17 + 23 + 23)/268 = 89%

Looking at the columns, it can be noted that only four abnormal scinti
grams were read as normal and that these were equally split between the diag
noses of single cold nodule and heterogeneous gland. From this set of data
we can see that if a scintigram interpretation is normal, there is a 96%
probability that this is correct, 2% probability that it is either a single
cold nodule or a heterogeneous gland. Furthermore, there is no chance that
the diagnosis is either a single hot nodule or a multinodular gland. A
similar analysis can show the usefulness of the diagnosis of a single hot
nodule. Only one out of eighteen scintigrams were read incorrectly; there
fore, the other three diagnoses can be ruled out (since the probability is
0%).

In the case of the diagnosis of heterogeneous gland, there is a 62%
chance that it is correct, an 8% chance it is normal, a 14% chance it is a
single cold nodule, a 5% chance it is a single hot nodule, and an 11% chance
it is a multinodular gland.

Another technique is used to image the same patients and the following
matrix is obtained.^
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Table 2. Technique II

OBSERVED

Normal Single Cold Single Hot Multi Hetero

Normal 110 4 0 4 10

Single Cold 15 15 6 7 13

Single Hot 0 1 18 1 4

Multi 14 7 0 1 10

Hetero 14 2 1 3 8

Comparison of the Two Techniques

How are these two techniques to be compared? One possibility is to
compare the accuracy measures.

Accuracy

Technique I 89%

Technique II = 78%

The problem with accuracy measures has already been mentioned by other
investigators.6 Basically, the problem is that this measure is biased when
the a priori probabilities of each diagnosis are very different. However,
I believe that a more unbiased measure can be derived from classical informa

tion theory.

Information Theory

The patient is considered to be the sender of a signal, the physician is
the receiver, and the medical image is the channel for transmitting the signal.
The information transmitted [T(x;y)] is equal to the information from the
sender [H(x)] plus the information from the receiver [H(y)] minus the informat
ion in the joint occurrences [H(x,y)].7>8'9 These quantities can be computed
from the following formulae where n.. is number of entries in the i,j location
in the matrix:

H(x) = log2N - -

H(y) = log2N - -

(E n..) logo (I n. .)
ij ij

(I n..) log (E n )
i x3 z i ±3

H(x,y) = log N - - I
N ij ^

log.
13

Where n.

ij
ij

T(x;y) = H(x) + H(y) - H(x,y)

These are the same formulae described by Metz et al in 1973, and applied
to radiological images.10
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The information transmitted may be calculated with the aid of an elec
tronic calculator or with the aid of a table of logarithms to the base two.
For the specific problem at hand the following values were calculated:

Technique I Technique II

T(x;y) 1.39 0.79

Accuracy 89% 78%

These values suggest the superiority of Technique I over Technique II
from both the accuracy and information transmitted metrics.

Conclusion

The evaluation of different medical imaging techniques is becoming more

and more difficult because sometimes the changes in techniques are so mini
mal that standard evaluation procedures will not show a difference between
techniques. In this situation, we must make use of all available data.
Since medical imaging is not just a problem of detectability, and since in
most cases a specific diagnosis will be suggested, procedures from informa
tion theory can provide a way of analyzing the multiple choice problem.

What remains to be done is to consider the stability of this parameter

and how it affects the quality of medical care.
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DISCUSSION:

Ashare noted that as far as he knew, no one was using the multiple category
approach to medical decision-making.

Metz stated that the reason that people have so far been prevented from
using a generalized ROC analysis for parallel multi-alternative decision
making is that there does not exist a single decision level or threshold;
that is, more than one degree-of-freedom.

Ashare stated that one must look for other techniques, since people are
using standard ROC techniques to compare two different tests and are not get
ting meaningful results.

Brill summarized by noting that ROC analysis is for signal detection and
when one attempts to compare CT and Nuclear Medicine images, for example, one
really wants to know which procedure characterizes the state of the patient
best rather than just whether the study is normal or abnormal.

Metz agreed that other techniques should be explored but noted that
some of these techniques may suffer from poorly determined prior probabilities.
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ABSTRACT

A new method of volumetric emission tomography is des
cribed using a wide-field Anger camera and a seven pinhole
collimator. Each pinhole acquires data simultaneously from
the emissive source projecting the data onto seven indepen
dent regions of the detector surface at different viewing
angles. A mixed addition-multiplication reconstruction
algorithm is used and multiple planes are reconstructed by
altering the superpositional relationship among the back-
projected image views. Myocardial perfusion studies using
thallium-201 have demonstrated scintigram defects compatible
with clinical information which were not visualized by non-

tomographic radionuclide imaging techniques.
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A NEW METHOD OF EMISSION TOMOGRAPHY

Introduct ion

In contrast to recent advances in computerized transmission axial tomo

graphy which have resulted in wide clinical application, emission tomography
has shown only modest clinical usefulness. This is despite introduction of
radionuclide tomographic scanning by Kuhl and Edwards 14. years ago'»^ and
tomography using an Anger camera technique described by Muehllehner^ seven
years ago. This report describes a new emission tomographic technique using a
standard 37.5 cm wide-field Anger camera and a multi-sectoria 1 collimator
which views seven independent projections of a volume of interest simultaneous
ly. Computer processing of clinical data by this method produces emission
tomograms which are demonstrably superior to corresponding nontomographic
scint igrams.

Methods

Description of collimator: As seen in Figures 1,2, and 3, a lead colli
mator was constructed with seven 5 nim diameter pinholes placed in a plane
parallel to and 12.7 cm from the camera crystal. The six peripheral pinholes
are 6.35 cm from both the center pinhole and from each other on a hexagonal
pattern as shown in Figure 2. Figure 3 shows the lead shielding located
between the pinhole plane and the crystal. This shielding prevents overlap of
projected pinhole images. The central collimator pinhole has a conical field-
of-view of 53° apical solid angle. The outerholes each have conical fields-
of-view of 45°. The central conical field of view is perpendicular to the
crystal face, whereas the peripheral conical fields' longitudinal axes converge
inward at 26.5°. Thus a conically tipped 12.7 cm diameter cylindrical volume
is formed within which emissive data projects through all seven collimator
holes independently to seven crystal sectors, each viewing the volume from a
different spacial angle. The mean angle between views from opposite outside
peripheral pinholes is 53° and the angle between the central view and each of
the outer views is 26.5°.

Emissive data within any plane parallel to the collimator face projects to
the crystal as seven geometrically identical inverted images whose size rela
tive to the emissive source is dependent upon the source's distance from the
collimator. Additionally, data more distant along a line perpendicular to the
collimator face project more centrally within the peripheral crystal sectors,
whereas more proximal data project toward the outer edge of these crystal
sectors.

Image reconstruction algorithm: As with any planar tomographic technique,
data from the multiple projections within a particular plane of interest are
superimposed whereas data out of the plane of interest project in a nonsuper-
imposing fashion. Each scintigraphic study was composed of an initial single
projection data acquisition using the compound collimator. An Ohio-Nuclear
wide-field Anger camera (model Sigma-'dO) was employed using a 20% energy
window peaked high on the ascending spectral limb. Dynamic uniformity field
correction using thallium-201 flooding was employed and image data was re
corded on an Ohio-Nuclear model 75 tape recorder.
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Following the data acquisition, a second scintigram was obtained of an
emissive point source (thallium-201) centered 12.7 cm from the collimator face.
This provided a corresponding reference point projection within each of the
seven views. Once known, all emissive data within the 12.7 cm plane can be
superimposed by matching the location of the seven point source reference
locations. In practice, using a Digital Equipment Corporation PDP-12 digital
computer, the scintigraphic data within each of the seven crystal sectors was
digitized centered about the location determined by the reference point pro
jection and stored in 64 by 64 element array in disk memory. Opposite peri
pheral images were added in an element-by-element fashion and a composite
image was calculated by taking the mathematical product of the three peri
pheral summed images and the central image.

A series of other planes at 4 mm separation were then reconstructed by
shifting the relative correspondence of the peripheral images in an inward
or outward axial fashion, inward shifting resulting in reconstruction of
planes closer to the collimator and outward shifting producing more distant
planes. The tomographic images from each study were then photographed from
the computer image display.

Resolution Measurements:

Using the above technique, full-width-half-maximum (FWHM) resolution
measurements were made using a line source (capillary tube) of thallium-201
located 12.7 cm from the collimator with 10 cm of tissue equivalent density
scattering material interposed. Additionally, a standard 6,9, 12 and 25 mm
parallel bar phantom was placed over a cobalt_57 flood source and imaged at
12.5 cm distance from the collimator.

Cli ni cal Studi es

Four myocardial perfusion scintigrams were performed using intravenous
injection of 2 mCi of thallium-201 using both the compound collimation emission
tomographic technique and standard planar scintigraphy (high-sensitivity
collimator). Resting studies were obtained 15 minutes following thallium-201
injection in two patients, one of whom had no angiographic evidence of coronary
artery occlusive disease, and another with isolated circumflex coronary artery
occlusion verified by coronary angiography. Studies were performed with the
collimator face inclined 40° left anterior oblique. Two exercise thallium-201
studies were also performed in patients with multivessel coronary artery
disease who had previously been shown to have normal non-tomographic studies
following exercise. Both patients were exercised until they experienced angina
pectoris associated with the appearance of electrocardiographic ST segment
depression > Imm. Two mCi of thallium-201 was then injected and the patients
exercised for an additional 45 seconds. Tomographic scintigrams were made in
the 40° left anterior oblique projection 10 minutes later, following which
anterior-posterior and 40° left anterior oblique projections using a high
sensitivity parallel hole collimator were made. Tomographic and non-tomogra-
phic scintigrams were made using a 20% energy window centered asymmetrically
high with dynamic uniform field correction. Scintigrams were comprised of
500,000 total counts.

Tomographic and standard planar scintigrams were also performed on a
thyroid following injection of 5 mCi of technetium-99m pertechnetate. Three
hundred thousand total count images were obtained, 5 minutes following IV
injection and imaging was performed in the anterior-posterior projection.
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Results

Full-width-half-maximum resolution was found to be 10.3 mm with the line
source at 12.7 cm and 10 cm of scattering material interposed. Six mm bars
spaced 6 mm apart could be easily distinguished.

Both of the two resting thallium-201 perfusion studies correlated well
with clinical information, the study performed on a known normal individual
appeared normal with the aortic valve ring clearly visible on the superior
aspect of the left ventricle (Figure 4). Similarly, the resting study on^
the patient with left circumflex occlusion showed a well localized posterior
left ventricular wall defect (Figure 5). Of note is the fact that no such
defect was visible on the nontomographic study.

The two patients undergoing exercise thallium-201 scintigraphy were
chosen because of previously normal nontomographic studies despite known
coronary artery disease. One of the two (Figure 6) demonstrated significant
anterior and inferior left ventricular wal1 hypoperfusion on the tomographic
study despite a normal appearing nontomographic scintigram. The second
exercise scintigram had a normal appearance as did the corresponding non-
tomographic scintigram (Figure 7). Using 2 mCi of thallium-201 approximately
500 counts per second were detected which was similar to that obtained using
a high-sensitivity collimator with the non-cardiac field shielded by lead
drape.

The tomographic thyroid study demonstrated a cold left upper pole thyroid
nodule which was also well visualized in the nontomographic study (Figure 8).

Pi scussion

Although the presented compound collimation tomographic technique
utilized a process conceptually similar to other tomographic methods, the use
of a single wide-field Anger camera to obtain simultaneously independent angles
of view has not been previously accomplished. The development of this tech
nique was initiated by this laboratory's interest in cardiac imaging with the
constraints of a small relatively spherical organ configuration, a significant
amount of unwanted background (lung) emissive contribution, and rapid organ
motion inherent in cardiac imaging. Either first passage or gated blood pool
imaging are well suited to this technique because of the simultaneous nature
of data acquisition for all seven views.

The choice of the pinhole method of projection was based upon its good^
resolution at 10 to 20 cm distance from the collimator face and the constraint
of multi-angle viewing. An initial trial with a multi-sectoria 1 parallel
hole (foil) collimator gave poor results due to a much poorer resolution at
that distance. A higher-resolution, multisectorial parallel hole collimator
is being constructed, which would circumvent the nonuniform depth dependent
size of projection inherent in pinhole imaging.

The choice of the specific reconstruction algorithm is based both on
consideration of the nonuniform sensitivity of pinhole imaging which is
partially balanced out by use of summed opposite images, and by empirical
findings. Straight seven sector addition, multiplication and other mixed
addition-multiplication algorithms were employed, with the presented method
being found superior. The method does produce significant contrast enhance
ment due to the fourth power multiplication algorithm employed. This tends to
magnify differences among the higher emissive count densities and to eliminate
the lower count data from visualization.
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In essence, however, the relevance of the clinical data obtained is the

criterion on which methodological evaluation must be made. In this respect,
the presented technique revealed data of appropriate clinical correlation not
visualized by standard scintigraphy in two of the initial five studies per
formed. Despite improved acquisition resolution, no significant loss in
organ-of-interest sensitivity was found. This initial report suggests that
compound collimation emission tomography is both feasible and superior to
nontomographic imaging of small organs.
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ABSTRACT

A radionuclide technique is described for obtaining
high resolution, temporally resolved left ventricular
volume curves. Technetium~99m, as pertechnetate*was
injected into the superior vena cava and a time activity
curve was extracted from an area of interest over the left
ventricle with a single collimated scintillation probe.
The collimation was then changed to view activity surround
ing the left ventricle and a second injection was made
to record background activity. The pair of curves generated
by this method were recorded on magnetic tape for analytic
refinement by a digital computer. The accuracy of the
technique was tested by comparing left ventricular volume
curves obtained from contrast ventriculograms and radio
nuclide ventriculograms in twenty patients undergoing
diagnostic left heart catheterization using standard statis
tical methods. The average correlation coefficient obtained
was .92 ;+ .01 (+_ SEM) . This method appears to be an accurate
means of obtaining a temporally resolved left ventricular
volume curve without left heart catheterization and is

shown to be useful in the analysis of systolic ejection and
diastolic pressure volume relationships.
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MEASUREMENT OF LEFT VENTRICULAR VOLUME CHANGES WITH

COMPUTERIZED RADIONUCLIDE ANGIOGRAPHY

Introduct ion

Attempts to measure cardiac volume in vivo began in 1914 with Geigel's
method of deriving cardiac volume from a single x-ray picture (l). The
development of angiocardiography provided a technique for visualizing the
individual cardiac chambers. Gauer (2,3) and subsequently Rushmer and Thai
(4) developed a technique for the evaluation of left ventricular volume.
Methods for calculating left ventricular volume were introduced by Dodge and
Tannenbaum (5) and Arvidson (6). Chapman (7) calculated left ventricular
volume changes throughout the cardiac cycle. A single composite left ventri
cular volume curve was constructed by calculating left ventricular volume
frame-by-frame from biplane ci neang iograms at 30 frames per sec, related to
filming time. Left ventricular volume changes related to changes in pressure
and timing within the cardiac cycle were subsequently reported by Dodge,
Sandler, et al (8,9). This approach was used in the study of mitral regurgi
tation by Khalaf et al (10) and the form of the volume curve was felt to be
diagnostic of mitral regurgitation and inferred the degree of severity.
Kennedy et al (11) used left ventricular volume time plots to compare volume
obtained from biplane and single plane cineangiocardiography (A-P r=.88 and
RAO r=.9l).

Unfortunately angiocardiography requires left heart catheterization,
pressure injection of large volumes of contrast and frame-by-frame calculation
of volume is tedious. Left ventricular angiography has been reported to
produce a significant increase in left ventricular volume beginning three to
five beats after injection of contrast media (12) and is not, therefore,
suitable for serial clinical studies at frequent intervals. Alternative non
invasive methods of measuring left ventricular volume include echocardiography,
indicator dilution technique, radiopaque epicardial markers, radionuclide time-
activity curves, radionuclide angiocardiography and gated scintiphotography.
The only reported alternative methods of evaluating left ventricular volume
changes throughout the cardiac cycle are by the use of radiopaque epicardial
markers (13) and time-activity curves (14). Davila, et al, (15) have recorded
left ventricular volume continuously by mechanically recording epicardial wall
motion in dogs.

The purpose of this report is to describe a radionuclide method of obtain
ing a temporally resolved left ventricular volume curve by analysis of a pair
of time-activity curves extracted from two regions of interest over the left
ventricle with a scintillation probe using the collimation and injection tech
nique reported in (16). The relationship between volume curves obtained from
left ventricular cineangiograms, and radionuclide time-activity curves is
tested by comparing these volume curves obtained sequentially in the same
pat ient.

Methods

Twenty patients scheduled to undergo diagnostic left ventricular angio-
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grams formed the study population. All patients were in sinus rhythm and gave
informed consent. Catheterization was carried out in a fasting state after
5-10 mg of diazepam and 50 mg of diphenhydramine hydrochloride were adminis
tered orally. Retrograde left heart catheterization via brachial arteriotomy
was carried out with a standard #7 french NIH catheter. Left ventricular
cineangiograms were made by power injection of 40-60 cc's of contrast
(Renograffin ?6, Squibb) over four seconds in a 40° right anterior oblique
projection filmed by a 35 mm airiflex-type camera at a speed of 60 frames/sec.
Fifteen minutes were allowed for the depressant effects of contrast media on
the left ventricle to resolve while the arteriotomy was repaired and prepara
tion for recording the pair of radionuclide time-activity curves was made.

The midpoint of the left ventricle was estimated under fluoroscopy with
the use of a radiopaque marker. The outer circumference of the probe collima
tion was outlined on the patient's chest with the midpoint of the left ventricle
in the center of the collimator circle. A scintillation probe with a 5 cm x
5 cm sodium iodide crystal mounted on a portable stand, previously described
(14,16), was positioned over the left ventricle by superimposition over the
previously drawn circle.

Collimation for the first injection was provided by a 3.5 cm circular port
through 1.3 cm thick lead. A catheter was placed in the superior vena cava
and 5 rriC T of --mTechnetiurn sodium pertechnetate in 2.5_5.0 ml of solution was
injected into the dead space of the catheter and flushed with 10 cc's of
normal saline. The activity over the left ventricle was recorded with the
probe perpendicular to the chest wall in an anterior position. This configu
ration of equipment and injectate produced count rates of 30 to 50 Kcps at the
peak of the left ventricular phase of the study. Following the first injection
the eclipse collimator described in (16) was placed on the probe and a second
injection of 2.5 mCi was used to produce a background correction curve. Two
representative curves obtained in this manner are shown in Figure 1 (A).

Since the objective of this study was to obtain high fidelity recording
of the volume changes of the left ventricle as a function of time, simple
paper strip chart recording techniques were inadequate. Therefore, the output
of the analog meter from the single probe and a simultaneous electrocardio
graphic signal were recorded on a frequency modulated (FM) magnetic tape
recorder for about 30 seconds following each injection. The band pass of the
input and output amplifiers associated with this recording technique was 50 Hz.
The radiocardiogram obtained was digitized at 100 samples/sec. on a PDP-12
digital computer where it could be analyzed and directly compared with the
results of volume curves obtained by analyzing the contrast ventriculograms
on the same patients.

DATA ANALYSIS

Left Ventricular Angiograms

The left ventricular angiograms were analyzed frame-by-frame through
2-4 successive cardiac cycles projected from a Tage Arno viewer. Beats were
selected for analysis within the first 3~k beats after contrast was injected
and premature beats and beats immediately following a premature beat were
discarded. Left ventricular volume was obtained by the area length method
for single plane angiography as described by Kennedy et al (11) by the
ellipsoidal formula: (it LD2/6) where L is the measured length from apex to the
midpoint of the aortic valve, D is the short axis derived from the longest
length and the planimetered area (A) of the ventricle (D = __) . The left
ventricular angiograms were analyzed by a semiautomatic digital computer^
program which incorporates the above equation with an intractive,x-y digitizing
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table for tracing the outline of the left ventricle. Following the tracing
of each outline and marking the long axis of the ventricle, the computer
program computed the ventricular volume. Each value was stored on a magnetic
disk for later comparison with the radionuclide ventriculogram.

Radionuclide Ventriculogram:

The analog radionuclide data was played back from the FM tape recorder
and digitized at a rate of 100 samples per second. This data was stored
for analysis by the technique illustrated in Figure 1. The left ventricular
phase of the study is identified between the vertical lines (labelled 1 and
2) in Figure 1 (A). The curve obtained with the probe collimation viewing
the center of the left ventricle (LV) shows the beat-by-beat volumetric
variations expected. The smoothed background curve (BKGD) obtained with the
probe collimation set to eclipse the left ventricle is shown below the left
ventricular curve in Figure 1 (A). The method for obtaining this data and
aligning these two curves for super-imposition has been described in detail
in (16). These two curves are then subtracted (LV - DKGD) and the portion
of the time axis between the vertical lines expanded to fill the full data
buffer as shown in Figure 1 (B). This background corrected left ventricular
time-activity curve has a mean value which is proportional to the concentra
tion of the radionuclide tracer which exists during each beat. A curve which
approximates this tracer concentration variation can be obtained by smoothing
the curve in Figure 1 (B) to remove beat-by-beat volumetric fluctuations.
This smoothed concentration curve is then divided into the curve shown in
Figure 1 (B) to produce the "flattened " LV curve shown in Figure 2 (A).
These "flattened" LV time-activity curves which are proportional to true left
ventricular volume were then compared with LV volume curves obtained from
frame-by-frame analysis of the contrast cineangiograms as shown in Figure 2
(A).

Comparison of Data

The LV volume curves obtained by the radionuclide and cineangiographic
methods were expanded so that the same number of integral beats filled each
respective data buffer. This was performed on three representative pairs
of LV volume curves in Figure 2 (A). The upper curve in each comparison shows
the data obtained by cineangiography and the lower curve shows the "flattened"
radionuclide data in each instance. An EKG signal which was recorded during
the radionuclide study is shown below each pair of LV volume curves. Prior
to comparison of the two curves the data was biased so the mean values of
two curves were equal. Following this normalization procedure the correlation
coefficients shown below each set of curves was computed over the entire inter
val shown in Figure 2 (A). The LV ejection fraction was calculated from the
contrast ventriculogram using end-diastolic volume (EDV) and end-systolic
volume (ESV) for each beat. The ejection fraction (EF= 12|l££l) was computed
for each analyzable beat and the average computed for inclusion in Table 1.

Results

The patient's diagnosis, left ventricular ejection fraction from contrast
cineangiogram and the correlation coefficient of the left ventricular cine-
angiogram and the radionuclide ventriculogram are summarized in Table 1. The
average correlation coefficient of the ventricular volume curves for the
twenty patients was .92 + .01 (SEM) . As noted in Table 1 the poorest
correlation occurred in those patients with the lowest ejection fractions.
The data of patient 20 in Table 1 is displayed in Figure 2. Both curves
are highly irregular and reflect an abnormal contraction pattern.
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TABLE 1: SUMMARY OF PATIENT DATA

DIAGNOSIS LVEF CORRELATION COEFFICIENT,
CINE LV CINE, RADIONUCLIDE DATA

1. Normal .70 0,95
2. Normal .69 0.93

3. Normal •72 0.95

4. Ca rdiomyopathy .33 0.81

5. CAD .42 0.87
6. CAD .53 0.95

7. CAD .56 0.96
8. CAD .51 0.88

9. CAD .53 0.9'J
10. CAD .hi 0.96
11. CAD .37 0.88

12. CAD .82 0.93

13. CAD .87 0.97

14. CAD .81 0.93

15. CAD .78 0.93

16. CAD •52 0.93

17. CAD .38 0.81

18. CAD .68 0.97

19. MR .60 0.96

20. MR .77 0.97

AVE + SEM 0.92 + 0.01

LEGEND: LVEF = Left ventricular ejection fraction; CAD = coronary
artery disease; MR = mitral regurgitation.
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Discuss ion

The method described in this report allows an accurate assessment of
temporally resolved left ventricular volume changes. This method has the
advantages of being noninvasive, risk free, suitable for frequently repeated
studies, without affect of cardiac function, and nonirritating to the myo
cardium. The absorbed radiation dose is on the order of 2% of that received

from a comparable angiographic study (14). Furthermore, changes in count rate
during ventricular filling and contraction are directly related to volume
changes rather than area changes which must be converted to volume when using
contrast ventriculograms. Temporally resolved volume curves obtained in this
manner reflect overall volume changes and are not suitable for regional wall
analysis. Regional wall analysis has been accomplished with the use of
dynamic radionuclide angiocardiography (17).

Cl inical Implicat ions

This method is potentially useful in the study of temporally resolved
ejection and diastolic pressure-volume relationships. Ejection phase indices
sum or average and values during systole and do not focus on systolic events.
Despite severe coronary artery disease some patients have normal ejection
phase indices. In an effort to reconcile coronary artery anatomy with
function Johnson et al (18) have studied the rate of systolic ejection in
three equal parts of systole. Normal ventricles have been shown to eject
most of the blood during the first third of systole as opposed to ventricles
with coronary artery disease and normal ejection fractions which eject most
of the blood during the middle third of systole. Leighton et al (19) have
analyzed segmental wall motion at midsystole in patients with coronary artery
disease and normal ejection fractions and found decreased or paradoxical wall
motion during the first half of systole which normalized by end systole. This
observation in patients with normal ejection indices and abnormal anatomy
necessitates analysis of systolic events. The correct identification of
the onset and end of systole is imperative for the analysis of systolic
events (21). By simultaneously recording ascending aortic pressure obtained
by a micromanometer catheter and a temporally resolved radionuclide
ventriculogram, the onset and end of ejection has been correctly identified.
Figure 2 (C) illustrates that the onset of systole (cursor 1) as manifested
by the generation of positive pressure in the aorta corresponds to the peak
of the radionuclide ventriculogram. The end of systole (cursor 2) manifested
by the peak of the aortic pressure corresponds to the first plateau of the
radionuclide ventriculogram at the end of ejection. Temporally resolved
radionuclide ventriculograms allows for analysis of systolic events and
would be potentially useful in this type of Study.

Diastolic stiffness of the left ventricle is a major determinant of left
ventricular filling pressure and chamber size (20). The study of left
ventricular compliance in man has encountered technical difficulties
associated with simultaneous measurement of pressure and volume. The
curvilinear nature of the pressure volume relationship necessitates pressure
and volume analysis throughout diastole rather than relying on only one
measurement at end diastole. Simultaneous echocardiographically determined
volume and left ventricular pressure measurements reported by Grossman et al
(21) is the only method available for simultaneous pressure volume measurements.
Temporally resolved radionuclide ventriculograms allow for simultaneous
volume and pressure measurements throughout diastole. Figure 2 (B) illustrates
simultaneous left ventricular pressure and a temporally resolved radionuclide
ventriculogram. Figure 2 (D) illustrates the pressure volume loop from the
third beat shown in Figure 2 (B). Segmental wall abnormalities of the left
ventricle are a potential source of error for echocardiographic volume studies
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(22). Since our method measures volume directly segmental wall abnormalities
are of no concern. Alderman et al (23) have shown that pressure-volume
curves shift in response to experimental intervention with angiotension and
nitroprusside. Radionuclide ventriculography can be repeated frequently
without altering ventricular function and is a potentially useful method for
measuring diastolic volume changes with experimental and clinical interven
tions. In conclusion a temporally resolved radionuclide ventriculogram is a
safe, reliable method for obtaining high resolution volume curves of the left
ventricle which does not alter contractility, or irritate the myocardium,
can be repeated at frequent intervals and is potentially useful for the
study of systolic and diastolic events as previously discussed.
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