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ABSTRACT

There has been available for some time a mathematical methodology,
called adjoint sensitivity theory, for determining the sensitivity of
results of interest to each of the data elements that enter into the
calculations. In this paper adjoint sensitivity theory is discussed and
its applicability to a large energy-economics model is demonstrated by
applying it to a specific calculation carried out with the Long-Term
Energy Analysis Program (LEAP). Numerical results for %%3 where R is
the result of interest and x is any one of the data elements, are pre-
sented for all x for which QB-is appreciable and for several definitions

dx
of R. In a number of cases the accuracy of the %% obtained by adjoint
methods has been verified by direct calculations and these comparisons
are also presented.

The application of the theory as presented here requires extensive

development work in that a large amount of analytic differentiation must

be carried out and a substantial effort is needed to evaluate these deriva-
tives. In the course of the work, a method was developed that would

allow all of the required derivatives to be obtained numerically using
LEAP and this method is presented and discussed. This numerical method

is applicable only to codes with the very special modular structure of LEAP.
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I. INTRODUCTION

Large energy-economic models often rely on a data field that contains
thousands of elements, i.e., for such models thousands of numbers must be
specified before a result of interest can be calculated. In general, not
all of these data elements are of equal importance in producing a given
result, but in the past it has been very difficult to systematically
determine which data elements have the most influence in producing a
given result. This can be done by systematically varying the data elements
one at a time and completely re-doing the calculations each time, but this
method is prohibitive unless the computing time for each variation is
very short.

There has been available for some time, a mathematical methodology,
hereinafter called adjoint sensitivity theory, for determining, in principle,
the sensitivity of results of interest to each of the elements in the data
field that enters into the calculations (Cacuci (1980), Oblow (1978), and
Oblow (1979)). More precisely, if R is a result of interest, obtained by
solving larger sets of nonlinear equations, the methodology provides a
means, in principle, of calculating %%3 hereinafter called the sensitivity
of R to x, for every element x in the data field. After %% is known for
all x it is a small matter to determine those x's for which %% is large.

It should be emphasized that the methodology provides only the first
derivatives and gives no information about the higher derivatives. The
qualifier, in principle, in the above two sentences is introduced because
in applications such as those considered here the very small sensitivities
are difficult to calculate accurately and since they are of little interest

no attempt is made to improve their accuracy. The methodology has been



applied in a variety of physical cases, (see Cacuci (1980)) but it has
not, to our knowledge, been applied to large energy-economics models. In

this paper adjoint sensitivity theory is described and its applicability

to a large energy-economics model is demonstrated by applying it to a parti-

. dR
cular (see below) large energy-economics model. The derivatives, %’

obtained by adjoint sensitivity theory can, in principle, be obtained by
direct calculations and some comparisons between the results obtained using
adoint methods and direct calculations are presented.

The Long-Term Energy Analysis Program (LEAP) is an energy-economics
modeling system that resides in the Long-Term Energy Analysis Division of
the Integrative Analysis Group of the office of Applied Analysis, Energy
Information Administration of the U.S. Department of Energy (see Pearson
(1979)). LEAP is similar to but distinct from the Generalized Equilibrium
Modeling System (GEMS) currently available from Decision Focus, Inc.,

Adler (1979). LEAP is a modeling system that may be used to construct a
variety of energy-economic models. The particular LEAP model considered
here is termed Model 22C, and is the model that was used to prepare pro-
jections through the year 2020 that were included in the 1978 Energy
Information Administration Annual Report to Congress, Pearson (1979). A
FORTRAN listing of the LEAP code used and the model input tables that
completely specify this model will be found in Ford (1981). For convenience,
LEAP Model 22C will hereinafter be designated as LEAP-78. Sufficient
information on LEAP-78 to understand the work reported here is given in
Sections III and V of this paper, but the interested reader will find much
additional information concerning LEAP in general and LEAP-78 in particular

in Ford (1981), Diedrick (1979), Cherniavsky (1980), Falk (1979),



Alsmiller (1980), Goldstein (1981), Stewart (1981), Oblow (1981),

Hansen (1981) and Peelle (1981).

II. ADJOINT SENSITIVITY THEORY

In this section adjoint sensitivity theory is described and discussed.
Adjoint sensitivity theory is similar to the method of comparative statics
sometimes used in economics (see Samuelson (1976)). A more complete
development of the theory together with references to the earlier litera-
ture and previous applications of the theory will be found in the work of
D. G. Cacuci (Cacuci (1980)). For convenience a general notation is used
in this section, the particularization of the notation to LEAP-78 will be
made in the next section. Also, in the application considered here only
algebraic equations occur so the development will be made for this type
of equation. The methodology is, however, applicable to more general types
of equations as indicated in Cacuci (1980).

Let the system under consideration be represented by N nonlinear

algebraic equations in N unknown which may be written symbolically as
F(p,x) = 0, - (11.1)

where F is an N-vector function of the unknown -dependent variable N—véctor
E.and all data elements are represented by the vector x. The form of the
equations are given explicitly in Eq. (IV.l) and are discussed in

Section IV.A. It is to be understood that the number of elements in x

is not at all related to N and can be substantially larger. In the fol-
lowing it is assumed that for a specific choice of x a unique solution of

Eq. (II.1) exists and is represented by p. The vector p is thus a



function of x.
Let R represent any result, hereinafter also called a response, of

the calculations that are of interest. In particular, let
R = R(p,x), (I1.2)

where R(E};) is any given nonlinear function of S-and x. The response R
is a scalar that may be calculated from Eq. (II.2) when the solution 5
of Eq. (II.1) has been obtained for a given specification of X.
If now x is defined to be a general element of x the sensitivity
of R to x is defined to be QB-and the general problem of sensitivity theory

dx

is to determine %% for each and every one of the elements of x. To
accomplish this let us differentiate Eq. (IIL.2) with respect to x to

obtain
(1I1.3)

where f§ is a row vector. The first term on the right-hand side of

Eq. (Ii?3) is termed the '"direct effect" of x on R and the second term
on the right-hand side in Eq. (II.3) is called the "indirect effect" of
x on R, since it reflects the implicit effect of x on R through 51

The evaluation of the second term on the right-hand side of Eq.

(II.3) begins with the differentiation of Eq. (II.1) with respect to x

to give
OF L 3F \dp _ 4 | (T1.4)
ax — dx

op

Now defining two new N-vectors



= _ dp
¢ = ax (11.5)
- _ oF
o = - '5;{— N (11.6)
and the N by N matrix
_ JF
A==, (I1.7)
ap
Eq. (II.4) may be rewritten as
A =S . (11.8)

Here & is the differential change in the solution E'with respect to a
change in x and it solves the linear inhomogeneous equation whose source
is the negative of the partial differential change in F with respect to
x. The fact that A is a linear operator is clear from Eq. (II.4) since

it cannot, in principle, depend on %ﬁ-. The matrix A does depend on both
E.and X.

The expression for %%-in Eq. (II.3) can now be evaluated by solving
Eq. (II.8) for ®. The diffiéulty here lies in the fact that S depends
explicitly on the particular dx being considered and thus, in general,
very large systems of linear equations represented by Eq. (II.8) must be
solved for each dx to obtain %%—. For very large systems where X con-
tains thousands of elements this is impractical. It should be noted that
the explicit assumption is being made here that it is not feasible to
numerically construct the inverse of the matrix A. If this inverse could

be obtained then the need for solving the large systems of linear equations

many times would be ameliorated and the above objection would not be valid.



The adjoint formulation of sensitivity theory is of interest because
it avoids the necessity of solving a large set of linear equations for
every x in x. The set of equations adjoint to the Eq. (II.8) will be

written

* —% —
ATD =38*, (1I1.9)

*
where the N by N matrix A is defined to be

* ’\l
A = A, (1I1.10)

where a superscript * is used to denote adjoint and a ‘v over a symbol is
used to indicate the transpose and where S* is yet to be defined. If now
the inner product of % with Eq. (II.9) and %* with Eq. (II.8) is taken
one obtains by using Eq. (II.10)

— N
« g% = p*. g, (II.11)

n
)
and if S* is defined by

s (I1.12)

then using Eqs. (II.11) and (II.12) Eq. (II.3) may be written

H:..B;.F . S, (II.13)

where O is the solution of Eq. (II.9) with s* given by Eq. (I1.12).
Equation (II.13) is the important result of adjoint sensitivity

theory. The quantity T must be obtained by solving the, often large,

set of linear equations given in Eq. (II.9), but this ®* may be used

in Eq. (II.13) for all x of the vector X. Thus, one calculation of



dR
dx

new response, R, that is considered requires a new calculation ®° because

®* enables the calculation of for all x in x for a specific R. Each

of Eq. (II.12).

ITI. LEAP MODEL 22C

LEAP Model 22C, also referred to here as LEAP-78, is a rather com-
plex energy-economics model and considerable information about the model
is needed to understand the application of adjoint sensitivity theory to
the model. 1In this section some information about the model is provided
to enable the reader to understand the remainder of this report. The
interested reader will find additional information about the LEAP system
and LEAP-78 in Oblow (1979), Adler (1979), Ford (1981), Diedrick (1979),
Cherniavsky (1980), Falk (1979), Alsmiller (1980), Goldstein (1981),
Stewart (1981) and Oblow (1981).

LEAP is a member of a particular family of long-term modeling systems
called "generalized equilibrium' models. The modeling system allows a
modeler to represent part or all of the energy-related portion of the
economy in terms of generic aggregated activities and the energy and
dollar flows that link these activities over the time interval to be
modeled. The activities that are modeled range from extraction of
resources (e.g., oil) to conversion of form (e.g., synfuel or electricity
production) and to representation of the time-dependent end-use demand
for energy services (e.g., space heat and industrial direct heat).

Import and export activities can represent energy transfers outside of
the main geographic region of interest. Each of the activities is modeled

with a "process'" subroutine that represents the intertemporal supply and



demand functions for that activity. The flexibility of this type of
model is (1) that the modeler can choose a net&ork appropriate to his
problem, and (2) that process subroutines from a relatively small library
can be fed data elements to make them represent those activities of
interest. 1In operation, the computer program begins with an initial set
of guesses for the energy and dollar flows and iterates with the goal to
satisfy the price-quantity equations contained in each process subroutine.
For the considerations of this paper the actual iteration procedure is
not relevant and therefore it will not be discussed, but the interested
reader will find more information on this topic in Oblow (1981).

LEAP-78 was developed by the Office of Applied Analysis of EIA to
provide long-range projection for energy flows and prices suitable for
inclusion in EIA's 1978 Annual Report To Congress, Pearson (1979).
LEAP-78 is precisely defined by the model input tables which are input
to the LEAP program by the modeler to (1) determine the model network of
economic activities and energy flows, (2) identify the computer process
subroutines chosen to represent the various energy-economic activities,
and (3) give numerical values for all of the input parameters. The model
input tables and the FORTRAN code for LEAP-78 are given in Ford (1981)

Figure 1.A, based on a figure supplied by the Office of Applied
Analysis (Diedrick (1979)) illustrates the overall (sector) design of
LEAP-78. The model is for the United States and the energy demand market
is represented by the four sectors illustrated at the top of the figure
and coal exports. Energy supplies that deplete domestic fixed-resource
bases are represented by Coal, 0il/Gas, and Uranium sectors at the bottom

of the figure. Additional energy is supplied by import and by renewable
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resources represented within the individual sectors. The energy con-
version facilities for central electric production are included in the
Utility sector. The Distribution sector in this model has little function
other than to allow for disaggregation of the total energy supply to meet
the requirements of various demand sectors and to correct for the dif-
ferences in average prices paid by the consumers in these sectors.

Figure 1.A is an encapsulation of the central properties of LEAP-78.
In Figs. 1-9 the detailed network diagrams of the individual sectors are
shown (Diedrick (1979)). [The figure numbers in each case are the same as
the sector number, except that sector 10 is shown on the same figure with
sector 5.] Each geometric element in Figs. 1-9 represents an activity;
i.e., a process submodel and is identified by a number that is called the
"node" number. The line joining two nodes is termed a link and repre-
sents an annual energy-related commodity flow and the price per unit
energy at the ten time points (1975 to 2020 in five-year intervals) con-
sidered in LEAP-78. The link that leaves the top of a geometric element
is termed an "output" link while the link that enters the bottom of a
geometric element is termed an "input' link. Every link is an output
link of one node and an input link to a different node. 1In Figs. 1-9
when there is more than one input or output link the links are numbered
to facilitate the latter discussion.

Each of the process submodels (represented by a different geometric
shape in Figs. 1-9) represent a different type of activity. A very brief
discussion of the submodels is given below.

The allocation process (indicated by a circulat or upper semi-

circular configuration in Figs. 1-9) is used to allocate demand for energy
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or an energy-related service among competing suppliers and to set the
average price of the combined energy flow. The output market shares depend
on the relative prices, the market shares in the prior period, and the
input parameters. In the special case in which only one supplier is

linked to an allocation activity, the process simply combines demands for
each model time point and links them to the common supplier.

The conversion process (represented by a square in Figs. 1-9) is
used to model all manner of generic energy conversion facilities. Prices
of the energy form supplied by the modeled activity for each model year
are computed from (1) the input parameters, (2) the stream of quantities
of energy demanded for that aétivity, and (3) the price vector (vs. time)
for the input energy supply to the process. The conversion process may
be used with several load categories to model electricity generation.
Here, the term conversion process will be used to denote the case of only
one load category and the term electric power conversion will be used to
denote electricity generation. The term conversion process as used here
has the same meaning as the term "basic conversion process'" that has
sometimes been used.

The resource process (represented by a trapezoid in Figs. 5-7) is
used to model declining reserves. The resource process gives for its
single output link the vector of prices required to provide the stream
of quantities of the demanded resource. There are two different but
similar resource processes: RESOURCE, that describes the situation when
the reserves decline exponentially, and C-RESOURCE that describes the
situation when production is taken as constant over the facility life

(see Cherniavsky (1980)). In the remainder of this paper the term
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” .
resource process" will always mean the case of exponentially de-
clining reserves and "c-resource process" will be used to indicate

the constant production case.

The transportation process (represented by a triangle in Figs. 1-9)
is used to model the cost of transporting energy. The capital cost of
transport facilities are not explicitly included, but transportation cost
and energy losses are modeled.

The import process (see Fig. 5) models the importation of oil, gas,
and oil/gas products from the world outside the U.S. In this process the
price over time is input exogeneously and any desired quantity is available
at this price.

The export process (see Fig. 5) models the export of coal from the
U.Ss. Thevprice of any exogeneously specified quantity over time is deter-
mined from the process.

Finally, the demand process (represented by inverted trapezoids in
Figs. 1, 2, 8 and 9) is used to model the end-use demand for energy-
related quantities for the vector of offered prices. Although the demand
is parameterized in terms of increases in the gross national product and
exogeneous demand sensitivity coefficients, the formula reduces to speci-
fication at input time of a stream of demand over time that is modified
during iteration by a lagged-pricé elasticity for times after 1995.

The equationé of each submodel are the same, but the data values in
. the submodels at different nodes will, in general, be different. The
equations for each submodel are given in Goldstein :(1979) and additional infor-
mation on the parameters in the equations will be found in Stewart (1981).

A discussion of the underlying assumptions of the submodels will be found
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in Hansen (1981). Also, some additional information about the model
will be given in Section V in conjunction with the discussion of the

results.

IV. APPLICATION OF THE THEORY TO LEAP-78
A. Elements of the A Matrix
To apply adjoint sensitivity theory to LEAP-78 the individual
elements of the A matrix (see Eq. (II.7)) must be calculated, and before
this can be done the quantities that are considered the system variables
must be specified.

In the work reported here the variables of LEAP-78 are taken to be
the quantities (except for initial values — see below — and quantities
that are specified exogeneously) and prices (except prices that are
specified exogeneously) on the output links of all nodes at all time
points considered (1975 to 2020 in five-year intervals). Capacity addi-
tions are not considered as variables here as they were in Alsmiller (1980)
and Goldstein (1981). This means only that the equations for determining
capacity additions have been used to eliminate capacity additions as
variables. This procedure is used because it reduces substantially the
size of the A matrix which even so is quite large (see Section IV.D). On
each input link to a demand node the quantity in 1975 is specified as an
initial value and on each input link to an allocation node (except when
there is only one.input 1ink) the quantity in 1975 divided by the sum of
the quantities in 1975 on all input links to the allocation node are used
as initial conditions so these quantities are not to be considered as
system variables. Also, in some cases, e.g., import and export, prices

and quantities are specified exogeneously, so these prices and quantities
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are not to be considered as system variables. The system variables

will then by Qni and Pni where

n = node index,

i = index that designates both output link and time
(see below),

Q . = the quantity of energy per year on one Qf the output
links of node n at a specific time,

P . = the price per unit energy on one of the oﬁtput links

of node n at a particular time.
The subscript i will, in general, take values from 1 to Nn'N where

N = the number of output links from node n,

N = the number of time points,

but this must be modified to account for initial conditions and exo-
geneously specified prices or quantities. For example, if M is the number
of output links from node n that are input links to demand processes or
allocation processes that have more than one input link, then i takes
values from 1 to Nn'N—M. Also, in those cases where the prices or quanti-
ties are specified exogeneously on an output link it is to be understood
that these prices or quantities are not included in the variable list.
This complication in the subscript i is important in actually determining
the number of variables in the LEAP-78 system, but the values taken by i

do not affect the considerations here, so hereinafter the subscript i
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will be used without specifying the values it takes. Also, a subscript
j that takes the same values as i will sometimes be used.

With the notation established above, the elements of ¢ (see Eq.
(I1.5)) are the derivatives

dq ., dp
nli ni

. ad g
mk mk

where X 1 is one of the data elements in the general vector x in Eq.
(II1.1) that enters into the equations for node m.

To indicate more explicitly the form of the equations corresponding

to a particular node it is convenient to introduce the notation

QInq = the quantity of energy per year on one of the
input links to node n at a particular time,
PInq = the price per unit energy on one of the input

links to node n at a particular time.

The index q specifies both the input link and the time considered. The
number of values of the index j 1s determined by considerations similar
to those that determine the number of values of the index i. Also, a
subscript r that takes the same values as q will sometimes be used. Since
an output link from one node is, of necessity, an input link to another
node the set of variables QInq and PInq completely duplicates the set of
variables Qni and Pni'

In terms of these variables the equations for a particular node n

may be written

P . - Fni(Q )y =0

ni nj’PInq’Xnk

(1Iv.1)

QInq - Gnq(Qni’PInr’Xnk) =0
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where it is to be understood that all allowed values of i, j, q, r and k
occur in the argument of the functions Fni and Gn . The form of the
functions Fni and Gnq depend on the particular process that occurs at
node n. In writing Eq. (IV.1l), a fundamental propertly of LEAP, namely,
that the equations for a given node can depend only on the system variables
that occur on the input and output links for that node, has been intro-
duced. Thié property arises from the modular structure of LEAP and is
extremely important in the remainder of this paper, i.e., in the applica-
tion of adjoint sensitivity theory. The form of Eq. (IV.l) is convenient
for the development here and reflects the fact that in LEAf the number of
equationé at a given node is such that if all Qni and PInq are fixed then
all Pni'and QInq are determined by the equations of the node. It is to
be understood that, in principle, the equatioﬁs can be put in the form of
Eq. (IV.1). The equations are very complex and to actually perform the
algebra necessary to put the equation in this form would be very difficult
and is not necessary.

If the total derivative of Eq. (IV.l) is taken with respect to any

data parameter X p one has

e_. 3F , 4 | \:E)Fni dP o
- E _nj E 5
j

dxmz Ban dxmz 5 PInq dxmz
oF .
ni
T 3x Gm
ml
dQIng _ E E)Gng dQni - E E)Gng dPInr
dme 3 aQni dxmz aPInr dxmﬂ
3G
= 29 40
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=0 n # m. (1Iv.3)

Equations (IV.2) fepresent part of the general system of equations given
in Eq. (II1.8). The partial derivatives of Fni and Gnq in Eq. (IV.2) are
some of the elements of the A matrix. The subscript notation here is
not at all related to the matrix notation that is sometimes used, i.e.,
the subscripts here do not indicate position in the A matrix as would
sometimes be indicated by Aij' The important point to note is that Qni’
Pni’ QInq’ PInq constitute only a very small number of the totality of

all system variables and since only partial derivatives ?f Fni and Gnq
with respect to these variables occur in Eq (IV.2) many elements in the
rows of the A matrix that are represented by Eq. (IV.2) will be zero.

This éame consideration extends to all nodes and thus a consequence of

the modular form of LEAP, i.e., the form of Eq. (IV.1l), is that the A
matrix is sparse, i.e., has many zero elements. This feature of the A
matrix will be very important when numerical solutions of the adjoint
equations are considered.

The equations for all of the processes that are used in LEAP-78 have
been given by M. Goldstein, R. G. Alsmiller, th and J. Barish in
Goldstein (1981). With the equation known, it is a straightforward but
tedious matter to take the required partial derivatives analytically and
numerically evaluate these analytic derivatives to obtain the elements
of the A matrix. The process of analytically differentiating the process
equations is independent of the data values used in the equations and thus

the differentiation must be carried out only once for each type of process
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that occurs even if that particular process occurs many times in LEAP-78.
The analytic derivatives are very lengthy and are not reproduced here,
but some examples of the derivatives are given in Alsmiller (1980). The
numerical evaluation of the analytic derivatives was done with a computer
code written for this purpose and is completely separate from the LEAP
code except that the values of the data elements and system variables for
the base case being studied must be obtained from LEAP-78 input tables
and solution.
B. Elements of S

The elements of S that occur in Eq. (II.6) must be evaluated
before sensitivities (see Eq. (II.13)) can be obtained. The elements of
S are the partial derivatives with respect to the data value of interest
(for all values of n, and £) that occur on the right-hand side of
Eq. (IV.2). With the process equations known it is again a straightforward
but teéious matter to carry out the derivatives analytically and evaluate
these partial derivatives. This was, however, not the procedure followed
here; rather the elements of S were determined numerically directly from
the LEAP code. The feasibility of obtaining partial derivatives numerically
from the LEAP code became clear only late in the project. (The authors of
this paper are indebted to R. W. Peelle*for suggesting this possibility
to them.) The proceduré of obtaining the elements of the S numerically
from the LEAP code was instituted to obtain experience in this alternate
procedure and to try to evaluate the possibility of obtaining all partial
derivatives, i.e., the elements of the A matrix as well as the E} by
numerical means rather than by analytic differentiation followed by

numerical evaluation. This possibility will be commented on after the

*
Oak Ridge National Laboratory
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methods used to obtain the elements of the S are described.

From Eq. (IV.2) it is clear that the partial derivatives of interest,
aFni BGn
. and . 4 » involve only the equations of one node at a time.
md

ml

Let us then consider a particular node n completely isolated from the

i.e.,

remainder of the network and consider what happens if one of the data
values at node n, say X ps is changed to X 0 + Axnﬂ and the equations of
the isolated node solved for new system variables Q;i’ P;i’ Q;nq for all
allowed values of i and q. First, there are not enough equations for the
isolated node to determine all of these variables so some of the variables
will not be modified by the change from X _p to X 0 + Axnﬂ' In fact, the
LEAP equations at any node are such that for the isolated node one may
specify Qni and PInq for all allowed i and q and then the equations will

1

determine with the change X p + Axnﬂ’ unambiguously the variables Pni and
]
QInq (see Eq. (IV.1)). It should be noted that an iteration is, in

principle, required because in LEAP capacity additions are not eliminated

as is being assumed here, but the convergence is very rapid. Let us then

specify
1]
Qni - Qn1
v
PInq = PInq s (Iv.4)

dQ . Q_.-Q_.
) ni _ Azl ni _ (IV.5)
*n nl
|
dpP . P ,-P .,
ni _ "ni ni ; (IV.6)
o dx

nl Axnﬂ
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]

dQInq - QInq_QInq
dx Ax (Iv.7)
nd nl
1)
dp P -P
Ing _ "Inq "Inq _ 0 (1v.8)

dxnz Axnﬂ
for all allowed i, q and £. Equation (IV.2) considered only for those
data values in node n, i.e., with n=m, may be considered as equations for
determining the partial derivatives on the right-hand side of the equations
if everything on the left-hand side is known. The calculations of the
partial derivatives on the left-~hand side of Eq. (IV.2) have been described

in the previous subsection of this paper. Thus, with the estimates of the

JF
total derivatives given by Eqs. (IV.5) to (IV.8) estimates of axni and
3G nl
and 5;23 may be obtained from Eq. (IV.2). This procedure may be repeated
nf

for all parameters at node n and for all nodes so estimates of all elements
of S can be obtained.

Difficulties arise in the numerical procedure when data values are at
the end of their allowed range, e.g., if a data value can not be larger
than unity and the modeler has given it the value unity so it can not be
increased. This difficulty can be circumvented by changing the parameter
in the direction that is allowed, but a question concerning the modeler's
intention arises. A data value may be put at the end of its range by the
modeler as an artifice to eliminate some features of the code from con-
sideration and thus some questions arises as to whether this is a true
data value. Difficulties also arise with data values that are set equal
to zero because usually the changed data values are taken to be fixed
percentage of the base case value. This difficulty can again be circum-
vented, but there is again a question as to the modeler's intention. In

the work reported here, it is assumed that data values at the end of their
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range and zero data values are not to be varied. There are only a few
data elements at the end of their range, but there are many data elements
that have a zero value in LEAP-78 (Stewart (1981)).

To obtain the elements of the S vector numerically requires a fair
amount of computing and substantial data handling, bﬁt saves substantially
on the analytical differentiations required, and the programming.

While it is not done here, it is possible to obtain the elements of
the A matrix by numerical means in much the same manner as the elements
of the S were obtained. The procedure for doing this is described in
Appendix A. As with the numerical determination of S this procedure re-
places the process of taking analytic derivatives and evaluating them
with significant amounts of additional computing and data handling. Also,
the numerical procedure is less accurate because of the finite difference
approximations used.

Given a code with the modular structure of LEAP, and it must be
emphasized that the numerical procedure outlined above is applicable only
to systems with the very special modular structure of LEAP, the question
as to whether the procedure of using analytic or numerical derivatives is
preferable depends on a variety of factors, e.g., complexity of equations,
available documentation of the equations, etc. Perhaps the most over-
riding consideration is how frequently the equations are expected to change
and how extensive these changes are likely to be. If the equations change
the analytic derivatives must be changed and reprogrammed. On the other
hand, the numerical procedures are independent of the form of the equations
and‘therefore do not become obsolete with equation changes. Since, in the

work reported here, only the elements of the S and not the elements of the
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A matrix are determined numerically, we can nbt, from experience,
recommend the complete numerical procedure, but it is our impression
that, for LEAP, a code designed to determine sensitivities completely
numerically would be very useful.

C. Responses of Interest

From Section II it is clear that sensitivities, as considered

here, are defined only with respect to a particular result or response
of interest. As explained with regard to Eq. (II.2), a response may be
any function of the system variables and the elements of the data field.
In this section the four responses that are considered here are defined.
The responses considered here were suggested by Mary Hutzler of the
Office of Applied Analysis of the Energy Information Administration.

The first response considered is the ratio of the total annual energy
cost to all end uses in the year 2020 to the Gross National Product
in the year 2020. This response, Rl(lO), may be obtained by putting

J = 10 in the equétion

l .
R1 D) = G707y 20 20 Qi P ()5 (1V.16)
NP n i

where J takes values 1 to 10 corresponding to the 10 model years, 1975,

1980, 1985, . . .-, 2020 considered in LEAP-78, and

‘i = the input links to node n (A slight change in
notation has been introduced. Previously, the
subscript i was used to represent both input
links and time, but in Eq. (IV.16) time is given

explicitly by J and i represents only input links.),
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>

a sum over all input links to node n,

z:= a sum over all end-use nodes, i.e., node 145 in
n
Fig. 1, node 150 in Fig. 2, node 139 in Fig. 8,

and node 142 in Fig. 9.
The quantity GNP(J) is defined by

J
Gyp (D) = Gp(D) g[lﬂ(K)]A J=2to10 (IV.17)

where I is used to indicate product, and

y(K) = the rate of change of GNP in year K (The
quantities y(K) for K = 2 to 10 are input
data to LEAP-78 and are therefore elements
of ;i(see Eq. (II.1).),

A = 5 (corresponding to the fact that LEAP-78

uses five-year intervals),

and GNP(l) is taken to be 1.53'103 billion dollars. The product
Q. .P_ . has units of billions of dollars so R,(J) is dimensionless.
Ini Ini ‘ 1

The derivatives of Rl with respect to the system variables that occur

in Rl are needed in Eq. (II.12) and can easilyAbe obtained from Eq.
(IV.16). It is to be understood from Section II that a new solution of
Eq. (II.9) must be obtained for each new response considered.

The second response considered is the ratio of the total annual
cost of imported oil, oil products, and gas in the year 2020 to the Gross

National Product in the year 2020. This response, Rz(lO) may be obtained

by putting J = 10 in the equation
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-1
R,(J) = ) ZiQ37,i(J)P37’:.(J) (Iv.18)

where J and GNP(J) are as defined previously and

z:= a sum over all of the output links from
: node 37 (see Fig. 5),
Q37’1(J) = the quantity of energy per year at time J on
output link i from node 37,
P37,i(J) = the price per unit of energy at time J on output
link i of node 37.

In LEAP-78 the prices of imports are specified exogeneously and therefore

the prices, in Eq. (IV.18) are data values and not system variables.

F37,1
This means that the derivatives of RZ(J) with respect to these prices do
not occur in Eq. (II.12), but these prices are elements of x (see Eq.
(II.1)) and must be so treated. The response R2(10) is dimensionless.
The third response considered is the total annual imports of oil

and oil products in 2020. This response, R3(10), may be obtained by

putting J = 10 in the equation
Ry(3) = Q37’1(J) + Q37’3(J) (1v.19)
where

Q37 1(J) = the quantity of energy per year at time J
9’

on output link 1 of node 37 (see Fig. 5),

Q37 3(J) = the quantity of energy per year at time J
b

on output link 3 of node 37 (see Fig. 5).
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The response R3(J) has units and is measured in quadrillion Btu.

The final response considered is the ratio of the total annual
liquid fuels input to all demand sectors in the year 2020 to the total
annual fuel input to all demand sectors in the year 2020. This response,

Ra(lO), may be obtained by putting J = 10 in the equation

Zi [Qgg ;I + Qyq ;(3)

R (J) =
b Q0,358 142 [0g ;1 (N Hgq ; (D5 5 (1DHQ 5y 3 (DHe 3 (D]
1

(1v.20)
where

z:= a sum over all output links of the indicated nodes, except
* that output link 1 of nodes 89, 90, 75, and 66 are excluded
(see Fig. 3).
This completes the definitions of the responses considered. It
should be understood that many other responses could be of interest and

could be considered, but these four responses are those for which sensi-

tivity results will be presented and discussed in Section V.

D. Numerical Calculations
After all of the individual elements in A* and §* (see Egs.
(I1.9), (I1.10) and (II.12)) have been determined, the elements of o*
must be determined by solving the set of linear equations given by Eq.
(I1.9). The total number of system variables (as defined here) in
LEAP-78 are 4359 so there are in Eq. (II.2) this many linear equations
to be solved for each response. This is a formidable task, in general,

but here one is helped immensely by the fact that the A matrix is sparse,
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i.e., contains many zerb elements. The actual number of zero elements

in the A matrix depends on the form of the equations, i. e., the A matrix
can be developed before the equations are reduced to the form of Eq.
(IV.1), and on the actual magnitude of the elements that is considered
zero, i.e., there are many elements that are very small and it is conven-
ient to set them equal to zero before the equations are solved. In the
work reported here, it was determined by trail and error that no signi-
ficant error was introduced if all elements of the A matrix with absolute
values <10-15 were considered to be zero. Because the number of nonzero
elements in the A matrix depends on the form of the equations (see above)
it is not possible to give, with any precision, the number of nonzero
elements, but very approximately in the work reported here the A matrix
has '\:lO7 elements and N4°104 of these elements were taken to be nonzero.

To solve numerically large sets of linear equations involving a
sparse matrix there are available very efficient FORTRAN subroutines. 1In
the work reported here the subroutines written by J. S. Duff, Peelle
(1981), were used. (Thanks are due to M. Heath of the Computer Sciences
Division of the Union Carbide Corporation, Oak Ridge, Tennessee for
making us aware of these subroutines and for helpful discussions con-
cerning their usage and operation.)

The LEAP-78 equations are very nonlinear and are solved by iteration
so there is a limit to the accuracy of the calculated system variables.
The solution used here was converged to .05% so this is the accuracy to
which the system variables are known and is at least very approximately
the accuracy to which any response, R, is known.

In calculating the elements of E.numerically it is necessary to as-

sume a change Ax in every parameter x to be considered. If the change in



36

x is too small then spurious results will be obtained because the change
in the system variables induced by this change in x may be too small to
be meaningful because of the accuracy to which the system variables were
determined. If on the other hand, the chaﬁge in x is too large one may
be out of the linear range and the approximation of derivatives by finite
differences may not be accurate. In the work reported here, Ax was taken

to be

Ax = (.01l)x | (Iv.21)
for noninteger data elements and

Ax =x+1 (1Iv.22)

for integer data elements. In the case of integer data elements, the
change used is the smallest change allowed without modification of the
code. There is no necessity for choosing Ax by Eq. (IV.21) and (IV.22)
for all x, i.e., the magnitude of Ax can be varied by different amounts
depending on the meaning of the parameter, x, but this is not done here.
With the elements of ®* and S determined, it is a straightforward
matter to calculate %%—from Eq. (I1.13) for every element x of x. It
should be noted that the data element x may occur in many different nodes
and the %§~given by Eq. (II.3) is the rate of change of R with respect
to x irrespective of whether it occurs at one or several nodes. In
comparing the sensitivities of different data elements it is usually more
meaningful to consider the relative sensitivities defined by %-%%-where

x and R are the base case values and this is done in the next section

when the results are discussed. The relative sensitivity may be interpreted
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as the percent increase in the response due to a one percent increase in
the data element.

In some cases at least the changes given by Eq. (IV.21) and (IV.22)
will not be large enough to induce meaningful changes in the system
variables and thus the smaller values of %%-calculated here can not be

expected to be accurate. One, very approximate, criterion for determining

dR |
when Ix 18 too small to be trustworthy is to calculate é% from

- Ax dR
- = (dx : (Iv.23)

R
where %;-is the value given by the adjoint formulation and Ax is the

value used in calculating the elements of S. If it is assumed (see dis-

. . AR .
cussion above) that the accuracy to which — is known is

R
% 2 .0005 (IV.24)
then the calculated relative sensitivity %-%g‘is untrustworthy unless
x dR N X
R Ix ~ B €+0005). (1IV.25)

Ax

. -2 , .
For noninteger data elements where < - 10 © has been used this gives

> 5 10 (Iv.26)

= |
alw

as a very approximate criterion for when the calculated relative sensi-
tivities should be trustworthy.

In principle, an estimate of %%—can always be obtained, independently

of the procedure outlined here, by changing a parameter, x, by an amount

Ax and calculating %%’by completely repeating the LEAP calculations. The

problem of the magnitude of Ax to be used is much the same here as that
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discussed in determining the S. In the next section of this paper some
comparisons are given between the %% calculated by adjoint methods and
by the direct use of the LEAP-78 code. In the direct calculations, Ax

was taken to be 0.10x for noninteger data values and 1 year for integer

data values except when otherwise indicated.

V. RESULTS AND DISCUSSION

Calculations have been carried out to determine the relative sensi-
tivity (see Section IV.D) of the four responses described in Section IV.C
to all of the data elements in LEAP-78. TFor each response there are
1614 non-zero sensitivities; The large majority of these sensitivities
are very small and are therefore of little interest. Furthermore, as
explained in Section IV.D, the sensitivities are not expected to be ac-
curate when they are very small because of the convergence criterion
(5'10—2%) used in the base case calculation, i.e., the system variables
for the base case are, in principle, known only to an accuracy of 5'10-2%.
In this section only the 20 largest relative sensitivities for each
response are given and discussed. It should be emphasized, however, that
for each response considered, the relative sensitivity has been calculated
for each data element, and thus those data elements that are considered
in this section are, to within the accuracy of the calculations, known
to be the data elements with the largest absolute relative sensitivity.
In Appendix B all of the data elements for each response considered here
that has an absolute relative sensitivity >5-10_2 are given.

. The accuracy of the calculations can be tested by calculating the

relative sensitivity of a given response to a particular data element
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directly from LEAP-78 (see Section IV.d). 1In this section some comparisons
between relative sensitivities obtained by adjoint methods and direct cal-
culations are also presented.

The calculated results for the responses R1(10), R2(10), R3(10), and
R4(10) (see Section IV.C) are given in Tables 1 to 4, respectively. 1In
these tables the first column gives the node number at which the data
element, x, occurs and in parenthesis the figure number in which the node
is shown. The term "many" in the first column is used to indicate that
the data element occurs at more than one node and the relative sensitivity
expresses the rate of change of the response with respect to an increase
in the data element everywhere it occurs. The second column gives the
descriptive name of the activity that is used in Figs. 1 to 9 if only one
node is involved and the process submodel that is used at this node.

When more than one node is involved the comments in the second column

give an indication of the activities that are included. The third column
gives the name of the data element x being considered and the time (or
other) index that is needed to completely specify the data element. When
Link i is specified the i refers to the numbers on the links in Figs. 1

to 9. The data element name given in the tables is the FORTRAN name used
in the LEAP-78 computer code. Some information on the meaning of these
data elements is given in the footnotés to the tables and in the discussion
below, but explicip definitions for these data elements will be found in
Stewart (1981) and the manner in which the data elements enter into the
equations of the process submodels is shown in Goldstein (1981). The
symbols used in Goldstein (1981) are not the FORTRAN names, but a complete

cross reference between the symbols and the FORTRAN names is given in
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Stewart (1981). The fourth column in each table gives the value of the
data element, x, in the base case. The fifth column gives the relative
sensitivity obtained by adjoint methods and the sixth column gives the
relative sensitivity obtained by direct calculations using LEAP-78.
Relative sensitivities have been obtained by direct calculations for only
some of the parameters considered in Tables 1-4 and thus values are not
given in column 6 for all parameters. The relative sensitivities are
listed in column 5 of the tables in order of decreasing absolute magnitude.
The response considered in Table 1 is the ratio of the total aﬁnual
cost of energy to end uses in 2020 to the gross national product in 2020.
The largest absolute sensitivity in Table 1 is to the data element POSTLM.
In LEAP-~78 the change of operating cost due to technoloéical changes is
modeled and POSTLM is a.data element in this modeling. Basically, POSTLM
is the data element that determines the ultimate change that can be
obtained in production. This data element occurs in many conversion pro-
cesses and it is the option of the modeler to determine whether the value
should be the‘same or different for many different conversion processes.
If the modeler determines that it should be the same in many places he
may specify this to be the case in the input data tables and thereby
simplify the input tables. In LEAP-78 this was done with the data
element POSTLM and that is what is inaicated by "many" in the first column
of Table 1. 1In the sensitivity analysis the convention established by
the modeler has been followed and the relative sensitivity given in
Table 1 is for a éhange in POSTLM at all nodes where the modeler specified
the same value should be u§ed. (See Table ¢ .7) in Appendix C) To some

extent it should be expected that a data element that is used very often



Table 1. Relative Sensitivity of the Ratio of the Total Annual Energy Cost to All End Uses in the Year 2020 to
the Gross National Product in the Year 2020. The response Rl(lO) has the value .14 in the base case.
The relative sensitivities are listed in the order of decreasing absolute value.

Relative Sensitivity

de(lO)
Data Data
" Node a Descriptive Name Element Element R1(10) dx
Number and Process Type Name Value Adjoint Direct
Many Many CONV. processes (see 809 in POSTLMb 1.0 0.52 0.53
Table C.7 of Appendix C)
120(3) Electric Line Loss: TRANS. EFF® 0.90 -0.37 -0.36
Many All CONV., ELE. P. CONV., RES., M1 (10) ¢ 1.0 0.30
C-RES.
72(7) 0il Refining: CONV. EFF® 0.92 -0.26
Many All CONV., ELE. P. CONV., RES., PMI(S)d 1.0 0.22 0.23
C-RES.
12(6) Appalachian Medium-High Sulfur INRCST® .98 ~0.19 -0.23f
Many All CONV., ELE. P. CONV., RES., PLI(10)® 1.0 0.16
C-RES.
150(2) Industrial Demand for Electric QUAN1Y (Link 3)h 2.66 0.17 0.18
Services
145(1) Residential Demand for Space and QUANlY (Link l)h 5.64 0.16
Water Heat
40(4) Conventional Nuclear (LWR): ELE. scct 24.3 0.15
P. Conv.
Many All CONV., ELE. P. CONV., RES., M1 (6)9 1.0 -0.15 -0.16

C-RES.

1%



Table 1 (Cont'd)

Relative Sensitivity

dR1(10)
Data Data R1(10) dx
Node a Descriptive Name Element Element
Number and Process Type Name Value Adjoint Direct
40(4) Conventional Nuclear (LWR): ELE. EFF® 0.32 -0.14 -0.11
P. CONV.
150(2) Industrial Demand for Indirect Heat QUAN1Y (Link 2)h 2.99 0.14
40(4) Conventional Nuclear (LWR): ELE. LOADFE(l)J 0.88 -0.14
P. CONV,
40(4) Conventional Nuclear (LWR): ELE. AVAIL(l)k 0.80 -0.14
P. CONV.
12(6) Appalachian Medium-High Sulfur Coal: BASEPR1 .99 0.13 0.16,0.09m
C-RES.
139(8) Transportation Demand for Vehicle Miles QUAN1Y (Link 2)h 1.05 0.12 0.12
112(8) Automobile 0il: CONV. EFFC 0.10 -0.12
Many All CONV., ELE. P. CONV., RES., C-RES. PLI(5)® 1.0 0.11
Many Many ELE. P. CONV. processes (see 803 ROE™ 0.10 0.11 0.10
in Table C.7 of Appendix C)
Many All CONV., ELE. P. CONV., RES., C-RES. pm1(9) 4 1.0 ~0.10

(4
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Footnotes to Table 1

a . . . . . .
Numbers in parentheses indicate the figure in which the node occurs.

POSTLM is the production time-based operating technological change limit.

It is the ratio of the operating input-output coefficients, after taking

into account industry operating experience in terms of time, since com-

mercial availability of the technology, to the base operating input-output
. coefficient (See def. 17 in Appendix A of Stewart (1981)).

“EFF is the thermal efficiency of the process in 1975 or in the year the
process becomes commercially available whichever is later. (See def. 9
in Appendix A of Stewart (1981)).

d . . . . .
PMI(J) is the price of materials at time index J (before these prices are

modified by aging and technological time-dependent factor in Goldstein
(1981)) relative to the price at J = 1 where J takes values 1 to 10 cor-
responding to the years 1975 to 2020 in five-~year intervals (See def.
A-10 in Appendix A of Stewart (1981)).

®INRCST is the initial resource cost in 1975 billion dollars per quadrillion
Btu (See def. 40 in Appendix A of Stewart (1981)).
f

INRCST was increased by 1% to obtain this sensitivity.
gPLI(J) is the price of labor at time index J (before these prices are
modified by aging and technological time-dependent factor in Goldstein
(1981)) relative to the price at J = 1 where J takes values 1 to 10 cor-
responding to the years 1975 to 2020 in five-year intervals. (See def.
A-9 in Appendix A of Stewart (1981))

hQUANlY (Link i) is the quantity in 1975 on input link i of the specified
node. For industrial, residential and commercial demands this data element
has units of quadrillion Btu per year. For transportation demand the

units vary with input link. (See def. 30 in Appendix A of Stewart (1981))

Yscc is the capital cost of a representative facility per unit of capacity
in 1975 or the year the facility becomes commercially available, whichever
is later. This data element has units of 1975 billion dollars per unit
of capacity where a unit of capacity can produce a quadrillion Btu per
year. (See def. 5 in Appendix A of Stewart (1981))

JLOADFE(i) is the fraction of time that a demand in category i is placed
on a production facility. In conversion processes, LOADFE is called
LOADFC and has no argument. (See def. 21 of Appendix A of Stewart (1981))

kAVAIL(i) is the fraction of demand in category i that a plant can satisfy

considering scheduled and unscheduled down time. In conversion processes,
AVAIL has no argument. (See def. 20 in Appendix A. of Stewart (1981))

1BASEPR is the base resource price and is such that specifying the resources

available at this price and at twice this price determines the relevant
part of the resource curve. This data element has units of 1975 billion
dollars per quadrillion Btu. (See def. 41 in Appendix A of Stewart (1981))
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Footnotes to Table 1 (Cont'd)

"The two sensitivity values correspond to increasing BASEPR by 1% and
10%, respectively.

"ROE is the return on equity and is in some cases time dependent. In the
case shown, ROE is assumed constant at all model time points and thus the
relative sensitivity here is for a change in ROE at all model time points.
(See def. A.7 in Appendix A of Stewart (1981))
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in the model will have a larger relative sensitivity than a data element
that is used only once, but this is not always the case. In the case of
POSTLM, the base case value of 1.0 greatly simplifies the equations and
may have been used by the modeler for this purpose. Thus, it may not be
a data element that the modeler intended to be changed. If this is the
case, then at least for the modeler, the sensitivity to POSTLM has no
significance. On the other hand, if the value is changed the model does
show the sensitivity indicated and this may be significant. It should
be clear that all of the sensitivities in the tables are independent and
thus if the reader feels that POSTLM or any other data element should
not be varied he may ignore a particular sensitivity. The equations that
contain POSTLM (see Goldstein (1981)) are such that if POSTLM is increased
above 1.0 the operating costs are increased and thus the cost of energy
to end uses in 2020 will be increased as indicated by the positive rela-
tive sensitivity to POSTLM. In the case of POSTLM, calculations have been
carried out by direct as well as adjoint methods and the two results are
in good agreement.

The second largest absolute sensitivity in Table 1 is that due to
the efficiency (EFF) of the transportation process that is used to model
the cost of transporting electricity, i.e., electric line loss. The
equations of the transportation process are quite simple, and an increase
in efficiency has the effect of increasing the quantity out of the process
for a given quantity of input and decreasing the price of the output for
a given input price (see Goldstein (1981)). A substantial fraction of the
energy supplied to the demand sectors is in the form of electricity and

this form of energy has a somewhat higher price than the other energy
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supplied to the demand sectors. An increase in the transmission efficiency
decreases the price of electrical energy and increases the quantity, and
thus has a substantial effect on decreasing the total cost of energy to

end users. That the effect of increasing the efficiency decreases the
response is indicated by the negative sign of the relative sensitivity.

For this data element the relative sensitivity has also been calculated

by both adjoint and direct means and the two results are in‘good agreement.
In various places throughout Tables 1-4 direct and adjoint sensitivities
are given. Hereinafter, the comparisons will be mentioned only if for

some reason they are thought to be of particular interest.

The efficiency of the conversion process that is used to model oil
refining also has a significant negative relative sensitivity. Efficiency
is defined in the standard ménner, that is, the ratio of the units of
energy out per unit of energy into the process. Since o0il accounts for
a substantial fraction of the cost of energy to end uses it is to be
expected that an improvement in the efficiency of oil refining would signi-
ficantly decrease the cost of energy to end uses.

The data element PMI(J) represents the price of materials, (before
these prices are modified by aging and technological time-dependent factors
(Goldstein (1981)) at the time indicated by the index J relative to the
price of materials in 1975 (J takes values 1 to 10 corresponding to years
1975 to 2020 in five-year intervals). Likewise, PLI(J) represents the
price of labor (before these prices are modified by aging and technological
time-dependent factors (Goldstein (1981)) at time J relative to the price
of iabor in 1975. The data elements PMI(J) for each J and PLI(J) for each

J have the same value in all conversion, electric power conversion,
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resource and c-resource processes. That is, it is assumed that in a
given year the price of materials and the price of labor is the same
at every node where one of these processes occur. Thus, an increase in
either PMI(J) or PLI(J) at a particular J induced changes at many nodes
simultaneously and can affect the model results in a variety of complex
ways. In LEAP-78, the quantities PMI(J) and PLI(J) are given the value
1.0 for all J. .There is again some question about the intention of the’
modeler, but here it is assumed that each PMI(J) and PLI(J) for all J
may be varied independently. The fact that PMI(10) and PLI(10) have
appreciable positive relative sensitivities appears reasonable since
increases in these quantities in the year 2020 should have rather direct
effect on increasing the cost of energy to end users in 2020. The fact
that PMI(5) has an appreciable positive relative sensitivity in Table 1
is not so obvious. An increase in PMI(5) can increase the annual cost
of energy to end uses in 2020 because the LEAP equations are coupled in
time, but one might expect that an increase in PMI(9) would have a more
appreciable effect in 2020 than an increase in PMI(5). The explanation
for the importance of PMI(5) probably lies in the demand equations. These
equations are such that the demand is independent of the price of energy
before 1995 and is dependent on the ratio of the price of energy in later
years to the price of energy in 1995 (see Goldstein (1981)). Thus, the
price of energy in 1995 has a direct influence on the demand for energy
in 2020 and the price of energy in 1995 is directly affected by the data
element PMI(5).

The relative sensitivity of the data elements PMI(5) and PMI(10) are

positive while the relative sensitivity of PMI(6) is negative. The fact
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that an increase in PMI(6) decreases the cost of energy to end users in
2020 is probably again due to the form of the demand equations. For years
after 1995 the demand equations contain a price elasticity that decreases
demand as prices increase. Thus, an increase in PMI(6) can decrease the
quantity demanded in 2020. Furthermore, this decrease in quantity demanded
can also decrease the price of energy in 2020. Thus, it is quite possible,
as is the case here, that an increase in PMI(6) will decrease the annual
cost of energy to end uses in 2020.

The sixth largest absolute relative sensitivity in Table 1 is for the
parameter INRCST (initial resource cost) that appears in the c-resource
process that is used to model the mining of Appalachian Medium-High Sulfur
Coal. It is convenient to consider this parameter in conjunction with the
parameter BASEPR (base resource price) since if one of these parameters
has a high absolute relative sensitivity the other often does also and
the two parameters are related. In the resource and c-resource process
the increase in both capital and operating cost as the resource is depleted
is modeled (see Adler (1979), Cherniavsky (1980), and Goldstein (1981)).
The data elements INRCST and BASEPR enter into the determination of the
increase in cost as the resource is depleted. These data elements enter
in a rather complex manner that is discussed in detail in Adler (1979)
and Cherniavsky (1980). It is not, in general, possible to determine how
changes in these parameters will affect the resource curves without con-
sidering the base case values of these parameters as well as several
others that enter into the determination of the resource curve. 1In
Table 1 INRCST at node 12 has a negative relative sensitivity and BASEPR

has a positive relative sensitivity. The high relative sensitivity of
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Appalachian Medium-High Sulfur Coal to INRCST and BASEPR appears to

arise because changes in these parameters have a significant effect on the
price and quantity of energy from node 59 in Fig. 6. These parameters
also have some effect on the price of energy from nodes 60 and 71 in

Fig. 6, but this does not appear to be a major cause of the observed
sensitivities. 1In the case of INRCST and BASEPR sensitivities have also
been obtained by direct calculations. In the case of INRCST a 1% increase
was considered and in the case of BASEPR a 1% and a 10% increase was con-
sidered. A 10% INRCST could not be used because BASEPR must be greater
than INRCST and this is not the case at node 12 if INRCST is increased by
10%Z. The agreement between the adjoint and direct sensitivities are
satisfactory. In the case of BASEPR the difference between the two direct
relative sensitivities may be indicative of a nonlinear effect, i.e., may
indicate that %% is not an accurate value for %%-. Also, R may not be a
continuous function of x. In the calculations of resource rents
(Goldstein (1981)) a maximization procedure is used and because the func-
tion being maximized is calculated only at discrete points a parameter
change might induce a discontinuous change in the maximum value obtained.
This effect is, as far as is known, very minor.

The‘relative sensitivities of the data element, QUAN1Y, on specific
input links into various demand nodes aﬁpear in Table 1. The quantity of
energy per year in 1975 on each input link, i, of a demand node is called
QUAN1Y (Link i) and is specified in LEAP-78 as an initial value, i.e., is
not changed during the calculations. The demand for energy (or an energy

related quantity in the case of transportation demand) on a given input

link at all later years is directly affected by an increase in QUANI1Y
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and thus one would expect, as shown in Table 1, that the relative sensi-
tivity to QUAN1Y would be positive. The data elements QUAN1Y (Link 3)
for node 150 and QUAN1Y (Link 2) for node 145 have an appreciable effect
on the annual cost to all end uses in 2020 because the industrial demand
for electric services and the residential demand for space and water heat
constitute an appreciable fraction of the total demand for energy in 2020.

The specific capital cost (SCC) of the electric power conversion
process that models the production of electricity by conventional nuclear
facilities has a significant positive sensitivity. The capital cost of a
production facility is directly influenced by this data element and thus
the price of electricity generation by a conventional nuclear facility
will be increased when this data element is increased. In the year 2020
conventional nuclear facilities produce a sizeable fraction of the total
electricity demand at a cost that is somewhat below that of other types
of production facilities would be expected to increase significantly the
annual cost of energy to end users in 2020. Several other data elements
from this electric power conversion process appear in the table and the
reasons for these sensitivities are much the same as those given for SCC.
In particular, the data elements LOADFE(1l) and AVAIL(1l) enter into the
determination of the capacity factor at which a plant operates at a given
time. Increases in either of these data elements increase the capacity
factor and thus decrease cost to end users as indicated by the negative
sensitivities in Table 1.

The cost of vehicle travel is a substantial fraction of the annual
cost of end uses in 2020 and thus it is to be expected that parameters in

transportation demand and the conversion process that represents automobile
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01l should have appreciable relative sensitivities. An increase in
QUAN1Y on Link 2 into node 139 (Fig. 8) increases the demand in 2020 and
thus gives a positive sensitivity while an increase in efficiency at
node 112 (Fig. 8) decreases cost and thus gives a negative sensitivity.

Finally, near the bottom of Table 1 the data element ROE, return on
equity occurs. This data element is sometimes time-dependent in LEAP-78,
but it is also the option of the modeler to make it time-independent
and this is the case that appears in Table 1. Also, this data element has
been specified to be the same at many nodes in LEAP-78 as indicated in
the first and second column of Table 1. Aﬁ increase in ROE for electric
power generation processes increases capital cost, and thus the cost of
electricity generation,and this has the effect of increasing import cost.

In Table 2 the relative sensitivities of the ratio of the annual cost
of imported o0il, oil products, and gas in the year 2020 to the Gross
National Product in 2020 are given.

The data element POSTLM has the largest relative sensitivity for
essentially the same reasons as those discussed in conjunction with Table 1.
The disagreement between the direct and adjoint sensitivity for POSTLM in
Table 2 is somewhat larger (v20%) than in Table 1, but considering the
rather elaborate calculations that are involved and the fact that there is,
because of convergence considerations, an uncertainty in the base case
variables the agreement is considered satisfactory.

The data elements INRCST and BASEPR for node 12 have quite large
sensitivities. These data elements were discussed in conjunction with
Table 1 and much of that discussion is applicable here, e.g., INRCST has

a negative sensitivity and BASEPR has a positive sensitivity. The reason



Table 2. Relative Sensitivity of the Ratio of the Total Annual Cost of Imported 0il, Oil Products and Gas in
the year 2020 to the Gross National Product in the Year 2020. The response Rp(10) has the value
6.8+10~3 in the base case. The sensitivities are listed in the order of decreasing absolute magnitude.

Relative Sensitivity

dR2(10)
Data Data R2(10) dx
Node Descriptive Name Element Element

Number and Process Type Name Value Adjoint Direct

Many Many CONV. processes (see 809 in POSTLMb 1.0 0.79 0.96
Table C.7 of Appendix C)

12(6) Appalachian Medium-High Sulfur Coal: INRCST® 0.98 ~0.67  -0.84%
C-RES.

55(7) Crude 0il: ALLOC. PRICIT(10)° 4.35 0.59

72(7) 0il Refining: CONV. EFFf 0.92 -0.59 -0.65

12(6) Appalachian Medium-High Sulfur Coal: BASEPR® 0.99 0.48 0.59,0.31"
C-RES.

56(7) Transport of Imported Gas: TRANS. EFFf 0.98 0.47 0.47

120(3) Electric Line Loss: TRANS. EFFf 0.90 -0.43 -0.35

52(6) Western Liquids Medium-High Sulfur: IYRAVL" 1995-1975 0.41 0.38,0.20,0.11J
CONV.

21(7) Shale 0il-Mining and Retort: C-RES. BASEPR® 2.57 0.40

Many All CONV., ELE. P. CONV., RES., C-RES. pu1(1)X 1.0 -0.27  -0.29

139(8) Transportation Demand for Auto QUAN1Y (Link 2)l 1.05 0.35 0.44
Vehicle Miles .

112(8) Automobile Oil: CONV. EFFT 0.10 ~0.35

27(7) Transport Upgrade (Shale 0il): TRANS. EFFf 0.95 -0.35

Many All CONV., ELE. P. CONV., RES., C-RES. PMI(9)k 1.0 0.32

[4



Table 2 (Cont'd)

Relative Sensitivity

x dR2(10)
Data Data R2(10) dx -
Node Descriptive Name Element Element :
Number and Process Type Name ) Value Adjoint Direct
40(4) Conventional Nuclear (LWR): ELE. scc™ 24.3 0.31
P. CONV,
Many All CONV. ELE. P. CONV., RES., C-RES. PMI(5)k 1.0 0.30 0.37
52(6) Western Liquids Medium-High Sulfur: scc™ 10.8 0.27
CONV. .
52(6) Western Liquids Medium-High Sulfur: AVAIL" 0.90 -0.27 -
CONV.
55(7) ' Crude 0il: ALLOC. FREQPR (Link 4)P 0.20 0.26
40(4) .Conventional Nuclear (LWR): ELE. LOADFE(l)q 0.88 -0.26

P. CONV.

139
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Footnotes to Table 2

a . R . . .
Numbers in parentheses indicate the figure in which the node occurs.

POSTLM is the production time-based operating technology change limit.
It is the ratio of the operating input-output coefficiency, after taking
into account industry operating experience in terms of time, since com-
mercial availability of the technology, to the base operating input-
output coefficient (See def. 17 in Appendix A of Stewart (1981)).

CINRCST is the initial resource cost in 1975 billion dollars per quad-
rillion Btu. (See def. 40 in Appendix A of Stewart (1981))

dINRCST was increased by 1% to obtain this sensitivity.

ePRICIT(J) is the exogeneously specified price of imported oil at time
index J. This data element has units of 1975 billion dollars per quad-
rillion Btu. (See def. A-14 in Appendix A of Stewart (1981))

fEFF is the thermal efficiency of the process in 1975 or in the year the
process becomes commercially available whichever is later. (See def. 9
in Appendix A of Stewart (1981))

EBASEPR is the base resource price which is such that specifying the
resources available at this price and at twice the price determines the
relevant part of the resource curve. This data element has units of
1975 billion dollars per quadrillion Btu. (See def. 41 in Appendix A
of Stewart (1981)) :

bThe two sensitivity values correspond to increasing BASEPR by 17 and
10%, respectively.

LIYRAVL is the year when the technology first became available. The code
uses the actual year available, e.g., 1995. To define relative sensi-
tivity here the data element year IYRAVL has been defined by subtracting
1975. (See def. 12 in Appendix A of Stewart (1981))

JIYRAVL was increased .25, 1, and 2 years, respectively, to obtain these
sensitivities. LEAP-78 expects IYRAVL to be an integer so the code was
changed internally to make the .25 year change.

kPMI(J) is the price of materials (before these prices are modified by
aging and technological time-dependent factors (Goldstein (1981)) relative
to the price at J = 1 where J takes values 1 to 10 corresponding to the
years 1975 to 2020 in five-year intervals. (See def. A-10 in Appendix A
of Stewart (1981))

1QUANlY (Link i) is the quantity in 1975 on input link i of the specified
node. For industrial, residential, and commercial demands this data
element has units of quadrillion Btu per year. For transportation demand
the units vary with input link. (See def. 30 in Appendix A of Stewart
(1981))

"sce is the capital cost of a representative facility per unit of capacity
in 1975 or the year the facility becomes available whichever is later.
This data element has units of 1975 billion dollars per unit of capacity
where a unit of capacity can produce a quadrillion Btu per year. (See
def. 5 in Appendix A of Stewart (1981))
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Footnotes to Table 2 (Cont'd)

nAVAIL(i) is the fraction of demand in category i that a plant can
satisfy considering scheduled and unscheduled down time. In conversion
processes, AVAIL has no argument. (See def. 20 in Appendix A of
Stewart (1981))

pFREQPR (Link i) is the equal price share on link i. It is the fraction
of demand that would be allocated to link i if all input links to the
allocation process had equal prices. (See def. 3 in Appendix A of
Stewart (1981))

qLOADFE(i) is the fraction of time that a demand in category is as placed
on a production facility. In conversion processes, LOADFE is called
LOADFC and has no argument. (See def. 21 of Appendix A of Stewart (1981))
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for the high sensitivity of the response R2(10) to INRCST and BASEPR at
node 12 appears to be, as in the case of the response Rl(lO), that these
parameters have a significant effect on the price and quantity of coal
from node 59 and thié has the effect of changing the quantities of imported
oil, oil products, and gas needed to satisfy demand. The price of these
imported products are fixed exogeneously so any change in the imported
quantities has a direct influence on the cost. Changes in INRCST and
BASEPR also have an influence on the production of coal liquids (node 60)
and high Btu synthetic gas (node 71), but this does not appear to be a
major effect. Direct sensitivities have again been obtained for a 1%
increase in INRCST and for a 1% and 107 change in BASEPR. The difference
between the adjoint and forward results are again of the order of 20%.

The large difference between the 17 and 107% BASEPR direct calculations
appears to be due to nonlinear effects. As stated previously, it could,
in principle, be due to a discontinuity, but in this instance this is not
thought to be the case. That is, the difference is not due to a change

in the time index at which the maxima (see previous discussion) in node 12
occurred, but there are many resource and c-resource processes and, in
principle, a discontinuity in the response can be caused by a change in
the time index of the maxima in any of these processes.

The third largest sensitivity in Table 2 is for the data element
PRICIT(10) that represents the exogeneously specified price of imported
0il in 2020. Since the response being considered is the cost of imported
oil, oil products, and gas in 2020 it is not surprising that the price

of imported oil in 2020 should have a large positive sensitivity.
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The fourth largest sensitivity in Table 2 is for the efficiency of
the conversion process that is used to model oil refining. Since the
cost of imported crude o0il accounts for a substantial part of the cost
- of imported oil, o0il products, and gas, and since imported crude oil goes
-through the oil refining process (see Fig. 7) it is not surprising that
an increase in the efficiency of o0il refining would significantly reduce

the response being considered.

The efficiency of the transport process that is used to model the
cost of transporting imported gas has a rather large positive sensitivity.
The sign of the sensitivity in this case is interesting because an increase
in the transportation efficiency caused an increase in import cost. The
positive sign arises because the increase in efficiency reduced the price
of gas of the transport process and because of this reduced price imported
gas becomes competitive with the other source of gas and more gas was
imported.

The efficiency of the transportation process that is used to model
electric line loss is negative since any improvement in this process will
decrease the quantity and thus the total cost of imported products needed
to satisfy demand.

The year of commercial availability (IYRAVL) of the conversion pro-
cess that is used to model the production of liquids from medium-high
sulfur western coal has an appreciable positive relative sensitivity. In
the model the year of availability is input as an absolute integer time,
e.g., 1995. To define a relative sensitivity this data element was defined
by subtracting 1975. This definition is somewhat arbitrary and does

affect the magnitude of the relative sensitivity; i.e., if some year other
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than 1975 had been used in the definition a different relative sensitivity
would be obtained. In the conversion process the year of availability is
not used to be the time before which production is not possible,-but at
times prior to the year of availability a price premium is required and
because of this higher price very little is produced. The fact that a
delay in the year of availability which is 1995 in the base case has a
significant effect on the cost of imports in 2020 appears to be due to

the behavioral lag that is built into the allocation process (Goldstein
(1981)). 1If liquid production is delayed beyond 1995 at node 52 then

only a small share of the market is allocated to node 52 by the alloca-
tion process at node 60 in 1995. Then, because of the behavioral lag,
this small share influences the share allocated to node 52 in subsequent
years. The behavioral lag is only three years at node 60 so it is
interesting that the effect persists into years as late as 2020. The
direct relative sensitivities in this case are rather interesting because
they show an appreciable nonlinearity. It is to be noted that, in general,
those quantities that are specified to be integers in the input to LEAP-78
can be changed by nothing smaller than 1 year. In the present case, a
change of .25 years was used (by changing the code internally) because the
1 year change was too large to obtain agreement between the forward and
the adjoint results.

The data element BASEPR for the c-resource process that is used to
model Shale Oil-Mining and Retort has an appreciable positive relative
sensitivity in Table 2. When this base price is increased the price of
0il from shale oil is increased and oil is imported to replace the more

expensive oil from shale.
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The data elements PMI(J) occur in a variety of places in Table 2.
These data elements have been discussed in conjunction with Table 1 and
much of the discussion there applies equally as well here. Some discussion
is, however, required because of the appearnace of PMI(1l). The data element
PMI(J) is defined relative to PMI(1l) and therefore by definition PMI(1)
is unity and presumébly should not be varied. On the other hand, it does
have an appreciable sensitivity if it is varied. The meaning of a varia-
tion of PMI(1) is that the price of material is being changed relative to
the price of labor in 1975 and it is interesting that this change does
produce an appreciable negative sensitivity.

The data element QUAN1Y that appears on link 2 into the transportation
demand has a reasonably large positive sensitivity. An increase in this
data element increases the demand for oil in 2020 and thus increases oil
imports and the cost of o0il imported in 2020. Conversely, an increase in
the efficiency of the automobile o0il conversion process increases the
quantity of oil available and decreases the amount of imported oil and
thus the cost of imported oil.

An increase in the efficiency of the transport process that is used
to model the transport of shale oil has a negative sensitivity as one would
expect because an increase in this efficiency would decrease the amount of
imported oil.

An increase in the specific capital cost of a conventional nuclear
facility raises the cost of electricity from such facilities and thus
increases the amount and cost of imported oil. Similarly, an increase in
the specific capital cost of western liquids from medium-high sulfur coal

increases the cost of imported oil.
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The data element AVAIL(I) and LOADFE(I) were discussed in conjunction
with Table 1. (In conversion processes these quantities have the same
meaning as in electric power conversion processes, but have no arguments
and LOADFE is called LOADFC.)

In Table 2 the data elements of AVAIL for western liquids from medium-
high sulfur coal and AVAIL(1) and LOADFE(l) from conventional nuclear gene-
ration of electricity all have negative relative sensitivities as would be
expected from the previous discussion.

The data element FREQPR (Link 4) for the allocation process that is
used to model crude oil allocation occurs near the end of Table 2. The
data element FREQPR(i) designates the fraction of the demand that would
be allocated to a given supplier if all suppliers had the same price.

Input link 4 to node 55 (see Fig. 7) represents the allocation of crude
0il demand to imported crude o0il. 1In the base case FREQPR (Link 4) has
the value 0.20 and thus if there were no price differential between the
supplier to node 55 only 0.20 of the demand would be allocated to imported
crude oil. Even when there is a price differential this data element still
enters into the determination of the fraction of the demand that is allo-
cated to a given supplier, and an increase in this data element on link i
increases the fraction of the demand that is allocated to the supplier on
link i. 1In Table 2 an increase in FREQPR (Link 4) increases the fraction
of the demand that is supplied by imported crude o0il and thus increases
the cost of imported crude oil.

In Table 3 the relative sensitivities of the total annaul imports
of 6il and o0il products in 2020 are presented. This reponse is in some

ways similar to that considered in Table 2, but because quantities are




Table 3.

response R3(10) has the value 7.4 quadrillion Btu per year in the base case.
tivities are listed in the order of decreasing absolute value.

Relative Sensitivity of the Total Annual Imports of 0il and 0il Products in the Year 2020. The

The relative sensi-

Relative Sensitivity

dR3(10)
Data Data R3(10) dx

Node a Descriptive Name Element Element

Number and Process Type Name Value Adjoint Direct

Many Many CONV. processes (see 809 in POSTLMb 1.0 0.72 0.89

: Table C.7 of Appendix C) .

72(7) 0il Refining: CONV. EFF® 0.92 -0.57 -0.64

12(6) Appalachian Medium-High Sulfur INRCSTd 0.98 -0.53 -0.52¢
Coal: C-RES.

52(6) Western Liquids Medium-High IYRAVLf 1995-1975 0.50 0.46,0.20,0.11g
Sulfur: CONV.

21(7) Shale 0il-Mining: C-RES. BASEPRh 2.57 0.45

27(7) Transport Upgrade (Shale 0il): EFFC 0.95 -0.39
TRANS.

12(6) Appalachian Medium-High Sulfur BASEPR" 0.99 0.38 0.49,0.26%
Coal: C-RES. :

139(8) Transportation Demand Auto Vehicle QUAN1Y (Link 2)J 1.05 -0.38 -0.48
Miles

112(8) Automobile 0il: CONV. EFF® 0.10 -0.37

Many All CONV., ELE. P. CONV., RES., PMI(l)k 1.0 -0.34 -0.24

C-RES.

[=)]
[y



Table 3 (Cont'd)

Relative Sensitivity

N dR,(10)
Node Descriptive Name Data Data R3(10) dx
Number and Process Type Element Element
Name Value Adjoint Direct
52(6) Western Liquids Medium-High Sulfur: scct 10.8 0.32
CONV.
52(6) Western Liquids Medium-High Sulfur: AVAIL"™ 0.90 -0.32
CONV. ,
23(7) Domestic 0il and Natural Gas Liquids:  NEWRS2" 47.3 0.32
RES.
55(7) Crude 0il: ALLOC.’ FREQPR (Link 4)P 0.20 0.30
Many All CONV., ELE. P. CONV., RES., C-RES. PMI(5)¥ 1.0 0.29 0.35
55(7) Crude 0il: ALLOC. QUANLY . (Link 4)7 8.68 0.28
55(7) Crude 0il: ALLOC. QUAN1Y (Link 5)7 20.2 -0.28
120(3) Electric Line Loss: TRANS. EFF© 0.90 -0.28
52(6) Western Liquids Medium-High Sulfur: voc1 1.18 0.26
CONV.
Many All demands Y(2)* 4.6 0.25

[4°]
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Footnotes to Table 3

a . :
Numbers in parentheses indicate the figure in which the node occurs.

bPOSTLM is the production time-based operating technological change

limit. It is the ratio of the operating input-output coefficiency,
after taking into account industry operating experience in terms of
time, since commercial availability of the technology, to the base

operating input-output coefficient. (See def. 17 in Appendix A of

Stewart (1981)). '

CEFF is the thermal efficiency of the process in 1975 or in the year the
process becomes commercially available, whichever is later. (See def. 9
in Appendix A of Stewart (1981))

d . s e '
INRCST is the initial resource cost in 1975 billion dollars per quadrillion

Btu. (See def. 40 in Appendix A of Stewart (1981))
®INRCST was increased by 1% to obtain this sensitivity.

fIYRAVL is the year when the technology first became available. The code
uses the actual year available, e.g., 1995. To define relative sensi-
tivity here the data element year IYRAVL has been defined by subtracting
1975. (See def. 12 in Appendix A of Stewart (1981))

BIYRAVL was increased .25, 1, and 2 years, respectively, to obtain these
sensitivities. LEAP-78 expects IYRAVL to be an integer so the code was
changed internally to make the .25 year change.

hBASEPR is the base resource price which is such that specifying the

resources available at this price and at twice the price determines the
resource curve. This data element has units of 1975 billion dollars per
quadrillion Btu. (See def. 41 in Appendix A of Stewart (1981))

“The two sensitivity values correspond to increasing BASEPR by 1% and
107, respectively.

JQUANlY (Link i) is the quantity in 1975 on input link i of the specified
node. For industrial, residential, and commercial demands this data
element has units of quadrillion Btu per year. For transportation demand
the units vary with input link. (See def. 30 in Appendix A of Stewart
(1981))

kPMI(J) is the price of materials at time index J (before the prices are
modified by aging and technological time-dependent factors (Goldstein
(1981)) relative to the price at J = 1 where J takes values 1 to 10
‘corresponding to the years 1975 to 2020 in five-year intervals. (See
def. A-10 in Appendix A of Stewart (1981))

lSCC is the capital cost of a representative facility per unit of capacity
in 1975 or the year the facility becomes available, whichever is later.
This data element has units of 1975 billion dollars per unit of capacity
where a unit of capacity can produce a quadrillion Btu per year. (See
def. 5 in Appendix A of Stewart (1981))
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Footnotes to Table 3 (Cont'd)

mAVAIL(i) is the. fraction of demand in category i that a plant can
satisfy considering scheduled and unscheduled down time. 1In conversion
processes, AVAIL has no argument. (See def. 20 in Appendix A of
Stewart (1981))

"NEWSRS2 is the new resource at double base price. It is the amount of
resources in addition to resources at the beginning of the model horizon,
including expected new discoveries that could be produced without a loss.
It has units of quadrillion Btu. (See def. 42 in Appendix A of
Stewart (1981))

pFREQPR (Link i) is the equal price share on link i. It is the fraction
of the demand that would be allocated to link i if all input links to
the allocation process had equal prices. (See def. 3 in Appendix A of
Stewart (1981))

yoC is the variable operating cost in 1975 or the year of commercial
availability, whichever is later. It has units of 1975 billion dollars
per quadrillion Btu. (See def. 7 in Appendix A of Stewart (1981))

rY(J) is the rate of change (% per year) Gross National Product at time
index J where J takes values 1 to 10 corresponding to the years 1975
to 2020 in five-year intervals. (See def. A.3 in Appendix A of
Stewart (1981))
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considered rather than costs and because imported gas is omitted the
sensitivities are different. Many of the data elements in Table 3 are
similar to those discussed in Table 1 and 2 so they will not be discussed
again. Also, in Table 3 as in Tables 1 and 2 a variety of comparisons
between adjoint and direct sensitivities are given. For the most part
these comparisons are similar to those given previously and they will be
discussed only if they are thought to be of particular interest.

Near the end of Table 3 the data element NEWRS2, for the resource
process that is used to model Domestic 0il and Natural Gas Liquids,
appears. This data element represents new resources at twice the base
price and is related to the data elements INRCST and BASEPR in that it
is used in the determination of the increase in capital and operating
cost as a resource is depleted (Adler (1979), Cherniavsky (1980) and
Goldstein (1981)). The actual manner in which this data element enters
in the determination of the resource curve is complicated and is explained
in detail in Adler (1979) and Cherniavsky (1980). For the present pur-
poses, it is only necessary to know that an increase in NEWRS2 increases
both the capital and operating cost for a given level of commitment of
the resource. An increase in NEWRS2 for domestic o0il and natural gas
liquids increases the cost as the reserves are depleted and this increase
makes domestic o0il less competitive so more oil and oil products are
imported.

Near the bottom of Table 3 the data elements QUAN1Y on Link 4 and 5
into the process to allocate crude oil (node 55 in Fig. 7) occurs. The
data elements QUAN1Y on input links to allocation processes serve as

initial conditions in somewhat the same way as the data elements QUAN1Y
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on input links to demand processes, but there are significant differences.
For allocation processes QUAN1Y (Link i) is not itself the initial value
that is used, but rather the quantity %%%%%%%%%Y , Wwhere the sum over i
is over all input links to a given allgcation node, is used as an initial
value. That is, the quantity on link i in the final solution is not in
general the QUAN1Y (Link i) that was specified initially. An increase in
QUAN1Y (Link 4) increases the share of the demand in 1975 that is allocated
to imported crude oil and because of the behavioral lag, which is 15 years
in this case, increases the share of the demand in 2020 that is allocated
to imported crude oil. Thus, an increase in this data element increases
the quantity of crude oil imported and has a positive sensitivity. On the
other hand, an increase in QUAN1Y (Link 5) increases the share of the demand
in 2020 that is allocated to domestic o0il and natural gas liquids thus
decreasing the amount of imported oil and producing a negative sensitivity.

Near the bottom of Table 3 the data element, VOC, variable operating
cost, (exclusive of fuel) for the production of liquids from western medium-
high sulfur coal appears. An increase in this data element increases the
cost of production in all years after the technology becomes commercially
available. Thus, an increase in this data element increases the cost of
the liquids and makes them less competitive with imported oil so more oil
is imported.

Finally, at the end of Table 3 the data element Y(2) appears. This
data element represents the rate of change of the Gross National Product
in 1980. It enters into the demand equations (Goldstein (1981)) in such
a manner that it tends to increase demand in all subsequent years, except

for modifications that arise because of price elasticities. Since an
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increase in Y(2) increases demand in 2020 it has a positive sensitivity
because more oil and oil products are imported to satisfy this demand.

In Table 4 the relative sensitivities of the ratio of the total
annual 1liquid fuels input to all demand sectors to the total annual fuel
input to all demand sectors (see Section IV.C) are given. This response
is somewhat different from those considered previously in that it involves
many more links and is therefore more complex. Again, many of the data
elements that appear in Table 4 are similar to those that appear in
Tables 1, 2, and 3 so only those that are thought to be of particular
interest will be discussed. Also, the comparisons between the adjoint
and direct sensitivities are very similar to those given previously and
will therefore not be discussed.

In the early part of Table 4 the data element VOCRAT from the con-
version process that is used to model automobile o0il occurs. This data
element is used to model the change of cost and efficiency with time due
to technological changes. Its value determines how long it will take for
the ultimate change allowed due to technological change to be reached.

An increase in this data element has the effect of increasing efficiency
and decreasing cost. In the case of automobile oil an.increase in VOCRAT
decreases the quantity of liquid fuel needed to satisfy transportation
demand and thus causes a decrease in the response considered in Table 4.

Also, early in Table 4 the data element EFLIM, efficiency limit, for
the conversion process that is used to model automobile o0il occurs. This
data element determines the ultimate chénge in efficiency that can occur
due to technological change. An increase in this data element increases

the ultimate efficiency that can be achieved. An increase in this data



Table 4. Relative Sensitivity of the Ratio of the Total Annual Liquid Fuels Input to All Demand Sectors in the
Year 2020 to the Total Annual Fuel Input to All Demand Sectors in the Year 2020. The response R4(10)
has a value of .32 in the base case. The sensitivities are listed in the order of decreasing
absolute value. '

Relative Sensitivity
dR4(10)
Data Data R4(10) dx
Node Descriptive Name Element Element
Number and Process Type ’ " Name Value Adjoint Direct
139(8) Transportation Demand for Vehicle QUAN1Y (Link 2)b 1.05 0.25 0.25
Miles
112(8) Automobile 0il: CONV. EFF© 0.10 -0.25
72(7) 0il Refining: CONV. EFF© 0.92 0.22 0.22
150(2) Industrial Demand for Electric QUAN1Y (Link 2)b 2.99 -0.16
Services

112(8) Automobile 0il: CONV, VOCRATd 0.035 -0.16

12(6) Appalachian Medium-High Coal: INRCSTe 0.98 -0.15 -0.13f
C-RES.

150(2) Industrial Demand for Electric QUAN1Y (Link 3)b 2.66 -0.11 -0.11

112(8) Automobile 0il: CONV. EFLIM® 4.5 -0.10

150(2) Industrial Demand for Truck/Bus QUAN1Y (Link 7)b 0.28 0.099

Vehicle Mile
113(8) Truck, Bus, Diesel/Gas: CONV. EFF® 0.067 -0.097
12(6) Appalachian Medium-High Coal: BASEPR" .99 0.093 0.090,0.49"

C-RES.

89



Table 4 (Cont'd)

Relative Sensitivity

X dR4(10)
Data Data R4(10) dx
Node a Descriptive Name Element Element
Number and Process Type Name Value Adjoint Direct
Many Many CONV. processes (see 809 in POSTLM? 1.0 0.088 0.12
Table C.7 of Appendix ()
113(8) Truck, Bus, Diesel/Gas: CONV. EFLIMP 1.5 -0.086
101(1) "0il (+LPG) Heater: CONV, IDLIFEk -0.084
150(2) Industrial Demand for Electrical G2(6) 1.70 ~0.083
Services
5(2) Geothermal: CONV. scc™ 2.84 -0.082  -0.60
139(8) Transport Demand for Auto G2(6)l 1.1 0.082
Vehicle Miles
5(2) Geothermal: CONV. AVAIL" 0.90 0.082
150(2) Industrial Demand for Direct QUAN1Y (Link 1)b 0.96 -0.072
Conserv. '
101(1) 0il (+LPG) Heater: CONV. scc™ 51.0 -0.072

69
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Footnotes to Table 4

a . . . , . .
Numbers in parentheses indicate the figure in which the node occurs.

bQUANlY (Link i) is the quantity in 1975 on input link i of the specified
node. For industrial, residential, and commercial demands this data
element has units of quadrillion Btu per year. For transportation demand
the units vary with input link. (See def. 30 in Appendix A of Stewart
(1981))

“EFF is the thermal efficiency of the process in 1975 or in the year the
process becomes commercially available, whichever is later. (See def. 9
in Appendix A of Stewart (1981))

dVOCRAT is the operating change rate (% per year) and is used to model

change in cost due to experience. (See def. 18 in Appendix A of
Stewart (1981))

€INRCST is the initial resource cost in 1975 billion dollars per quadrillion
Btu. (See def. 40 in Appendix A of Stewart (1981))

fINCRST was increased by 1% to obtain this sensitivity.

EEFLIM is the thermal efficiency limit and is the ratio of the thermal
efficiency (for fuel) to the initial efficiency at the year of commercial
availability or in 1975, whichever comes later. (See def. 19 in
Appendix A of Stewart (1981))

hBASEPR is the base resource price which is such that specifying the

resources available at this price and at twice the price determines the
resource curve. This data element has units of 1975 billion dollars per
quadrillion Btu. (See def. 41 in Appendix A of Alsmiller (1980))

‘The two sensitivity values correspond to increasing BASEPR by 1% and
10%, respectively.

JPOSTIM is the production time-based operating technological change limit.
It is the ratio of the operating input-output coefficiency, after taking
into account industry operating experience in terms of time, since com-
mercial availability of the technology, to the base operating input-output
coefficient. (See def. 17 in Appendix A of Stewart (1981))

kIDLIFE is the term on long-term corporate debt. It is an integer and is

expressed in years. (See def. 25 of Stewart (1981)0

1GI(J) is the demand sensitivity on input link i at time J to a demand

node. The demand sensitivity is the rate of change in the demand with
respect to the rate of change in GNP. (See def. A-4 in Appendix A of
Stewart (1981))

®scc is the capital cost of a representative facility per unit of capacity
in 1975 or the year the facility becomes available, whichever is later.
This data element has units of 1975 billion dollars per unit of capacity
where a unit of capacity can produce a quadrillion Btu per year. (See
def. 5 in Appendix A of Stewart (1981))
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element decreases the quantity of liquid fuel needed to satisfy demand
and thus has a negative sensitivity.

Near the end of Table 4 the data element IDLIFE, debt life, occurs
for the conversion process that is used to model oil (+LPG) heaters. An
increase in the debt life in this case increases the capital cost and
thus the price of heat from node 101. This increase in price tends to
make oil (+LPG) heaters noncompetitive with other forms of heat (see
Fig. 1) and as a consequence the liquid used in the residential sector is
reduced compared to the other form of fuel. Thus, an increase in IDLIFE
has a negative sensitivity in Table 4. The relative sensitivity is small
because the energy used at node 101 is small compared to the total liquids
fuel and the total fuel used in all of the demand sectors.

Finally, near the end of Table 4 the data elements G2(6) into node
150 and G2(6) into node 139 occur. The 2 in these data elements specifies
Link 2 and the 6 is the usual time index. An increase in these data
elements has the effect of increasing demand on Link 2 into node 150 and
139 in all subsequent years. The time index 6 has a special significance
because G2(J) values for J = 7,8,9 are obtained by linear interpolation
between G2(6) and G2(10) (Goldstein (1981)). The two data elements are
interesting because the relative sensitivities have opposite signs. In
the case of Link 2 into transportation demand an increase in G2(6) increases
the demand for liquid fuel and thus for the response being considered the
sensitivity is positive. In the case of Link 2 into industrial demand an
increase in G2(6) increases the demand for energy, but not necessarily
in the form of liduid fuel and thus for the response considered the change
in the denominator is larger than the change in the numerator so the

sensitivity is negative.
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VI. SUMMARY

The applicability of adjoint sensitivity methodology to large energy-
economics models has been demonstrated by applying the methodology to LEAP
Model 22C. The agreement between the adjoint and direct sensitivities in
Tables 1-4 indicate that .the methodology can be applied successfully and
gives- reasonably reliable results.

The method is limited in that it provides only first derivatives, but
it is very powerful in that it treats all data elements and determines
for a given response which data elements have appreciable sensitivities.

The methodology, as used here, requires considerable development
time in that considerable analytical differentiation is required and a
substantial effort is needed to evaluate these analytic derivatives
numerically. In the course of the work, a method was developed that
would allow all of these derivatives to be obtained numerically using the

LEAP computer code and this method is presented and discussed.
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Appendix A

Numerical Determination of the Elements of the A Matrix

In this Appendix the procedure for estimating the elements of the
A matrix (see Eq. (II.8)) directly from the LEAP code rather than by
first differentiating the equations analytically is desirable.

Consider again the equations for a single node, i.e., Eq. (IV.1)

and Eq. (IV.2) with n = m. The elements of the A matrix that are to be

aF i 3Fn. aGn BGn
determined numerically are the derivatives ; n , = s 4 and =1 .
aQn. BPI 3Q . 3P
J ngq ni Inr
From Eq. (IV.2) it follows immediately that
i Fng
3Q . 3Q_, (a.1)
ni ni
aPni aFni
= (A.2)
aPInq aPInq
3Q 3G
_nq ___ng (A.3)
9Q . 3Q .
ni ni
Ban aGnq
aP___ 9P (8.4)
Inr Inr

so the problem is to estimate the partial derivatives on the leff—hand
side of Eqs. (A.1l) to (A.4). Equation (IV.2) expresses the fact that

for an isolated node the LEAP code is such that if Qni and PInq for all

i and q are given then Pni and QInq for all i and q are determined. Then,
consider the values Pni and QInq based on the values Qni and PInq and

1] 1
determine new values Pn and QInq by solving the equations for the isolated

i
node with an replaced by an + AQnK for a particular £ and Qni for

i # £ and PInq unchanged. Then, approximately
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9P P .-P

ni _ mni ni
aQInAg,= QIanQInq
Q. p AQ_p

and if one repeats the procedure by systematically varying the Qni and
PInq one at a time, estimates of all elements of the A matrix at node n
can be estimated. The procedure can be repeated for all nodes and thus

all elements of the A matrix can be estimated using only the LEAP code.
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Appendix B

Relative Sensitivities

In Section V only the 20 largest relative sensitivities for each
response were given and discussed. In this Appendix all of the relative
sensitivities with absolute value >5-10"2 for each response are given.
Results are given for the responses Rl(lO), RzklO), R3(10) and R4(10)
(see Section IV.d) in Tables B.l to B.4, respectively. The form of the
tables is similar to that in Tables 1 to 4, but here the sensitivities,
%% » as well as the relative sensitivities, E-%%, are given. When a
node number of 999 is specified the data element is the same in all con-
version, electric power conversion, resource, and c-resource processes.
When a node number is greater than 500 and less than 999 is specified
the explanation is given in Appendix C and Table C.7 of Appendix £. For
a definition of those data elements that occur in Tables C.1 to C.4 and

did not occur in Tables 1 to 4, the reader should see Appendix A of

Stewart (1981).



Table B.1

The response R1(10) has the value

case. All relative sensitivities with absolute value >5¢10-2 are given.

Relative Sensitivity of the Ratio of the Total Annual Energy Cost to All End Uses in the Year 2020
to the Gross National Products in the Year 2020.
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Table B.2 Relative Sensitivity of the Ratio of the Total Annual Cost of Imported Oil,

Year 2020 to the Gross National Products in the Year 2020.

in the base case.

0il Products and Gas in the

The response R,(10) has the value 6.8+10°3

All relative sensitivities with absolute value >5.10-2

are given.
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The

All relative

are given.

quadrillion Btu per year in the base case.
2

Relative Sensitivity of the Total Annual Imports of Oil and Oil Products in the Year 2020.
>5-10"

sensitivities with absolute value

response Rz(10) has the value 7.4
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Table B.4. Relative Sensitivity of the Ratio of the Total Annual Liquid Fuels Input to All Demand Sectors
" in the Year 2020 to the Total Annual Fuel Input to All Demand Sectors in the Year 2020. The

response Rq(10) has a value of .32 in the base case. All relative sensitivities with absolute
value >5+10-2 are given.
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Appendix C

Data Elements in the Process Submodels
To carry out the numerical determination of the elements of S as
outlined in Section IV.C, it is necessary to systematically vary each
of the data elements in each process submodel at every node. In Tables
C.1 to C.6 of this Appendix the data elements in each submodel, as well
as the common in which they occur, are listed. The correspondence between

the process submodels and the tables are:

Conversion c.1l
Resource c.2
Allocation c.3

Electric Powef Loading C;4

Transportation C.5

Demand c.6
The data element name in the second column of the tables is the FORTRAN
name used in the LEAP-78 computer code. The definition of these data
elements will be found in Stewart (1981) and the manner in which the data
elements enter into the equation of the processes is given in Goldstein
(1981). The symbols used in Goldstein (1981) are not the FORTRAN names,
but a complete cross reference between the symbols and the FORTRAN names
is given in Stewart (1981).

In some cases data elements that occur in different processes are

specified by the modeler to be the same. In Tables C.l1l to C.6 this has

been indicated where it is very generally true. In a variety of other
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cases, specific data elements in LEAP-78 have been specified to be the
same at various nodes. The data elements and nodes where this is the case

are specified in Table C.7.



Table C.1

. .+ . .
Data Elements in the Conversion and Electric Power Conversion Processes

++

COMMON/TIME2/TGLOBL (50) , INFLAT (50) ,PLI (50,PMI(50) ,ROE(50) ,RDEBT(50)
COMMON/GR3  /LKNG, IGPG, ISPG,RINF (2)

COMMON/SC9

/LKNS , IGPS, ISPS, INCTAX, ITCRAT,PTRATE ,FORPER

COMMON/GPAT19/CLFR,OLFR,CFLDR ,DUMMY1,DUMMY2 , VOAGRT ,DUMMY3 , POSTLM,

EARLY ,NEWFLX,CFMULT ,CFSENS
COMMON/SPAT20/SCC,VOC,EFF,IPLTIM, IYRAVL,CLIM,EFLIM, ICLIFE,

ITXLIF,IDLIFE,EQFR,CRATE,VOCRAT,PRELIM
COMMON/OTSL24 /QUAN1Y (5) ,PRIC1Y(5)RATIN(5) ,AVEFFI
COMMON/GPSL26/LOADFC (5)

COMMON/SPSL27/AVAIL(5) ,LOADFE (5)

COMMON

TIME2

TIME2

TIME2

TIME2

TIME?2

DATA ELEMENT NAME

NUMBER OF DATA ELEMENTS

*
INFLAT

*

PLI

*

PMI

*

ROE

*
RDEBT

“The terminology 'basic conversion process' is sometimes used to denote what is called here the
,conversion process.

The parameters of the conversion and electric power conversion processes are the same except that
in conversion there is only 1 load factor and 1 availability while in electric power conversion

where

where

where

where

where

there are more than one of each of these data elements.

*
These parameters have the same value in all conversion processes and in all resource processes.

N=1, NPOINT (no.

N

N

N

n

N=1, NPOINT (no.

1, NPOINT (no.
1, NPOINT (no.

1, NPOINT (no.

of global
of global
of global
of global

of global

times)
times)
times)
times)

times)

NOTES
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Table €.1 (Cont'd)

COMMON

GR3

SC9

SC9

SC9

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

DATA ELEMENT NAME

NUMBER OF DATA ELEMENTS

RINF*
INCTAX
ITCRAT
PTRATE
CLFR
OLFR
OFLDR

DUMMY1
DUMMY 2

VOAGRT
DUMMY 3
POSTLM
EARLY

NEWFLX

*
These parameters have the same value in all conversion processes and in all resource processes.

J

1

where J=1,2

NOTES

If # 0,
ROE (J) =DUMMY1

If # 0,
RDEBT (J) =DUMMY 2
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Table C.1 (Cont'd)

COMMON
GPAT19
GPAT19
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20

SPAT20

DATA ELEMENT NAME

NUMBER OF DATA ELEMENTS

NOTES

CEMULT
CFSENS
scc
voC
EFF
IPLTIM
TYRAVL
CLIM
EFLIM
ICLIFE
ITXLIF
IDLIFE
EQFR

CRATE

1

1

06



Table C.1 (Cont'd)

COMMON  DATA ELEMENT NAME

SPAT20 VOCRAT |

SPAT20 PRELIM

0TSL24 AVEFFI

GPSL26 LOADFC

SPSL27 AVAIL
LOADFE

SPSL27

NUMBER OF DATA ELEMENTS

1

1

1
where L=1, NSL (no. of sublinks out)
where L=1, NSL (no. of sublinks out)

where L=1, NSL {(no. of sublinks out)

NOTES

16



C.2 Data Elements of the Resource Process+

COMMON/TIME2/TGLOBL (50) , INFLAT (50) ,PLI(50) ,PMI (50) ,ROE(50) ,RDEBT(50)
COMMON/GR3  /LKNG, IGPG,ISPG,RINF(2)
COMMON/SC9  /LKNS,IGPS,ISPS, INCTAX,ITCRAT,PTRATE ,FORPER
COMMON/GPAT19/CLFR,OLFR,CFLDR, CRATE , VOCRAT ,VOAGRT ,PRELIM,
POSTLM,EARLY ,NEWFLX , CFMULT ,CFSENS , ROWN
COMMON/SPAT20/IPLTIM, IYRAVL,CLIM, ICLIFE, ITXLIF, IDLIFE,EQFR, INRCST
BASEPR ,UNRCRS ,NEWRS2,CCCF ,DCLNO ,HDCMLT , FDCMLT ,REGTST , TRMULT
COMMON/OTSL24/QUAN1Y (5) , PRIC1Y(5) , RATIN

COMMON DATA ELEMENT NAME NUMBER OF DATA ELEMENTS NOTES
TIME2 INFLAT* N where N=1, NPOINT (no. of global times)

TIME2 PLI* N  where N=1, NPOINT (no. of global times)

TIME2 PMI* 4 N  where N=1, NPOINT (no. of global times)

TIME2 ROE* N  where N=1, NPOINT (no. of global times)

TIME2 RDEBT* N where N=1, NPOINT (no. of gobal times)

GR3 RINF* J  where J=1, 2

SC9 INCTAX 1

SC9 : ITCRAT 1

SC9 PTRATE 1

6,9

*There are two distinct resource submodels; RESORC and CESORC. The data elements in each submodel are

the same and are those given here.

*
These data elements have the same value in all conversion and resource processes.

<6



Table C.2 Data Elements of the Resource Process (Cont'd)

COMMON
GPAT19
GPAT19
GPAT19
GPAT19
GPAT19
GPATI19
GPAT19
GPAT19
GPAT19
GPAT19
GPAT19
GPAT19
GPAT19
SPAT20

SPAT20

DATA ELEMENT NAME

CLFR
OLFR
CFLDR
CRATE
VOCRAT
VOAGRT
PRELIM
POSTIM
EARLY
NEWFLX
CFMULT
CFSENS
ROWN
IPLTIM

TYRAVL

NUMBER OF DATA ELEMENTS

NOTES

€6



Table C.2 Data Elements of the Resource Process (Cont'd)

COMMON
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20
SPAT20

OTSL24

DATA ELEMENT NAME

CLIM
ICLIFE
ITXLIF
IDLIFE
EQFR
INRCST
BASEPR
UNRCRS
NEWRS2
CCCF
DCLNO
REGTST
TRMULT

RATIN

NUMBER OF DATA ELEMENTS

1

1

NOTES

%6



Table C.3 Data Elements of the Allocation Process

COMMON / SPAT20/SHSENS , BELAG , TRANSI (18)
COMMON/OTSL24/QUAN1Y (5) ,PRIC1Y(5)

COMMON/ ILSP25/FREQPR (30)
COMMON/PRIN29/QUANIT(50) ,PRICIT(50) ,SHPRIT(50) ,QUANIL(50) ,QUANOL(50)

COMMON DATA ELEMENT NAME NUMBER OF DATA ELEMENTS NOTES
SPAT20 SHENS 1
SPAT20 BELAG 1
SPAT?20 TRANSI - J where J=1, NOUTS (no. output links) Only appears for
for LKN=8 LKN=7 or 8
J=1, NINTS (no. input links)
for LKN=7
0TSL24 QUAN1Y L.,J where L=1, NSL (no. sublinks) J=1,
NINTS (no. input 1links)
ILSP25 FREQPR J where J=1, NINTS (no. input links) Change in any FREQPR
requires normalizing
PRIN29 PRICIT N  where N=1, NPOINT (no. of global times) Only appears if input
: from IMPORT
NINTS
*
One has FREQPR(J)=1.

J=1
FREQPR(K)

To maintain this constraint the equations are written in terms

SFREQPR (J) K=1 to J so that FREQPR(K) for each K may be varied independently.

of the quantities

G6



Table C.4 Data Elements of the Electric Power Loading Process

COMMON/GPSL26/LOADFEC (5)
COMMON/SPSL27/ENFRC (5)

COMMON DATA ELEMENT NAME NUMBER OF DATA ELEMENTS NOTES
GPSL26 LOADFC L L=1, NSL (no. of sublinks in)
SPSL27 ENFRC L L=1, NSL (no. of sublinks in) Change in ENFRC

requires normali-
zation (see footnote
in Table B.3)
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Table C.5 Data Elements of the Transport Process

COMMON/AC10 /LKNA, IGPA, ISPA, IWTA,RDIST

COMMON/SPAT20/SCC,

VOC ,EFF

COMMON/PRIT23/QUANIT (5,50) ,PRICIT(5,50) , SHRRIT(5, 50)

COMMON

AC10

SPAT20
SPAT20
SPAT20

PRIT23

DATA ELEMENT NAME

NUMBER OF DATA ELEMENTS

DIST

sceC
VOC
EFF

PRICIT

K where K=5*J+1 with J=1, NPOINT
(no. of global times)

NOTES

Listed as RDIST in
COMMON/AC10/

‘Only appears if input

from IMPORT

L6



Table C.6 Data Elements of the Demand Process

COMMON/SPAT20/

COMMON/OTSL24/

COMMON/TMATSS/
COMMON
SPAT20
SPAT20
SPAT20
OTSL24
TMAT33
.TMAT33

TMAT33

TMAT33

TMAT33

SENS,ELAS,GSCALE
QUAN1Y(5) ,PRIC1Y(5)

Y(SO),Gl(SO),P1(50),GZ(SO),PZ(SO),GS(SO),PS(SO),G4(50),P4(50),G5(50),P5(50),
G6(50,P6(50),G7(SO),P7(50),G8(50),P8(50),G9(50),P9(50),GlO(SO),PlO(SO)

DATA ELEMENT NAME

SENS

ELAS

GSCALE

QUAN1Y
*

Y

Gl

P1

G2

P2

NUMBER OF DATA ELEMENTS

vhere J=1,
where N=1,
where N=1,
where N=1,

where N=1,

where N=1,

NOL (no. of

NPOINT

NPOINT

NPOINT

NPOINT

NPOINT

*
These data elements share the same value in all demand processes.

(no.
(no.
(no.

(no.

(no.

input 1links)

of global times)
of global times)
of global times)

of global times)

of global times)

NOTES

Only appears if
NOL > 2

Only appears if
NOL > 2
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Table C.6 Data Elements of the Demand Process (Cont'd)

COMMON
TMAT33
TMAT33
TMAT33
TMAT33
TMATBE
TMAT33
TMAT33

TMAT33

TMAT33 -

TMAT33

TMAT33

TMAT33

TMAT33

TMAT33

TMAT33

TMAT33

DATA ELEMENT NAME

G3
P3
G4
P4
G5
PS

 G6
P6
G7
p7
G8
P8
G9
P9
G10

P10

NUMBER OF

DATA

ELEMENTS

N where
N where
N where
N where
N where
N where_
N where»
N where
N where
N where
N where
N where
N where
N where
N where

N where

N=1,

N
N
N
N
N
N
N
N
N
N
N
N
N
N

N

1,
1,
1,

1,

1,

1,
1,
1,
1,
1,
1,
1,
1,
1,

1,

NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT
NPOINT

NPOINT

(no.
(no.
(no.
(no.
(no.
(no.
(no.
(no.
(no.
(no.
(no.
(no.

(no.

(no.

(no.

of

of

of

of

of

of

of

of

of

of

of

of

of

. of

of

of

global
global
global
global
global
global

global

global

global
global
global
global
global
global
global

global

times)
times)
times)
times)
times)
times)
times)
times)
times)
times)
times)
times)
times)
times)
times)

times)

Only
Only
Only
Only
Only
Only
Only
Only
Only
Only
Only
Only
Only
Only
Only

Only

NOTES

appears
appears

appears

appears

appears

appears

appears-

appears

appéars
appears

appears

appears

appears
appears
appears

appears

if

if

if
if
if
if
if
if
if
if
if
if
if
if
if

if

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

NOL

V VvV VvV VvV VvV vV VvV V ¥V WV V V
o oo NN o0 ;T A B~ W W

\Y%
©
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Table C.7 Node Combinations That Have Common Data Elements

Identification Number

901
902

904
905
906

907
908
909

Common/SC9/Conversion, Electric Power Conversion, Resource and C-Resource

This common contains 7 elements, but only three of these elements -
INCTAX, ITCRAT, PTRATE - are data elements that are to be varied

in LEAP-78. These three data elements are taken to be the same

in the combinations of nodes given below. This identification
number is 900 + the SC index used in the code.

No. of Nodes

9
13

13
1
14

Node Number Combined

1,2,101,102,103,132,133,135,144-

.5,83,84,85,86,87,104,105,116,117,

118,119,147
6,8,39,40,68,69,70,77,78,79.92,93,94
9

44,45,46,47,48,49,52,53,11,12,13,14,
16,17

72,19,20,22,23,24,25,21
111,112,113,114,123
33,35,36,97,98.99,100,126,127,128,141

Process Types

CONV.,
CONV.,

00T

ELE. P. CONV.
C-RES.
CONV. & C-RES.

CONV., RES. & C-RES.
CONV.
CONV.



Table C .7 (Cont'd)

Identification Number

Common/GPAT19/ Conversion, Electric Power Conversion, Resource § C-Resource

802
803
806
809

811

All of the data elements in this common are taken to be the same

in the combination of nodes given below, but the number of data
elements in the common varies with the process. The identification
number is 800 + the IGP index used in the code.

No. of Nodes - Node Number -Combined
9 44 ,45,46,47,48,49,52,53,72
13 6,8,39,40,68,69,70,77,78,79,92,93,94
6 19,20,22,23,24,25
38 1,2,5,33,35,36,83,84,85,86,87,97,98,99,100,

101,102,103,104,105,111,112,113,114,116,117,
118,119,123,126,127,128,132,113,135,141,144,
146

8 , 9,11,12,13,14,16,17,21

Process Types

CONV.
ELE. P. CONV.
RES.
CONV.

C-RES.

T0T



Table C€.7 (Cont'd)

Identification Number

741

722

Identification Number

541

522

&

No.

of Nodes

Common/SPAT20/ Allocation

All of the data elements in this common are
the same in the combination of nodes given
below.

Node Number Combined

No.

19

of Nodes

41,42,43,50,67,71,74,76,81,82,88,91,95,
106,107,125,131,137,138

130,136

Common/ILSP25/ Allocation

All of the data elements in this common are
the same in the combination of nodes given
below.

Node Number Combined

19

41,42,43,50,67,71,74,76,81,82,88,91,
95,106,107,125,131,137,138

130,136

Process Types

ALLOC.

ALLOC.

Process Types

ALLOC.

ALLOC.

(A0}



Table C .7 (Cont'd)

Identification Number
602

609

"No. of Nodes

9

39

Common/GPSL26/ Conversion

All of the data elements in this common
are the same in the combination of nodes
given below. The identification number
is 600 + the IGP index used in the code.

Node Number Combined

44,45,46,47,48,49,52,53,72

1,2,5,33,35,36,83,84,85,86,87,97,98,99,
100,101,102,103,104,105,111,112,113,114
116,117,118,119,123,126,127,128,132,133,
135,141,144,147

Process_Types

CONV,

CONV,

£0T
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