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ABSTRACT

There has been available for some time a mathematical methodology,

called adjoint sensitivity theory, for determining the sensitivity of

results of interest to each of the data elements that enter into the

calculations. In this paper adjoint sensitivity theory is discussed and

its applicability to a large energy-economics model is demonstrated by

applying it to a specific calculation carried out with the Long-Term

Energy Analysis Program (LEAP). Numerical results for -r—, where R is

the result of interest and x is any one of the data elements, are pre

sented for all x for which -r— is appreciable and for several definitions

of R. In a number of cases the accuracy of the -r— obtained by adjoint

methods has been verified by direct calculations and these comparisons

are also presented.

The application of the theory as presented here requires extensive

development work in that a large amount of analytic differentiation must

be carried out and a substantial effort is needed to evaluate these deriva

tives. In the course of the work, a method was developed that would

allow all of the required derivatives to be obtained numerically using

LEAP and this method is presented and discussed. This numerical method

is applicable only to codes with the very special modular structure of LEAP,
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I. INTRODUCTION

Large energy-economic models often rely on a data field that contains

thousands of elements, i.e., for such models thousands of numbers must be

specified before a result of interest can be calculated. In general, not

all of these data elements are of equal importance in producing a given

result, but in the past it has been very difficult to systematically

determine which data elements have the most influence in producing a

given result. This can be done by systematically varying the data elements

one at a time and completely re-doing the calculations each time, but this

method is prohibitive unless the computing time for each variation is

very short.

There has been available for some time, a mathematical methodology,

hereinafter called adjoint sensitivity theory, for determining, in principle,

the sensitivity of results of interest to each of the elements in the data

field that enters into the calculations (Cacuci (1980), Oblow (1978), and

Oblow (1979)). More precisely, if R is a result of interest, obtained by

solving larger sets of nonlinear equations, the methodology provides a

dR

dx'

dR
means, in principle, of calculating -r-, hereinafter called the sensitivity

of R to x, for every element x in the data field. After -j— is known for

dR
all x it is a small matter to determine those x's for which — is large.

It should be emphasized that the methodology provides only the first

derivatives and gives no information about the higher derivatives. The

qualifier, in principle, in the above two sentences is introduced because

in applications such as those considered here the very small sensitivities

are difficult to calculate accurately and since they are of little interest

no attempt is made to improve their accuracy. The methodology has been



applied in a variety of physical cases, (see Cacuci (1980)) but it has

not, to our knowledge, been applied to large energy-economics models. In

this paper adjoint sensitivity theory is described and its applicability

to a large energy-economics model is demonstrated by applying it to a parti-

dR
cular (see below) large energy-economics model. The derivatives, — ,

obtained by adjoint sensitivity theory can, in principle, be obtained by

direct calculations and some comparisons between the results obtained using

adoint methods and direct calculations are presented.

The Long-Term Energy Analysis Program (LEAP) is an energy-economics

modeling system that resides in the Long-Term Energy Analysis Division of

the Integrative Analysis Group of the office of Applied Analysis, Energy

Information Administration of the U.S. Department of Energy (see Pearson

(1979)). LEAP is similar to but distinct from the Generalized Equilibrium

Modeling System (GEMS) currently available from Decision Focus, Inc.,

Adler (1979). LEAP is a modeling system that may be used to construct a

variety of energy-economic models. The particular LEAP model considered

here is termed Model 22C, and is the model that was used to prepare pro

jections through the year 2020 that were included in the 1978 Energy

Information Administration Annual Report to Congress, Pearson (1979). A

FORTRAN listing of the LEAP code used and the model input tables that

completely specify this model will be found in Ford (1981). For convenience,

LEAP Model 22C will hereinafter be designated as LEAP-78. Sufficient

information on LEAP-78 to understand the work reported here is given in

Sections III and V of this paper, but the interested reader will find much

additional information concerning LEAP in general and LEAP-78 in particular

in Ford (1981), Diedrick (1979), Cherniavsky (1980), Falk (1979),



Alsmiller (1980), Goldstein (1981), Stewart (1981), Oblow (1981),

Hansen (1981) and Peelle (1981).

II. ADJOINT SENSITIVITY THEORY

In this section adjoint sensitivity theory is described and discussed.

Adjoint sensitivity theory is similar to the method of comparative statics

sometimes used in economics (see Samuelson (1976)). A more complete

development of the theory together with references to the earlier litera

ture and previous applications of the theory will be found in the work of

D. G. Cacuci (Cacuci (1980)). For convenience a general notation is used

in this section, the particularization of the notation to LEAP-78 will be

made in the next section. Also, in the application considered here only

algebraic equations occur so the development will be made for this type

of equation. The methodology is, however, applicable to more general types

of equations as indicated in Cacuci (1980).

Let the system under consideration be represented by N nonlinear

algebraic equations in N unknown which may be written symbolically as

F(p,x) =0, (II.1)

where F is an N-vector function of the unknown dependent variable N-vector

p and all data elements are represented by the vector x. The form of the

equations are given explicitly in Eq. (IV.l) and are discussed in

Section IV.A. It is to be understood that the number of elements in x

is not at all related to N and can be substantially larger. In the fol

lowing it is assumed that for a specific choice of x a unique solution of

Eq. (II.1) exists and is represented by p. The vector p is thus a



function of x.

Let R represent any result, hereinafter also called a response, of

the calculations that are of interest. In particular, let

R = R(p,x), (II.2)

where R(p,x) is any given nonlinear function of p and x. The response R

is a scalar that may be calculated from Eq. (II.2) when the solution p

of Eq. (II.1) has been obtained for a given specification of x.

If now x is defined to be a general element of x the sensitivity

of R to x is defined to be — and the general problem of sensitivity theory

is to determine -r— for each and every one of the elements of x. To

accomplish this let us differentiate Eq. (II.2) with respect to x to

obtain

dR 3R , dR dp ,TT ON
dx dx ~— dx

3p

dR
where — is a row vector. The first term on the right-hand side of

Eq. (II.3) is termed the "direct effect" of x on R and the second term

on the right-hand side in Eq. (II.3) is called the "indirect effect" of

x on R, since it reflects the implicit effect of x on R through p.

The evaluation of the second term on the right-hand side of Eq.

(II.3) begins with the differentiation of Eq. (II.1) with respect to x

to give

f +^-^=0 . (II.4)
<3x „— dx

dP

Now defining two new N-vectors



T^t (U.5)

3 = "^. (II.6)

and the N by N matrix

8FA E ££- , (ii.7)
9p

Eq. (II.4) may be rewritten as

A? = "S . (II.8)

Here $ is the differential change in the solution p with respect to a

change in x and it solves the linear inhomogeneous equation whose source

is the negative of the partial differential change in F with respect to

x. The fact that A is a linear operator is clear from Eq. (II.4) since

it cannot, in principle, depend on -^- . The matrix A does depend on both

p and x.

dR
The expression for -r— in Eq. (II.3) can now be evaluated by solving

Eq. (II.8) for ¥. The difficulty here lies in the fact that S depends

explicitly on the particular dx being considered and thus, in general,

very large systems of linear equations represented by Eq. (II.8) must be

dR —
solved for each dx to obtain -r— . For very large systems where x con

tains thousands of elements this is impractical. It should be noted that

the explicit assumption is being made here that it is not feasible to

numerically construct the inverse of the matrix A. If this inverse could

be obtained then the need for solving the large systems of linear equations

many times would be ameliorated and the above objection would not be valid.



The adjoint formulation of sensitivity theory is of interest because

it avoids the necessity of solving a large set of linear equations for

every x in x. The set of equations adjoint to the Eq. (II.8) will be

written

* —* —*
A $ = S* , (II.9)

*

where the N by N matrix A is defined to be

A = A, (11.10)

where a superscript * is used to denote adjoint and a ^ over a symbol is

used to indicate the transpose and where S* is yet to be defined. If now

the inner product of $ with Eq. (II.9) and <p* with Eq. (II.8) is taken

one obtains by using Eq. (11.10)

_ y. —
S* = $*• S, (11.11)

and if S* is defined by

<\>

S* =^ , (11.12)
3p

then using Eqs. (11.11) and (11.12) Eq. (II.3) may be written

^ =M +i* .s, (11.13)
dx dx

where $ is the solution of Eq. (II.9) with S given by Eq. (11.12).

Equation (11.13) is the important result of adjoint sensitivity

theory. The quantity $* must be obtained by solving the, often large,

set of linear equations given in Eq. (II.9), but this $ may be used

in Eq. (11.13) for all x of the vector x. Thus, one calculation of



—^ ri"R

$ enables the calculation of -j- for all x in x for a specific R. Each

new response, R, that is considered requires a new calculation $* because

of Eq. (11.12).

III. LEAP MODEL 22C

LEAP Model 22C, also referred to here as LEAP-78, is a rather com

plex energy-economics model and considerable information about the model

is needed to understand the application of adjoint sensitivity theory to

the model. In this section some information about the model is provided

to enable the reader to understand the remainder of this report. The

interested reader will find additional information about the LEAP system

and LEAP-78 in Oblow (1979), Adler (1979), Ford (1981), Diedrick (1979),

Cherniavsky (1980), Falk (1979), Alsmiller (1980), Goldstein (1981),

Stewart (1981) and Oblow (1981).

LEAP is a member of a particular family of long-term modeling systems

called "generalized equilibrium" models. The modeling system allows a

modeler to represent part or all of the energy-related portion of the

economy in terms of generic aggregated activities and the energy and

dollar flows that link these activities over the time interval to be

modeled. The activities that are modeled range from extraction of

resources (e.g., oil) to conversion of form (e.g., synfuel or electricity

production) and to representation of the time-dependent end-use demand

for energy services (e.g., space heat and industrial direct heat).

Import and export activities can represent energy transfers outside of

the main geographic region of interest. Each of the activities is modeled

with a "process" subroutine that represents the intertemporal supply and
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demand functions for that activity. The flexibility of this type of

model is (1) that the modeler can choose a network appropriate to his

problem, and (2) that process subroutines from a relatively small library

can be fed data elements to make them represent those activities of

interest. In operation, the computer program begins with an initial set

of guesses for the energy and dollar flows and iterates with the goal to

satisfy the price-quantity equations contained in each process subroutine.

For the considerations of this paper the actual iteration procedure is

not relevant and therefore it will not be discussed, but the interested

reader will find more information on this topic in Oblow (1981).

LEAP-78 was developed by the Office of Applied Analysis of EIA to

provide long-range projection for energy flows and prices suitable for

inclusion in EIA's 1978 Annual Report To Congress, Pearson (1979).

LEAP-78 is precisely defined by the model input tables which are input

to the LEAP program by the modeler to (1) determine the model network of

economic activities and energy flows, (2) identify the computer process

subroutines chosen to represent the various energy-economic activities,

and (3) give numerical values for all of the input parameters. The model

input tables and the FORTRAN code for LEAP-78 are given in Ford (1981)

Figure l.A, based on a figure supplied by the Office of Applied

Analysis (Diedrick (1979)) illustrates the overall (sector) design of

LEAP-78. The model is for the United States and the energy demand market

is represented by the four sectors illustrated at the top of the figure

and coal exports. Energy supplies that deplete domestic fixed-resource

bases are represented by Coal, Oil/Gas, and Uranium sectors at the bottom

of the figure. Additional energy is supplied by import and by renewable
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resources represented within the individual sectors. The energy con

version facilities for central electric production are included in the

Utility sector. The Distribution sector in this model has little function

other than to allow for disaggregation of the total energy supply to meet

the requirements of various demand sectors and to correct for the dif

ferences in average prices paid by the consumers in these sectors.

Figure l.A is an encapsulation of the central properties of LEAP-78.

In Figs. 1-9 the detailed network diagrams of the individual sectors are

shown (Diedrick (1979)). [The figure numbers in each case are the same as

the sector number, except that sector 10 is shown on the same figure with

sector 5.] Each geometric element in Figs. 1-9 represents an activity;

i.e., a process submodel and is identified by a number that is called the

"node" number. The line joining two nodes is termed a link and repre

sents an annual energy-related commodity flow and the price per unit

energy at the ten time points (1975 to 2020 in five-year intervals) con

sidered in LEAP-78. The link that leaves the top of a geometric element

is termed an "output" link while the link that enters the bottom of a

geometric element is termed an "input" link. Every link is an output

link of one node and an input link to a different node. In Figs. 1-9

when there is more than one input or output link the links are numbered

to facilitate the latter discussion.

Each of the process submodels (represented by a different geometric

shape in Figs. 1-9) represent a different type of activity. A very brief

discussion of the submodels is given below.

The allocation process (indicated by a circulat or upper semi

circular configuration in Figs. 1-9) is used to allocate demand for energy
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Fig. 2. Network diagram for the industrial sector of LEAP-78
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MODEL 22C ELECTRICITY SECTOR (NO. 4)

CONVENTIONAL
NUCLEAR ILWBI

COAL FROM

DISTRIBUTION

HEAVY OIL LIGHT OIL
FROM FROM

DISTRIBUTION DISTRIBUTION

GAS FROM

DISTRIBUTION

Fig. 4. Network diagram for the elctricity sector of LEAP^-78.

ORNL DWG 80 7655R3



MODEL 22C NUCLEAR SECTOR (NO. 5)
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Fig. 5. Network diagrams for the nuclear and imports/exports
sectors of LEAP-78.
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MODEL 22C COAL SECTOR [NO. 6)
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Fig. 6. Network diagram for the coal sector of LEAP-78.
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MODEL 22C OIL/GAS SECTOR (NO. 71
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Fig. 7. Network diagram for the oil/gas sector of LEAP-78.
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MODEL 22C TRANSPORTATION SECTOR (NO. 8)
TO INDUSTRY
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Fig. 8. Network diagram for the transportation sector of LEAP.
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Fig. 9.
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Network diagram for the commercial sector of LRAP
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or an energy-related service among competing suppliers and to set. the

average price of the combined energy flow. The output market shares depend

on the relative prices, the market shares in the prior period, and the

input parameters. In the special case in which only one supplier is

linked to an allocation activity, the process simply combines demands for

each model time point and links them to the common supplier.

The conversion process (represented by a square in Figs. 1-9) is

used to model all manner of generic energy conversion facilities. Prices

of the energy form supplied by the modeled activity for each model year

are computed from (1) the input parameters, (2) the stream of quantities

of energy demanded for that activity, and (3) the price vector (vs. time)

for the input energy supply to the process. The conversion process may

be used with several load categories to model electricity generation.

Here, the term conversion process will be used to denote the case of only

one load category and the term electric power conversion will be used to

denote electricity generation. The term conversion process as used here

has the same meaning as the term "basic conversion process" that has

sometimes been used.

The resource process (represented by a trapezoid in Figs. 5-7) is

used to model declining reserves. The resource process gives for its

single output link the vector of prices required to provide the stream

of quantities of the demanded resource. There are two different but

similar resource processes: RESOURCE, that describes the situation when

the reserves decline exponentially, and C-RESOURCE that describes the

situation when production is taken as constant over the facility life

(see Cherniavsky (1980)). In the remainder of this paper the term



21

"resource process" will always mean the case of exponentially de

clining reserves and "c-resource process" will be used to indicate

the constant production case.

The transportation process (represented by a triangle in Figs. 1-9)

is used to model the cost of transporting energy. The capital cost of

transport facilities are not explicitly included, but transportation cost

and energy losses are modeled.

The import process (see Fig. 5) models the importation of oil, gas,

and oil/gas products from the world outside the U.S. In this process the

price over time is input exogeneously and any desired quantity is available

at this price.

The export process (see Fig. 5) models the export of coal from the

U.S. The price of any exogeneously specified quantity over time is deter

mined from the process.

Finally, the demand process (represented by inverted trapezoids in

Figs. 1, 2, 8 and 9) is used to model the end-use demand for energy-

related quantities for the vector of offered prices. Although the demand

is parameterized in terms of increases in the gross national product and

exogeneous demand sensitivity coefficients, the formula reduces to speci

fication at input time of a stream of demand over time that is modified

during iteration by a lagged-price elasticity for times after 1995.

The equations of each submodel are the same, but the data values in

the submodels at different nodes will, in general, be different. The

equations for each submodel are given in Goldstein (1979) and additional infor

mation on the parameters in the equations will be found in Stewart (1981).

A discussion of the underlying assumptions of the submodels will be found
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in Hansen (1981). Also, some additional information about the model

will be given in Section V in conjunction with the discussion of the

results.

IV. APPLICATION OF THE THEORY TO LEAP-78

A. Elements of the A Matrix

To apply adjoint sensitivity theory to LEAP-78 the individual

elements of the A matrix (see Eq. (II.7)) must be calculated, and before

this can be done the quantities that are considered the system variables

must be specified.

In the work reported here the variables of LEAP-78 are taken to be

the quantities (except for initial values — see below — and quantities

that are specified exogeneously) and prices (except prices that are

specified exogeneously) on the output links of all nodes at all time

points considered (1975 to 2020 in five-year intervals). Capacity addi

tions are not considered as variables here as they were in Alsmiller (1980)

and Goldstein (1981). This means only that the equations for determining

capacity additions have been used to eliminate capacity additions as

variables. This procedure is used because it reduces substantially the

size of the A matrix which even so is quite large (see Section IV.D). On

each input link to a demand node the quantity in 1975 is specified as an

initial value and on each input link to an allocation node (except when

there is only one input link) the quantity in 1975 divided by the sum of

the quantities in 1975 on all input links to the allocation node are used

as initial conditions so these quantities are not to be considered as

system variables. Also, in some cases, e.g., import and export, prices

and quantities are specified exogeneously, so these prices and quantities
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are not to be considered as system variables. The system variables

will then by Q . and P . where
J ni ni

n = node index,

i = index that designates both output link and time

(see below),

Q . = the quantity of energy per year on one of the output

links of node n at a specific time,

P . = the price per unit energy on one of the output links

of node n at a particular time.

The subscript i will, in general, take values from 1 to N *N where
n

N = the number of output links from node n,

N = the number of time points,

but this must be modified to account for initial conditions and exo

geneously specified prices or quantities. For example, if M is the number

of output links from node n that are input links to demand processes or

allocation processes that have more than one input link, then i takes

values from 1 to N «N-M. Also, in those cases where the prices or quanti

ties are specified exogeneously on an output link it is to be understood

that these prices or quantities are not included in the variable list.

This complication in the subscript i is important in actually determining

the number of variables in the LEAP-78 system, but the values taken by i

do not affect the considerations here, so hereinafter the subscript i
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will be used without specifying the values it takes. Also, a subscript

j that takes the same values as i will sometimes be used.

With the notation established above, the elements of $ (see Eq.

(II.5)) are the derivatives

dQ . dP .
ni . ni

j and -: ,
dx , dx ,
mk mk

where x , is one of the data elements in the general vector x in Eq.

(III.l) that enters into the equations for node m.

To indicate more explicitly the form of the equations corresponding

to a particular node it is convenient to introduce the notation

Q = the quantity of energy per year on one of the

input links to node n at a particular time,

P = the price per unit energy on one of the input

links to node n at a particular time.

The index q specifies both the input link and the time considered. The

number of values of the index j is determined by considerations similar

to those that determine the number of values of the index i. Also, a

subscript r that takes the same values as q will sometimes be used. Since

an output link from one node is, of necessity, an input link to another

node the set of variables Q and P completely duplicates the set of

variables Q . and P ..
ni ni

In terms of these variables the equations for a particular node n

may be written

P . - F .(Q .,PT ,X ) = 0
ni ni nj Inq nk

QT - G (Q .,PT ,X .) = 0
Inq nq ni Inr nk

(IV.1)



25

where it is to be understood that all allowed values of i, j, q, r and k

occur in the argument of the functions F . and G . The form of the
ni nq

functions F . and G depend on the particular process that occurs at
ni nq

node n. In writing Eq. (IV.1), a fundamental propertly of LEAP, namely,

that the equations for a given node can depend only on the system variables

that occur on the input and output links for that node, has been intro

duced. This property arises from the modular structure of LEAP and is

extremely important in the remainder of this paper, i.e., in the applica

tion of adjoint sensitivity theory. The form of Eq. (IV.1) is convenient

for the development here and reflects the fact that in LEAP the number of

equations at a given node is such that if all Q . and PT are fixed then
ni Inq

all P . and Q are determined by the equations of the node. It is to

be understood that, in principle, the equations can be put in the form of

Eq. (IV.1). The equations are very complex and to actually perform the

algebra necessary to put the equation in this form would be very difficult

and is not necessary.

If the total derivative of Eq. (IV.1) is taken with respect to any

data parameter x p one has

dP .
ni

dXm£

dQ
Inq_

dx
m£

J

8F

3F . dQ .
ni ^nj

90 . dx «.
u nj mt

_ni 6n
m

V

-E
3G dQ .

nq ni

2%i. dv
3G
na6n

8xm£ m

-£

-E

3F
ni

dP

_ Inq
dx

Inq

m£ J

9G dPT
nq Inr

9PInr dxm£
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6=1 n = m
m

=0 n ± m. (IV.3)

Equations (IV.2) represent part of the general system of equations given

in Eq. (II.8). The partial derivatives of F . and G in Eq. (IV.2) are
n r ni nq n

some of the elements of the A matrix. The subscript notation here is

not at all related to the matrix notation that is sometimes used, i.e.,

the subscripts here do not indicate position in the A matrix as would

sometimes be indicated by A... The important point to note is that Q .,

P ., QT , PT constitute only a very small number of the totality of
ni' ^Inq Inq

all system variables and since only partial derivatives of F . and G
J J v ni nq

with respect to these variables occur in Eq (IV.2) many elements in the

rows of the A matrix that are represented by Eq. (IV.2) will be zero.

This same consideration extends to all nodes and thus a consequence of

the modular form of LEAP, i.e., the form of Eq. (IV.1), is that the A

matrix is sparse, i.e., has many zero elements. This feature of the A

matrix will be very important when numerical solutions of the adjoint

equations are considered.

The equations for all of the processes that are used in LEAP-78 have

been given by M. Goldstein, R. G. Alsmiller, Jr. and J. Barish in

Goldstein (1981). With the equation known, it is a straightforward but

tedious matter to take the required partial derivatives analytically and

numerically evaluate these analytic derivatives to obtain the elements

of the A matrix. The process of analytically differentiating the process

equations is independent of the data values used in the equations and thus

the differentiation must be carried out only once for each type of process
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that occurs even if that particular process occurs many times in LEAP-78.

The analytic derivatives are very lengthy and are not reproduced here,

but some examples of the derivatives are given in Alsmiller (1980). The

numerical evaluation of the analytic derivatives was done with a computer

code written for this purpose and is completely separate from the LEAP

code except that the values of the data elements and system variables for

the base case being studied must be obtained from LEAP-78 input tables

and solution.

B. Elements of S

The elements of S that occur in Eq. (II.6) must be evaluated

before sensitivities (see Eq. (11.13)) can be obtained. The elements of

S are the partial derivatives with respect to the data value of interest

(for all values of n, and £) that occur on the right-hand side of

Eq. (IV.2). With the process equations known it is again a straightforward

but tedious matter to carry out the derivatives analytically and evaluate

these partial derivatives. This was, however, not the procedure followed

here; rather the elements of S were determined numerically directly from

the LEAP code. The feasibility of obtaining partial derivatives numerically

from the LEAP code became clear only late in the project. (The authors of

this paper are indebted to R. W. Peelle for suggesting this possibility

to them.) The procedure of obtaining the elements of the S numerically

from the LEAP code was instituted to obtain experience in this alternate

procedure and to try to evaluate the possibility of obtaining all partial

derivatives, i.e., the elements of the A matrix as well as the S, by

numerical means rather than by analytic differentiation followed by

numerical evaluation. This possibility will be commented on after the

*

Oak Ridge National Laboratory
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methods used to obtain the elements of the S are described.

From Eq. (IV.2) it is clear that the partial derivatives of interest,
dF . 9G

i.e., -» and -~—^ , involve only the equations of one node at a time.
9xm£ 3xm£

Let us then consider a particular node n completely isolated from the

remainder of the network and consider what happens if one of the data

values at node n, say x «, is changed to x n + Ax n and the equations of

t i i

the isolated node solved for new system variables Q ., P ., QT for all
J ni ni Inq

allowed values of i and q. First, there are not enough equations for the

isolated node to determine all of these variables so some of the variables

will not be modified by the change from x^toxn + Ax,,. In fact, the

LEAP equations at any node are such that for the isolated node one may

specify Q . and PT for all allowed i and q and then the equations will
ni Inq •

i

determine with the change x „ + Ax «, unambiguously the variables P . and

Q (see Eq. (IV.1)). It should be noted that an iteration is, in

principle, required because in LEAP capacity additions are not eliminated

as is being assumed here, but the convergence is very rapid. Let us then

specify

Q • = Q .
ni ni

PT = PT , (IV.4)
Inq Inq

and then write

dQ . Q .-Q .
ni _ ni ni

dxn =Axn£
dP . P .-P .

ni _ ni ni

dxn£ =Axn£

= 0 (IV.5)

(IV.6)
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dQT QT -QT

dxn£ Axn£ (IV"7)
dPT P -P

dXn£ ^ivt

for all allowed i, q and I. Equation (IV.2) considered only for those

data values in node n, i.e., with n=m, may be considered as equations for

determining the partial derivatives on the right-hand side of the equations

if everything on the left-hand side is known. The calculations of the

partial derivatives on the left-hand side of Eq. (IV.2) have been described

in the previous subsection of this paper. Thus, with the estimates of the
3F

total derivatives given by Eqs. (IV.5) to (IV.8) estimates of 3 and
9Gn dXnX

and -z—**• may be obtained from Eq. (IV.2). This procedure may be repeated
dXn£

for all parameters at node n and for all nodes so estimates of all elements

of S can be obtained.

Difficulties arise in the numerical procedure when data values are at

the end of their allowed range, e.g., if a data value can not be larger

than unity and the modeler has given it the value unity so it can not be

increased. This difficulty can be circumvented by changing the parameter

in the direction that is allowed, but a question concerning the modeler's

intention arises. A data value may be put at the end of its range by the

modeler as an artifice to eliminate some features of the code from con

sideration and thus some questions arises as to whether this is a true

data value. Difficulties also arise with data values that are set equal

to zero because usually the changed data values are taken to be fixed

percentage of the base case value. This difficulty can again be circum

vented, but there is again a question as to the modeler's intention. In

the work reported here, it is assumed that data values at the end of their
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range and zero data values are not to be varied. There are only a few

data elements at the end of their range, but there are many data elements

that have a zero value in LEAP-78 (Stewart (1981)).

To obtain the elements of the S vector numerically requires a fair

amount of computing and substantial data handling, but saves substantially

on the analytical differentiations required, and the programming.

While it is not done here, it is possible to obtain the elements of

the A matrix by numerical means in much the same manner as the elements

of the S were obtained. The procedure for doing this is described in

Appendix A. As with the numerical determination of S this procedure re

places the process of taking analytic derivatives and evaluating them

with significant amounts of additional computing and data handling. Also,

the numerical procedure is less accurate because of the finite difference

approximations used.

Given a code with the modular structure of LEAP, and it must be

emphasized that the numerical procedure outlined above is applicable only

to systems with the very special modular structure of LEAP, the question

as to whether the procedure of using analytic or numerical derivatives is

preferable depends on a variety of factors, e.g., complexity of equations,

available documentation of the equations, etc. Perhaps the most over

riding consideration is how frequently the equations are expected to change

and how extensive these changes are likely to be. If the equations change

the analytic derivatives must be changed and reprogrammed. On the other

hand, the numerical procedures are independent of the form of the equations

and therefore do not become obsolete with equation changes. Since, in the

work reported here, only the elements of the S and not the elements of the



31

A matrix are determined numerically, we can not, from experience,

recommend the complete numerical procedure, but it is our impression

that, for LEAP, a code designed to determine sensitivities completely

numerically would be very useful.

C. Responses of Interest

From Section II it is clear that sensitivities, as considered

here, are defined only with respect to a particular result or response

of interest. As explained with regard to Eq. (II.2), a response may be

any function of the system variables and the elements of the data field.

In this section the four responses that are considered here are defined.

The responses considered here were suggested by Mary Hutzler of the

Office of Applied Analysis of the Energy Information Administration.

The first response considered is the ratio of the total annual energy

cost to all end uses in the year 2020 to the Gross National Product

in the year 2020. This response, R.. (10) , may be obtained by putting

J = 10 in the equation

VJ> • gTcjT 2 S WJ>WJ>' (IV'16)
NP n l

where J takes values 1 to 10 corresponding to the 10 model years, 1975,

1980, 1985, . . . , 2020 considered in LEAP-78, and

i = the input links to node n (A slight change in

notation has been introduced. Previously, the

subscript i was used to represent both input

links and time, but in Eq. (IV.16) time is given

explicitly by J and i represents only input links.),
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4-* = a sum over all input links to node n,

22= a sum over all end-use nodes, i.e., node 145 in
n

Fig. 1, node 150 in Fig. 2, node 139 in Fig. 8,

and node 142 in Fig. 9.

The quantity G (J) is defined by

GNp(J) =GNp(l) *ff [l+y(K)]A J=2to 10 (IV.17)
K=z

where ifis used to indicate product, and

y(K) = the rate of change of G in year K (The

quantities y(K) for K = 2 to 10 are input

data to LEAP-78 and are therefore elements

of x (see Eq. (II.1).),

A = 5 (corresponding to the fact that LEAP-78

uses five-year intervals),

3
and G (1) is taken to be 1.53*10 billion dollars. The product

QT .PT . has units of billions of dollars so R,(J) is dimensionless.
Ini Ini 1

The derivatives of R.. with respect to the system variables that occur

in R.. are needed in Eq. (11.12) and can easily be obtained from Eq.

(IV.16). It is to be understood from Section II that a new solution of

Eq. (II.9) must be obtained for each new response considered.

The second response considered is the ratio of the total annual

cost of imported oil, oil products, and gas in the year 2020 to the Gross

National Product in the year 2020. This response, R2(10) may be obtained

by putting J = 10 in the equation
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R2(J) -G^TJT X>37,i(J)P37,<(J) (IV'18)

where J and G (J) are as defined previously and

2^i - a sum over all of the output links from
i

node 37 (see Fig. 5),

Qoy .(J) = the quantity of energy per year at time J on

output link i from node 37,

P„ .(J) = the price per unit of energy at time J on output

link i of node 37.

In LEAP-78 the prices of imports are specified exogeneously and therefore

the prices, P__ in Eq. (IV.18) are data values and not system variables.

This means that the derivatives of R~(J) with respect to these prices do

not occur in Eq. (11.12), but these prices are elements of x (see Eq.

(II.1)) and must be so treated. The response R_(10) is dimensionless.

The third response considered is the total annual imports of oil

and oil products in 2020. This response, R_(10), may be obtained by

putting J = 10 in the equation

R3(J) = Q37 X(J) + Q3? 3(J) (IV.19)

where

Q_7 1(J) = the quantity of energy per year at time J

on output link 1 of node 37 (see Fig. 5),

Q_7 »(J) = the quantity of energy per year at time J

on output link 3 of node 37 (see Fig. 5).
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The response R-(J) has units and is measured in quadrillion Btu.

The final response considered is the ratio of the total annual

liquid fuels input to all demand sectors in the year 2020 to the total

annual fuel input to all demand sectors in the year 2020. This response,

R, (10), may be obtained by putting J = 10 in the equation

S [Q89,i(J) + Q90,i(J)
R,.(J) =
4 %0,3(J)^58,l+D%9,i(J)^90,i(J)^75,i(J)+Q122,i(J)^66,i(J)]

i

(IV.20)

where

2J= a sum over all output links of the indicated nodes, except
i

that output link 1 of nodes 89, 90, 75, and 66 are excluded

(see Fig. 3).

This completes the definitions of the responses considered. It

should be understood that many other responses could be of interest and

could be considered, but these four responses are those for which sensi

tivity results will be presented and discussed in Section V.

D. Numerical Calculations

~k —&
After all of the individual elements in A and S (see Eqs.

(II.9), (11.10) and (11.12)) have been determined, the elements of §*

must be determined by solving the set of linear equations given by Eq.

(II.9). The total number of system variables (as defined here) in

LEAP-78 are 4359 so there are in Eq. (II.2) this many linear equations

to be solved for each response. This is a formidable task, in general,

but here one is helped immensely by the fact that the A matrix is sparse,
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i.e., contains many zero elements. The actual number of zero elements

in the A matrix depends on the form of the equations, i. e., the A matrix

can be developed before the equations are reduced to the form of Eq.

(IV.1), and on the actual magnitude of the elements that is considered

zero, i.e., there are many elements that are very small and it is conven

ient to set them equal to zero before the equations are solved. In the

work reported here, it was determined by trail and error that no signi

ficant error was introduced if all elements of the A matrix with absolute

values <10 were considered to be zero. Because the number of nonzero

elements in the A matrix depends on the form of the equations (see above)

it is not possible to give, with any precision, the number of nonzero

elements, but very approximately in the work reported here the A matrix

7 4
has M.0 elements and ^4*10 of these elements were taken to be nonzero.

To solve numerically large sets of linear equations involving a

sparse matrix there are available very efficient FORTRAN subroutines. In

the work reported here the subroutines written by J. S. Duff, Peelle

(1981), were used. (Thanks are due to M. Heath of the Computer Sciences

Division of the Union Carbide Corporation, Oak Ridge, Tennessee for

making us aware of these subroutines and for helpful discussions con

cerning their usage and operation.)

The LEAP-78 equations are very nonlinear and are solved by iteration

so there is a limit to the accuracy of the calculated system variables.

The solution used here was converged to .05% so this is the accuracy to

which the system variables are known and is at least very approximately

the accuracy to which any response, R, is known.

In calculating the elements of S numerically it is necessary to as

sume a change Ax in every parameter x to be considered. If the change in
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x is too small then spurious results will be obtained because the change

in the system variables induced by this change in x may be too small to

be meaningful because of the accuracy to which the system variables were

determined. If on the other hand, the change in x is too large one may

be out of the linear range and the approximation of derivatives by finite

differences may not be accurate. In the work reported here, Ax was taken

to be

Ax = (.01)x (IV.21)

for noninteger data elements and

Ax = x + 1 (IV.22)

for integer data elements. In the case of integer data elements, the

change used is the smallest change allowed without modification of the

code. There is no necessity for choosing Ax by Eq. (IV.21) and (IV.22)

for all x, i.e., the magnitude of Ax can be varied by different amounts

depending on the meaning of the parameter, x, but this is not done here.

With the elements of $* and S determined, it is a straightforward

matter to calculate -j— from Eq. (11.13) for every element x of x. It
dx

should be noted that the data element x may occur in many different nodes

and the ^— given by Eq. (II.3) is the rate of change of Rwith respect

to x irrespective of whether it occurs at one or several nodes. In

comparing the sensitivities of different data elements it is usually more

. . . . , *. , ^ x dR ,
meaningful to consider the relative sensitivities defined by — -r— where

x and R are the base case values and this is done in the next section

when the results are discussed. The relative sensitivity may be interpreted
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as the percent increase in the response due to a one percent increase in

the data element.

In some cases at least the changes given by Eq. (IV.21) and (IV.22)

will not be large enough to induce meaningful changes in the system

variables and thus the smaller values of -j— calculated here can not be
dx

expected to be accurate. One, very approximate, criterion for determining

dR AR
when -r- is too small to be trustworthy is to calculate —— from

dx R

dR
where — is the value given by the adjoint formulation and Ax is the

value used in calculating the elements of S. If it is assumed (see dis-

AR
cussion above) that the accuracy to which — is known is

K

^| %.0005 (IV.24)

then the calculated relative sensitivity — -r— is untrustworthy unless

f^^/ (.0005). (IV.25)
R dx Ax

Ax -2
For noninteger data elements where — = 10 has been used this gives

f^S-lO"2 (IV.26)
R dx

as a very approximate criterion for when the calculated relative sensi

tivities should be trustworthy.

In principle, an estimate of -r- can always be obtained, independently

of the procedure outlined here, by changing a parameter, x, by an amount

ARAx and calculating -r~ by completely repeating the LEAP calculations. The

problem of the magnitude of Ax to be used is much the same here as that
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discussed in determining the S. In the next section of this paper some

comparisons are given between the -r— calculated by adjoint methods and

by the direct use of the LEAP-78 code. In the direct calculations, Ax

was taken to be O.lOx for noninteger data values and 1 year for integer

data values except when otherwise indicated.

V. RESULTS AND DISCUSSION

Calculations have been carried out to determine the relative sensi

tivity (see Section IV.D) of the four responses described in Section IV.C

to all of the data elements in LEAP-78. For each response there are

1614 non-zero sensitivities. The large majority of these sensitivities

are very small and are therefore of little interest. Furthermore, as

explained in Section IV.D, the sensitivities are not expected to be ac

curate when they are very small because of the convergence criterion

_2
(5*10 %) used in the base case calculation, i.e., the system variables

-2
for the base case are, in principle, known only to an accuracy of 5*10 %.

In this section only the 20 largest relative sensitivities for each

response are given and discussed. It should be emphasized, however, that

for each response considered, the relative sensitivity has been calculated

for each data element, and thus those data elements that are considered

in this section are, to within the accuracy of the calculations, known

to be the data elements with the largest absolute relative sensitivity.

In Appendix B all of the data elements for each response considered here

_2
that has an absolute relative sensitivity >5«10 are given.

The accuracy of the calculations can be tested by calculating the

relative sensitivity of a given response to a particular data element
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directly from LEAP-78 (see Section IV.d). In this section some comparisons

between relative sensitivities obtained by adjoint methods and direct cal

culations are also presented.

The calculated results for the responses R,(10), R2(10), R.,(10), and

R^(10) (see Section IV.C) are given in Tables 1 to 4, respectively. In

these tables the first column gives the node number at which the data

element, x, occurs and in parenthesis the figure number in which the node

is shown. The term "many" in the first column is used to indicate that

the data element occurs at more than one node and the relative sensitivity

expresses the rate of change of the response with respect to an increase

in the data element everywhere it occurs. The second column gives the

descriptive name of the activity that is used in Figs. 1 to 9 if only one

node is involved and the process submodel that is used at this node.

When more than one node is involved the comments in the second column

give an indication of the activities that are included. The third column

gives the name of the data element x being considered and the time (or

other) index that is needed to completely specify the data element. When

Link i is specified the i refers to the numbers on the links in Figs. 1

to 9. The data element name given in the tables is the FORTRAN name used

in the LEAP-78 computer code. Some information on the meaning of these

data elements is given in the footnotes to the tables and in the discussion

below, but explicit definitions for these data elements will be found in

Stewart (1981) and the manner in which the data elements enter into the

equations of the process submodels is shown in Goldstein (1981). The

symbols used in Goldstein (1981) are not the FORTRAN names, but a complete

cross reference between the symbols and the FORTRAN names is given in
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Stewart (1981). The fourth column in each table gives the value of the

data element, x, in the base case. The fifth column gives the relative

sensitivity obtained by adjoint methods and the sixth column gives the

relative sensitivity obtained by direct calculations using LEAP-78.

Relative sensitivities have been obtained by direct calculations for only

some of the parameters considered in Tables 1-4 and thus values are not

given in column 6 for all parameters. The relative sensitivities are

listed in column 5 of the tables in order of decreasing absolute magnitude.

The response considered in Table 1 is the ratio of the total annual

cost of energy to end uses in 2020 to the gross national product in 2020.

The largest absolute sensitivity in Table 1 is to the data element POSTLM.

In LEAP-78 the change of operating cost due to technological changes is

modeled and POSTLM is a data element in this modeling. Basically, POSTLM

is the data element that determines the ultimate change that can be

obtained in production. This data element occurs in many conversion pro

cesses and it is the option of the modeler to determine whether the value

should be the same or different for many different conversion processes.

If the modeler determines that it should be the same in many places he

may specify this to be the case in the input data tables and thereby

simplify the input tables. In LEAP-78 this was done with the data

element POSTLM and that is what is indicated by "many" in the first column

of Table 1. In the sensitivity analysis the convention established by

the modeler has been followed and the relative sensitivity given in

Table 1 is for a change in POSTLM at all nodes where the modeler specified

the same value should be used. (See Table C.7) in Appendix C) To some

extent it should be expected that a data element that is used very often



Table 1. Relative Sensitivity of the Ratio of the Total Annual Energy Cost to All End Uses in the Year 2020 to
the Gross National Product in the Year 2020. The response R1(10) has the value .14 in the base case.
The relative sensitivities are listed in the order of decreasing absolute value.

Descriptive Name

and Process Type

Data

Element

Name

Data

Element

Value

Relative

X

Sensitivity
dRx(10)

'Node

Number

R^IO)
Adjoint

dx

Direct

Many Many CONV. processes (see 809 in
Table C.7 of Appendix C)

P0STLMb 1.0 0.52 0.53

120(3) Electric Line Loss: TRANS. EFFC 0.90 -0.37 -0.36

Many All CONV., ELE. P. CONV., RES.,
C-RES.

PMI(10)d 1.0 0.30

72(7) Oil Refining: CONV. EFF° 0.92 -0.26

Many All CONV., ELE. P. CONV., RES.,
C-RES.

PMI(5)d 1.0 0.22 0.23

12(6) Appalachian Medium-High Sulfur INRCST6 .98 -0.19 -0.23f
Many All CONV., ELE. P. CONV., RES.,

C-RES.

PLI(10)S 1.0 0.16

150(2) Industrial Demand for Electric

Services

QUAN1Y (Link 3)h 2.66 0.17 0.18

145(1) Residential Demand for Space and
Water Heat

QUAN1Y (Link l)h 5.64 0.16

40(4) Conventional Nuclear (LWR): ELE.
P. Conv.

sec1 24.3 0.15

Many All CONV., ELE. P. CONV., RES., PMI(6)d 1.0 -0.15 -0.16
C-RES.



Node

Numberc

40(4)

150(2)

40(4)

40(4)

12(6)

139(8)

112(8)

Many

Many

Many

Table 1 (Cont'd)

Descriptive Name
and Process Type

Conventional Nuclear (LWR): ELE.
P. CONV.

Industrial Demand for Indirect Heat

Conventional Nuclear (LWR): ELE.
P. CONV.

Conventional Nuclear (LWR)
P. CONV.

ELE.

Appalachian Medium-High Sulfur Coal:
C-RES.

Transportation Demand for Vehicle Miles

Automobile Oil: CONV.

All CONV., ELE. P. CONV., RES., C-RES.

Many ELE.. P. CONV. processes (see 803
in Table C.7 of Appendix C)

All CONV., ELE. P. CONV., RES., C-RES.

Data

Element

Name

EFF

Data

Element

Value

0.32

QUAN1Y (Link 2) 2.99

L0ADFE(1)J 0.88

AVAIL(l)k 0.80

BASEPR1 .99

QUAN1Y (Link 2)h 1.05

EFFC 0.10

PLI(5)8 1.0

R0En 0.10

PMI(9) 1.0

Relative Sensitivity

x dRl(10>
R^IO) dx

Adjoint Direct

-0.14 -0.11
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Footnotes to Table 1 (Cont'd)

The two sensitivity values correspond to increasing BASEPR by 1% and
10%, respectively.

ROE is the return on equity and is in some cases time dependent. In the
case shown, ROE is assumed constant at all model time points and thus the
relative sensitivity here is for a change in ROE at all model time points.
(See def. A.7 in Appendix A of Stewart (1981))
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in the model will have a larger relative sensitivity than a data element

that is used only once, but this is not always the case. In the case of

POSTLM, the base case value of 1.0 greatly simplifies the equations and

may have been used by the modeler for this purpose. Thus, it may not be

a data element that the modeler intended to be changed. If this is the

case, then at least for the modeler, the sensitivity to POSTLM has no

significance. On the other hand, if the value is changed the model does

show the sensitivity indicated and this may be significant. It should

be clear that all of the sensitivities in the tables are independent and

thus if the reader feels that POSTLM or any other data element should

not be varied he may ignore a particular sensitivity. The equations that

contain POSTLM (see Goldstein (1981)) are such that if POSTLM is increased

above 1.0 the operating costs are increased and thus the cost of energy

to end uses in 2020 will be increased as indicated by the positive rela

tive sensitivity to POSTLM. In the case of POSTLM, calculations have been

carried out by direct as well as adjoint methods and the two results are

in good agreement.

The second largest absolute sensitivity in Table 1 is that due to

the efficiency (EFF) of the transportation process that is used to model

the cost of transporting electricity, i.e., electric line loss. The

equations of the transportation process are quite simple, and an increase

in efficiency has the effect of increasing the quantity out of the process

for a given quantity of input and decreasing the price of the output for

a given input price (see Goldstein (1981)). A substantial fraction of the

energy supplied to the demand sectors is in the form of electricity and

this form of energy has a somewhat higher price than the other energy
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supplied to the demand sectors. An increase in the transmission efficiency

decreases the price of electrical energy and increases the quantity, and

thus has a substantial effect on decreasing the total cost of energy to

end users. That the effect of increasing the efficiency decreases the

response is indicated by the negative sign of the relative sensitivity.

For this data element the relative sensitivity has also been calculated

by both adjoint and direct means and the two results are in good agreement.

In various places throughout Tables 1-4 direct and adjoint sensitivities

are given. Hereinafter, the comparisons will be mentioned only if for

some reason they are thought to be of particular interest.

The efficiency of the conversion process that is used to model oil

refining also has a significant negative relative sensitivity. Efficiency

is defined in the standard manner, that is, the ratio of the units of

energy out per unit of energy into the process. Since oil accounts for

a substantial fraction of the cost of energy to end uses it is to be

expected that an improvement in the efficiency of oil refining would signi

ficantly decrease the cost of energy to end uses.

The data element PMI(J) represents the price of materials, (before

these prices are modified by aging and technological time-dependent factors

(Goldstein (1981)) at the time indicated by the index J relative to the

price of materials in 1975 (J takes values 1 to 10 corresponding to years

1975 to 2020 in five-year intervals). Likewise, PLI(J) represents the

price of labor (before these prices are modified by aging and technological

time-dependent factors (Goldstein (1981)) at time J relative to the price

of labor in 1975. The data elements PMI(J) for each J and PLI(J) for each

J have the same value in all conversion, electric power conversion,
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resource and c-resource processes. That is, it is assumed that in a

given year the price of materials and the price of labor is the same

at every node where one of these processes occur. Thus, an increase in

either PMI(J) or PLI(J) at a particular J induced changes at many nodes

simultaneously and can affect the model results in a variety of complex

ways. In LEAP-78, the quantities PMI(J) and PLI(J) are given the value

1.0 for all J. There is again some question about the intention of the

modeler, but here it is assumed that each PMI(J) and PLI(J) for all J

may be varied independently. The fact that PMI(IO) and PLI(IO) have

appreciable positive relative sensitivities appears reasonable since

increases in these quantities in the year 2020 should have rather direct

effect on increasing the cost of energy to end users in 2020. The fact

that PMI(5) has an appreciable positive relative sensitivity in Table 1

is not so obvious. An increase in PMI(5) can increase the annual cost

of energy to end uses in 2020 because the LEAP equations are coupled in

time, but one might expect that an increase in PMI(9) would have a more

appreciable effect in 2020 than an increase in PMI(5). The explanation

for the importance of PMI(5) probably lies in the demand equations. These

equations are such that the demand is independent of the price of energy

before 1995 and is dependent on the ratio of the price of energy in later

years to the price of energy in 1995 (see Goldstein (1981)). Thus, the

price of energy in 1995 has a direct influence on the demand for energy

in 2020 and the price of energy in 1995 is directly affected by the data

element PMI(5).

The relative sensitivity of the data elements PMI(5) and PMI(10) are

positive while the relative sensitivity of PMI(6) is negative. The fact
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that an increase in PMI(6) decreases the cost of energy to end users in

2020 is probably again due to the form of the demand equations. For years

after 1995 the demand equations contain a price elasticity that decreases

demand as prices increase. Thus, an increase in PMI(6) can decrease the

quantity demanded in 2020. Furthermore, this decrease in quantity demanded

can also decrease the price of energy in 2020. Thus, it is quite possible,

as is the case here, that an increase in PMI(6) will decrease the annual

cost of energy to end uses in 2020.

The sixth largest absolute relative sensitivity in Table 1 is for the

parameter INRCST (initial resource cost) that appears in the c-resource

process that is used to model the mining of Appalachian Medium-High Sulfur

Coal. It is convenient to consider this parameter in conjunction with the

parameter BASEPR (base resource price) since if one of these parameters

has a high absolute relative sensitivity the other often does also and

the two parameters are related. In the resource and c-resource process

the increase in both capital and operating cost as the resource is depleted

is modeled (see Adler (1979), Cherniavsky (1980), and Goldstein (1981)).

The data elements INRCST and BASEPR enter into the determination of the

increase in cost as the resource is depleted. These data elements enter

in a rather complex manner that is discussed in detail in Adler (1979)

and Cherniavsky (1980). It is not, in general, possible to determine how

changes in these parameters will affect the resource curves without con

sidering the base case values of these parameters as well as several

others that enter into the determination of the resource curve. In

Table 1 INRCST at node 12 has a negative relative sensitivity and BASEPR

has a positive relative sensitivity. The high relative sensitivity of
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Appalachian Medium-High Sulfur Coal to INRCST and BASEPR appears to

arise because changes in these parameters have a significant effect on the

price and quantity of energy from node 59 in Fig. 6. These parameters

also have some effect on the price of energy from nodes 60 and 71 in

Fig. 6, but this does not appear to be a major cause of the observed

sensitivities. In the case of INRCST and BASEPR sensitivities have also

been obtained by direct calculations. In the case of INRCST a 1% increase

was considered and in the case of BASEPR a 1% and a 10% increase was con

sidered. A 10% INRCST could not be used because BASEPR must be greater

than INRCST and this is not the case at node 12 if INRCST is increased by

10%. The agreement between the adjoint and direct sensitivities are

satisfactory. In the case of BASEPR the difference between the two direct

relative sensitivities may be indicative of a nonlinear effect, i.e., may

indicate that -r— is not an accurate value for -j— . Also, R may not be a

continuous function of x. In the calculations of resource rents

(Goldstein (1981)) a maximization procedure is used and because the func

tion being maximized is calculated only at discrete points a parameter

change might induce a discontinuous change in the maximum value obtained.

This effect is, as far as is known, very minor.

The relative sensitivities of the data element, QUAN1Y, on specific

input links into various demand nodes appear in Table 1. The quantity of

energy per year in 1975 on each input link, i, of a demand node is called

QUAN1Y (Link i) and is specified in LEAP-78 as an initial value, i.e., is

not changed during the calculations. The demand for energy (or an energy

related quantity in the case of transportation demand) on a given input

link at all later years is directly affected by an increase in QUAN1Y
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and thus one would expect, as shown in Table 1, that the relative sensi

tivity to QUAN1Y would be positive. The data elements QUAN1Y (Link 3)

for node 150 and QUAN1Y (Link 2) for node 145 have an appreciable effect

on the annual cost to all end uses in 2020 because the industrial demand

for electric services and the residential demand for space and water heat

constitute an appreciable fraction of the total demand for energy in 2020.

The specific capital cost (SCC) of the electric power conversion

process that models the production of electricity by conventional nuclear

facilities has a significant positive sensitivity. The capital cost of a

production facility is directly influenced by this data element and thus

the price of electricity generation by a conventional nuclear facility

will be increased when this data element is increased. In the year 2020

conventional nuclear facilities produce a sizeable fraction of the total

electricity demand at a cost that is somewhat below that of other types

of production facilities would be expected to increase significantly the

annual cost of energy to end users in 2020. Several other data elements

from this electric power conversion process appear in the table and the

reasons for these sensitivities are much the same as those given for SCC.

In particular, the data elements LOADFE(l) and AVAIL(1) enter into the

determination of the capacity factor at which a plant operates at a given

time. Increases in either of these data elements increase the capacity

factor and thus decrease cost to end users as indicated by the negative

sensitivities in Table 1.

The cost of vehicle travel is a substantial fraction of the annual

cost of end uses in 2020 and thus it is to be expected that parameters in

transportation demand and the conversion process that represents automobile
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oil should have appreciable relative sensitivities. An increase in

QUAN1Y on Link 2 into node 139 (Fig. 8) increases the demand in 2020 and

thus gives a positive sensitivity while an increase in efficiency at

node 112 (Fig. 8) decreases cost and thus gives a negative sensitivity.

Finally, near the bottom of Table 1 the data element ROE, return on

equity occurs. This data element is sometimes time-dependent in LEAP-78,

but it is also the option of the modeler to make it time-independent

and this is the case that appears in Table 1. Also, this data element has

been specified to be the same at many nodes in LEAP-78 as indicated in

the first and second column of Table 1. An increase in ROE for electric

power generation processes increases capital cost, and thus the cost of

electricity generation, and this has the effect of increasing import cost.

In Table 2 the relative sensitivities of the ratio of the annual cost

of imported oil, oil products, and gas in the year 2020 to the Gross

National Product in 2020 are given.

The data element POSTLM has the largest relative sensitivity for

essentially the same reasons as those discussed in conjunction with Table 1.

The disagreement between the direct and adjoint sensitivity for POSTLM in

Table 2 is somewhat larger (^20%) than in Table 1, but considering the

rather elaborate calculations that are involved and the fact that there is,

because of convergence considerations, an uncertainty in the base case

variables the agreement is considered satisfactory.

The data elements INRCST and BASEPR for node 12 have quite large

sensitivities. These data elements were discussed in conjunction with

Table 1 and much of that discussion is applicable here, e.g., INRCST has

a negative sensitivity and BASEPR has a positive sensitivity. The reason



Table 2. Relative Sensitivity of the Ratio of the Total Annual Cost of Imported Oil, Oil Products and Gas in
the year 2020 to the Gross National Product in the Year 2020. The response R2UO) has the value
6.8*10~3 in the base case. The sensitivities are listed in the order of decreasing absolute magnitude.

Node

Number0

Many

12(6)

55(7)

72(7)

12(6)

56(7)

120(3)

52(6)

21(7)

Many

139(8)

112(8)

27(7)

Many

Descriptive Name

and Process Type

Many CONV. processes (see 809 in
Table C.7 of Appendix C)

Appalachian Medium-High Sulfur Coal:
C-RES.

Crude Oil: ALLOC.

Oil Refining: CONV.

Appalachian Medium-High Sulfur Coal:

C-RES.

Transport of Imported Gas: TRANS.

Electric Line Loss: TRANS.

Western Liquids Medium-High Sulfur:
CONV.

Shale Oil-Mining and Retort: C-RES.

All CONV., ELE. P. CONV., RES., C-RES.

Transportation Demand for Auto
Vehicle Miles

Automobile Oil: CONV.

Transport Upgrade (Shale Oil): TRANS.

All CONV., ELE. P. CONV., RES., C-RES.

Relative Sensitivity

Data

X
dR2(10)

Data R2(10) dx

Element Element

Name Value Adjoint Direct

P0STLMb 1.0 0.79 0.96

INRCSTC 0.98 -0.67 -0.84d

PRICIT(IO)6 4.35 0.59
ro

EFFf 0.92 -0.59 -0.65

BASEPR8 0.99 0.48 0.59,0.31h

EFFf 0.98 0.47 0.47

EFFf 0.90 -0.43 -0.35

IYRAVL1 1995-1975 0.41 0.38,0.20,0.11j

BASEPR8 2.57 0.40

PMI(l)k 1.0 -0.27 -0.29

QUAN1Y (Link 2)1 1.05 0.35 0.44

EFFf 0.10 -0.35

EFFf 0.95 -0.35

PMI(9)k 1.0 0.32



Node

Number'

40(4)

Many

52(6)

52(6)

55(7)

40(4)

Table 2 (Cont'd)

Descriptive Name
and Process Type

Conventional Nuclear (LWR): ELE.
P. CONV.

Data

Element

Name

m
SCC

All CONV. ELE. P. CONV., RES., C-RES. PMI(5)

Western Liquids Medium-High Sulfur:
CONV.

Western Liquids Medium-High Sulfur:
CONV.

Crude Oil: ALLOC.

Conventional Nuclear (LWR): ELE.
P. CONV.

,m
SCC

AVAIL

FREQPR (Link 4)P

LOADFE(l)q

Data

Element

Value

24.3

1.0

10.8

0.90

0.20

0.88

Relative Sensitivity

x

R2(10)

Adj oint

0.31

0.30

0.27

-0.27

0.26

-0.26

dR2(10)
dx

Direct

0.37
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Footnotes to Table 2

Numbers in parentheses indicate the figure in which the node occurs.

POSTLM is the production time-based operating technology change limit.
It is the ratio of the operating input-output coefficiency, after taking
into account industry operating experience in terms of time, since com
mercial availability of the technology, to the base operating input-
output coefficient (See def. 17 in Appendix A of Stewart (1981)).

c

INRCST is the initial resource cost in 1975 billion dollars per quad
rillion Btu. (See def. 40 in Appendix A of Stewart (1981))

INRCST was increased by 1% to obtain this sensitivity.

PRICIT(J) is the exogeneously specified price of imported oil at time
index J. This data element has units of 1975 billion dollars per quad
rillion Btu. (See def. A-14 in Appendix A of Stewart (1981))

EFF is the thermal efficiency of the process in 1975 or in the year the
process becomes commercially available whichever is later. (See def. 9
in Appendix A of Stewart (1981))

g
BASEPR is the base resource price which is such that specifying the
resources available at this price and at twice the price determines the
relevant part of the resource curve. This data element has units of
1975 billion dollars per quadrillion Btu. (See def. 41 in Appendix A
of Stewart (1981))

The two sensitivity values correspond to increasing BASEPR by 1% and
10%, respectively.

IYRAVL is the year when the technology first became available. The code
uses the actual year available, e.g., 1995. To define relative sensi
tivity here the data element year IYRAVL has been defined by subtracting
1975. (See def. 12 in Appendix A of Stewart (1981))

IYRAVL was increased .25, 1, and 2 years, respectively, to obtain these
sensitivities. LEAP-78 expects IYRAVL to be an integer so the code was
changed internally to make the .25 year change.

PMI(J) is the price of materials (before these prices are modified by
aging and technological time-dependent factors (Goldstein (1981)) relative
to the price at J = 1 where J takes values 1 to 10 corresponding to the
years 1975 to 2020 in five-year intervals. (See def. A-10 in Appendix A
of Stewart (1981))

QUAN1Y (Link i) is the quantity in 1975 on input link i of the specified
node. For industrial, residential, and commercial demands this data
element has units of quadrillion Btu per year. For transportation demand
the units vary with input link. (See def. 30 in Appendix A of Stewart
(1981))

SCC is the capital cost of a representative facility per unit of capacity
in 1975 or the year the facility becomes available whichever is later.
This data element has units of 1975 billion dollars per unit of capacity

where a unit of capacity can produce a quadrillion Btu per year. (See
def. 5 in Appendix A of Stewart (1981))
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Footnotes to Table 2 (Cont'd)

AVAIL(i) is the fraction of demand in category i that a plant can
satisfy considering scheduled and unscheduled down time. In conversion
processes, AVAIL has no argument. (See def. 20 in Appendix A of
Stewart (1981))

PFREQPR (Link i) is the equal price share on link i. It is the fraction
of demand that would be allocated to link i if all input links to the
allocation process had equal prices. (See def. 3 in Appendix A of
Stewart (1981))

qL0ADFE(i) is the fraction of time that a demand in category is as placed
on a production facility. In conversion processes, LOADFE is called
LOADFC and has no argument. (See def. 21 of Appendix A of Stewart (1981))
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for the high sensitivity of the response R2(10) to INRCST and BASEPR at

node 12 appears to be, as in the case of the response R (10), that these

parameters have a significant effect on the price and quantity of coal

from node 59 and this has the effect of changing the quantities of imported

oil, oil products, and gas needed to satisfy demand. The price of these

imported products are fixed exogeneously so any change in the imported

quantities has a direct influence on the cost. Changes in INRCST and

BASEPR also have an influence on the production of coal liquids (node 60)

and high Btu synthetic gas (node 71), but this does not appear to be a

major effect. Direct sensitivities have again been obtained for a 1%

increase in INRCST and for a 1% and 10% change in BASEPR. The difference

between the adjoint and forward results are again of the order of 20%.

The large difference between the 1% and 10% BASEPR direct calculations

appears to be due to nonlinear effects. As stated previously, it could,

in principle, be due to a discontinuity, but in this instance this is not

thought to be the case. That is, the difference is not due to a change

in the time index at which the maxima (see previous discussion) in node 12

occurred, but there are many resource and c-resource processes and, in

principle, a discontinuity in the response can be caused by a change in

the time index of the maxima in any of these processes.

The third largest sensitivity in Table 2 is for the data element

PRICIT(IO) that represents the exogeneously specified price of imported

oil in 2020. Since the response being considered is the cost of imported

oil, oil products, and gas in 2020 it is not surprising that the price

of imported oil in 2020 should have a large positive sensitivity.
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The fourth largest sensitivity in Table 2 is for the efficiency of

the conversion process that is used to model oil refining. Since the

cost of imported crude oil accounts for a substantial part of the cost

of imported oil, oil products, and gas, and since imported crude oil goes

through the oil refining process (see Fig. 7) it is not surprising that

an increase in the efficiency of oil refining would significantly reduce

the response being considered.

The efficiency of the transport process that is used to model the

cost of transporting imported gas has a rather large positive sensitivity.

The sign of the sensitivity in this case is interesting because an increase

in the transportation efficiency caused an increase in import cost. The

positive sign arises because the increase in efficiency reduced the price

of gas of the transport process and because of this reduced price imported

gas becomes competitive with the other source of gas and more gas was

imported.

The efficiency of the transportation process that is used to model

electric line loss is negative since any improvement in this process will

decrease the quantity and thus the total cost of imported products needed

to satisfy demand.

The year of commercial availability (IYRAVL) of the conversion pro

cess that is used to model the production of liquids from medium-high

sulfur western coal has an appreciable positive relative sensitivity. In

the model the year of availability is input as an absolute integer time,

e.g., 1995. To define a relative sensitivity this data element was defined

by subtracting 1975. This definition is somewhat arbitrary and does

affect the magnitude of the relative sensitivity; i.e., if some year other
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than 1975 had been used in the definition a different relative sensitivity

would be obtained. In the conversion process the year of availability is

not used to be the time before which production is not possible, but at

times prior to the year of availability a price premium is required and

because of this higher price very little is produced. The fact that a

delay in the year of availability which is 1995 in the base case has a

significant effect on the cost of imports in 2020 appears to be due to

the behavioral lag that is built into the allocation process (Goldstein

(1981)). If liquid production is delayed beyond 1995 at node 52 then

only a small share of the market is allocated to node 52 by the alloca

tion process at node 60 in 1995. Then, because of the behavioral lag,

this small share influences the share allocated to node 52 in subsequent

years. The behavioral lag is only three years at node 60 so it is

interesting that the effect persists into years as late as 2020. The

direct relative sensitivities in this case are rather interesting because

they show an appreciable nonlinearity. It is to be noted that, in general,

those quantities that are specified to be integers in the input to LEAP-78

can be changed by nothing smaller than 1 year. In the present case, a

change of .25 years was used (by changing the code internally) because the

1 year change was too large to obtain agreement between the forward and

the adjoint results .

The data element BASEPR for the c-resource process that is used to

model Shale Oil-Mining and Retort has an appreciable positive relative

sensitivity in Table 2. When this base price is increased the price of

oil from shale oil is increased and oil is imported to replace the more

expensive oil from shale.
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The data elements PMI(J) occur in a variety of places in Table 2.

These data elements have been discussed in conjunction with Table 1 and

much of the discussion there applies equally as well here. Some discussion

is, however, required because of the appearnace of PMI(l). The data element

PMI(J) is defined relative to PMI(l) and therefore by definition PMI(l)

is unity and presumably should not be varied. On the other hand, it does

have an appreciable sensitivity if it is varied. The meaning of a varia

tion of PMI(l) is that the price of material is being changed relative to

the price of labor in 1975 and it is interesting that this change does

produce an appreciable negative sensitivity.

The data element QUAN1Y that appears on link 2 into the transportation

demand has a reasonably large positive sensitivity. An increase in this

data element increases the demand for oil in 2020 and thus increases oil

imports and the cost of oil imported in 2020. Conversely, an increase in

the efficiency of the automobile oil conversion process increases the

quantity of oil available and decreases the amount of imported oil and

thus the cost of imported oil.

An increase in the efficiency of the transport process that is used

to model the transport of shale oil has a negative sensitivity as one would

expect because an increase in this efficiency would decrease the amount of

imported oil.

An increase in the specific capital cost of a conventional nuclear

facility raises the cost of electricity from such facilities and thus

increases the amount and cost of imported oil. Similarly, an increase in

the specific capital cost of western liquids from medium-high sulfur coal

increases the cost of imported oil.
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The data element AVAIL(I) and LOADFE(I) were discussed in conjunction

with Table 1. (In conversion processes these quantities have the same

meaning as in electric power conversion processes, but have no arguments

and LOADFE is called LOADFC.)

In Table 2 the data elements of AVAIL for western liquids from medium-

high sulfur coal and AVAIL(1) and LOADFE(1) from conventional nuclear gene

ration of electricity all have negative relative sensitivities as would be

expected from the previous discussion.

The data element FREQPR (Link 4) for the allocation process that is

used to model crude oil allocation occurs near the end of Table 2. The

data element FREQPR(i) designates the fraction of the demand that would

be allocated to a given supplier if all suppliers had the same price.

Input link 4 to node 55 (see Fig. 7) represents the allocation of crude

oil demand to imported crude oil. In the base case FREQPR (Link 4) has

the value 0.20 and thus if there were no price differential between the

supplier to node 55 only 0.20 of the demand would be allocated to imported

crude oil. Even when there is a price differential this data element still

enters into the determination of the fraction of the demand that is allo

cated to a given supplier, and an increase in this data element on link i

increases the fraction of the demand that is allocated to the supplier on

link i. In Table 2 an increase in FREQPR (Link 4) increases the fraction

of the demand that is supplied by imported crude oil and thus increases

the cost of imported crude oil.

In Table 3 the relative sensitivities of the total annaul imports

of oil and oil products in 2020 are presented. This reponse is in some

ways similar to that considered in Table 2, but because quantities are



Table 3. Relative Sensitivity of the Total Annual Imports of Oil and Oil Products in the Year 2020. The
response Rg(10) has the value 7.4 quadrillion Btu per year in the base case. The relative sensi
tivities are listed in the order of decreasing absolute value.

Node

Number0
Descriptive Name

and Process Type

Data

Element

Name

Data

Element

Value

1.0

0.92

0.98

Relative Sensitivity

x

R3U0)

Adjoint

0.72

-0.57

-0.53

dR3(10)
dx

Direct

0.89

-0.64

-0.52€ ON

Many

72(7)

12(6)

52(6)

21(7)

27(7)

12(6)

139(8)

112(8)

Many

Many CONV. processes (see 809 in
Table C.7 of Appendix C)

Oil Refining: CONV.

Appalachian Medium-High Sulfur
Coal: C-RES.

Western Liquids Medium-High
Sulfur: CONV.

Shale Oil-Mining: C-RES.

Transport Upgrade (Shale Oil):
TRANS.

Appalachian Medium-High Sulfur
Coal: C-RES.

Transportation Demand Auto Vehicle

Miles

Automobile Oil: CONV.

All CONV., ELE. P. CONV., RES.,
C-RES.

POSTLM

EFFC

INRCSTd

IYRAVLf

BASEPR1"

EFF°

BASEPR1

1995-1975 0.50 0.46,0.20,0.II8

QUAN1Y (Link 2)^

EFF

PMI(l)1

2.57 0.45

0.95 -0.39

0.99 0.38 0.49,0.26

1.05 -0.38 -0.48

0.10 -0.37

1.0 -0.34 -0.24



Table 3 (Cont'd)

Relative Sensitivity

dR„(10)
x 3

Node

Number0
Descriptive Name

and Process Type
Data

Element

Name

Data

Element

Value

R3(10)

Adjoint

52X6) Western Liquids Medium-High Sulfur: SCC
CONV.

52(6) Western Liquids Medium-High Sulfur: AVAIL
CONV.

23(7) Domestic Oil and Natural Gas Liquids: NEWRS2
RES.

55(7) Crude Oil: ALLOC."

Many All CONV., ELE. P. CONV., RES., C-RES.

55(7) Crude Oil: ALLOC.

55(7) Crude Oil: ALLOC.

120(3) Electric Line Loss: TRANS.

52(6) Western Liquids Medium-High Sulfur:
CONV.

Many All demands Y(2)r

m

10.8 0.32

0.90 -0.32

n
47.3 0.32

FREQPR (Link 4)P 0.20 0.30

PMI(5)k 1.0 0.29

QUAN1Y (Link 4)3 8.68 0.28

QUAN1Y (Link 5)J 20.2 -0.28

EFFC 0.90 -0.28

vocq 1.18 0.26

4.6 0.25

dx

Direct

0.35

ON
ro
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Footnotes to Table 3

9.

Numbers in parentheses indicate the figure in which the node occurs.

POSTLM is the production time-based operating technological change
limit. It is the ratio of the operating input-output coefficiency,
after taking into account industry operating experience in terms of
time, since commercial availability of the technology, to the base
operating input-output coefficient. (See def. 17 in Appendix A of
Stewart (1981)).

c
EFF is the thermal efficiency of the process in 1975 or in the year the
process becomes commercially available, whichever is later. (See def. 9
in Appendix A of Stewart (1981))

INRCST is the initial resource cost in 1975 billion dollars per quadrillion
Btu. (See def. 40 in Appendix A of Stewart (1981))

INRCST was increased by 1% to obtain this sensitivity.

IYRAVL is the year when the technology first became available. The code
uses the actual year available, e.g., 1995. To define relative sensi
tivity here the data element year IYRAVL has been defined by subtracting
1975. (See def. 12 in Appendix A of Stewart (1981))

o

IYRAVL was increased .25, 1, and 2 years, respectively, to obtain these
sensitivities. LEAP-78 expects IYRAVL to be an integer so the code was
changed internally to make the .25 year change.

i_

BASEPR is the base resource price which is such that specifying the
resources available at this price and at twice the price determines the
resource curve. This data element has units of 1975 billion dollars per
quadrillion Btu. (See def. 41 in Appendix A of Stewart (1981))

The two sensitivity values correspond to increasing BASEPR by 1% and
10%, respectively.

JQUAN1Y (Link i) is the quantity in 1975 on input link i of the specified
node. For industrial, residential, and commercial demands this data
element has units of quadrillion Btu per year. For transportation demand
the units vary with input link. (See def. 30 in Appendix A of Stewart
(1981))

PMI(J) is the price of materials at time index J (before the prices are
modified by aging and technological time-dependent factors (Goldstein
(1981)) relative to the price at J = 1 where J takes values 1 to 10
corresponding to the years 1975 to 2020 in five-year intervals. (See
def. A-10 in Appendix A of Stewart (1981))

SCC is the capital cost of a representative facility per unit of capacity
in 1975 or the year the facility becomes available, whichever is later.
This data element has units of 1975 billion dollars per unit of capacity
where a unit of capacity can produce a quadrillion Btu per year. (See
def. 5 in Appendix A of Stewart (1981))
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considered rather than costs and because imported gas is omitted the

sensitivities are different. Many of the data elements in Table 3 are

similar to those discussed in Table 1 and 2 so they will not be discussed

again. Also, in Table 3 as in Tables 1 and 2 a variety of comparisons

between adjoint and direct sensitivities are given. For the most part

these comparisons are similar to those given previously and they will be

discussed only if they are thought to be of particular interest.

Near the end of Table 3 the data element NEWRS2, for the resource

process that is used to model Domestic Oil and Natural Gas Liquids,

appears. This data element represents new resources at twice the base

price and is related to the data elements INRCST and BASEPR in that it

is used in the determination of the increase in capital and operating

cost as a resource is depleted (Adler (1979), Cherniavsky (1980) and

Goldstein (1981)). The actual manner in which this data element enters

in the determination of the resource curve is complicated and is explained

in detail in Adler (1979) and Cherniavsky (1980). For the present pur

poses, it is only necessary to know that an increase in NEWRS2 increases

both the capital and operating cost for a given level of commitment of

the resource. An increase in NEWRS2 for domestic oil and natural gas

liquids increases the cost as the reserves are depleted and this increase

makes domestic oil less competitive so more oil and oil products are

imported.

Near the bottom of Table 3 the data elements QUAN1Y on Link 4 and 5

into the process to allocate crude oil (node 55 in Fig. 7) occurs. The

data elements QUAN1Y on input links to allocation processes serve as

initial conditions in somewhat the same way as the data elements QUAN1Y
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on input links to demand processes, but there are significant differences.

For allocation processes QUANIY (Link i) is not itself the initial value

that is used, but rather the quantity v0uan1Y( ) ' where the sum over i

is over all input links to a given allocation node, is used as an initial

value. That is, the quantity on link i in the final solution is not in

general the QUANIY (Link i) that was specified initially. An increase in

QUANIY (Link 4) increases the share of the demand in 1975 that is allocated

to imported crude oil and because of the behavioral lag, which is 15 years

in this case, increases the share of the demand in 2020 that is allocated

to imported crude oil. Thus, an increase in this data element increases

the quantity of crude oil imported and has a positive sensitivity. On the

other hand, an increase in QUANIY (Link 5) increases the share of the demand

in 2020 that is allocated to domestic oil and natural gas liquids thus

decreasing the amount of imported oil and producing a negative sensitivity.

Near the bottom of Table 3 the data element, VOC, variable operating

cost, (exclusive of fuel) for the production of liquids from western medium-

high sulfur coal appears. An increase in this data element increases the

cost of production in all years after the technology becomes commercially

available. Thus, an increase in this data element increases the cost of

the liquids and makes them less competitive with imported oil so more oil

is imported.

Finally, at the end of Table 3 the data element Y(2) appears. This

data element represents the rate of change of the Gross National Product

in 1980. It enters into the demand equations (Goldstein (1981)) in such

a manner that it tends to increase demand in all subsequent years, except

for modifications that arise because of price elasticities. Since an
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increase in Y(2) increases demand in 2020 it has a positive sensitivity

because more oil and oil products are imported to satisfy this demand.

In Table 4 the relative sensitivities of the ratio of the total

annual liquid fuels input to all demand sectors to the total annual fuel

input to all demand sectors (see Section IV.C) are given. This response

is somewhat different from those considered previously in that it involves

many more links and is therefore more complex. Again, many of the data

elements that appear in Table 4 are similar to those that appear in

Tables 1, 2, and 3 so only those that are thought to be of particular

interest will be discussed. Also, the comparisons between the adjoint

and direct sensitivities are very similar to those given previously and

will therefore not be discussed.

In the early part of Table 4 the data element VOCRAT from the con

version process that is used to model automobile oil occurs. This data

element is used to model the change of cost and efficiency with time due

to technological changes. Its value determines how long it will take for

the ultimate change allowed due to technological change to be reached.

An increase in this data element has the effect of increasing efficiency

and decreasing cost. In the case of automobile oil an increase in VOCRAT

decreases the quantity of liquid fuel needed to satisfy transportation

demand and thus causes a decrease in the response considered in Table 4.

Also, early in Table 4 the data element EFLIM, efficiency limit, for

the conversion process that is used to model automobile oil occurs. This

data element determines the ultimate change in efficiency that can occur

due to technological change. An increase in this data element increases

the ultimate efficiency that can be achieved. An increase in this data



Table 4. Relative Sensitivity of the Ratio of the Total Annual Liquid Fuels Input to All Demand Sectors in the
Year 2020 to the Total Annual Fuel Input to All Demand Sectors in the Year 2020. The response R^(10)
has a value of .32 in the base case. The sensitivities are listed in the order of decreasing
absolute value.

Node^
Number'

139(8)

112(8)

72(7)

150(2)

112(8)

12(6)

150(2)

112(8)

150(2)

113(8)

12(6)

Descriptive Name

and Process Type

Transportation Demand for Vehicle

Miles

Automobile Oil: CONV.

Oil Refining: CONV.

Industrial Demand for Electric

Services

Automobile Oil: CONV.

Appalachian Medium-High Coal:
C-RES.

Industrial Demand for Electric

Automobile Oil: CONV.

Industrial Demand for Truck/Bus
Vehicle Mile

Truck, Bus, Diesel/Gas: CONV.

Appalachian Medium-High Coal:
C-RES.

Data

Element

Name

QUANIY (Link 2)

Data

Element

Value

1.05

Relative Sensitivity

dR.(10)
x 4

R4(10)

Adjoint

0.25

dx

Direct

0.25

EFF 0.10 -0.25

EFFC 0.92 0.22 0.22

QUANIY (Link 2)b 2.99 -0.16

V0CRATd 0.035 -0.16

INRCST6 0.98 -0.15 -0.13f

QUANIY (Link 3)b 2.66 -0.11 -0.11

EFLIM8 4.5 -0.10

QUANIY (Link 7)b 0.28 0.099

EFFC 0.067 -0.097

BASEPRh .99 0.093 0.090,0.49

ON

00



Node

Number0

Many

113(8)

101(1)

150(2)

5(2)

139(8)

5(2)

150(2)

101(1)

Descriptive Name

and Process Type

Many CONV. processes (see 809 in
Table C.7 of Appendix C)

Truck, Bus, Diesel/Gas: CONV.

Oil (+LPG) Heater: CONV.

Industrial Demand for Electrical

Services

Geothermal: CONV.

Transport Demand for Auto

Vehicle Miles

Geothermal: CONV.

Industrial Demand for Direct

Conserv.

Oil (+LPG) Heater: CONV.

Table 4 (Cont'd)

Data

Element

Name

P0STLMJ

EFLIM8

IDLIFEk

G2(6)

sccm

G2(6)X

AVAILn

QUANIY (Link l)1

m
SCC

Data

Element

Value

1.0

1.5

5

1.70

2.84

1.1

0.90

0.96

51.0

Relative Sensitivity

x

R4(10)

Ad j oint

dR4(10)
dx"

Direct

0.088 0.12

-0.086

-0.084

-0.083

-0.082 -0.60

0.082

0.082

-0.072

-0.072

ON
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element decreases the quantity of liquid fuel needed to satisfy demand

and thus has a negative sensitivity.

Near the end of Table 4 the data element IDLIFE, debt life, occurs

for the conversion process that is used to model oil (+LPG) heaters. An

increase in the debt life in this case increases the capital cost and

thus the price of heat from node 101. This increase in price tends to

make oil (+LPG) heaters noncompetitive with other forms of heat (see

Fig. 1) and as a consequence the liquid used in the residential sector is

reduced compared to the other form of fuel. Thus, an increase in IDLIFE

has a negative sensitivity in Table 4. The relative sensitivity is small

because the energy used at node 101 is small compared to the total liquids

fuel and the total fuel used in all of the demand sectors.

Finally, near the end of Table 4 the data elements G2(6) into node

150 and G2(6) into node 139 occur. The 2 in these data elements specifies

Link 2 and the 6 is the usual time index. An increase in these data

elements has the effect of increasing demand on Link 2 into node 150 and

139 in all subsequent years. The time index 6 has a special significance

because G2(J) values for J = 7,8,9 are obtained by linear interpolation

between G2(6) and G2(10) (Goldstein (1981)). The two data elements are

interesting because the relative sensitivities have opposite signs. In

the case of Link 2 into transportation demand an increase in G2(6) increases

the demand for liquid fuel and thus for the response being considered the

sensitivity is positive. In the case of Link 2 into industrial demand an

increase in G2(6) increases the demand for energy, but not necessarily

in the form of liquid fuel and thus for the response considered the change

in the denominator is larger than the change in the numerator so the

sensitivity is negative.
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VI. SUMMARY

The applicability of adjoint sensitivity methodology to large energy-

economics models has been demonstrated by applying the methodology to LEAP

Model 22C. The agreement between the adjoint and direct sensitivities in

Tables 1-4 indicate that the methodology can be applied successfully and

gives reasonably reliable results.

The method is limited in that it provides only first derivatives, but

it is very powerful in that it treats all data elements and determines

for a given response which data elements have appreciable sensitivities.

The methodology, as used here, requires considerable development

time in that considerable analytical differentiation is required and a

substantial effort is needed to evaluate these analytic derivatives

numerically. In the course of the work, a method was developed that

would allow all of these derivatives to be obtained numerically using the

LEAP computer code and this method is presented and discussed.
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Appendix A

Numerical Determination of the Elements of the A Matrix

In this Appendix the procedure for estimating the elements of the

A matrix (see Eq. (II.8)) directly from the LEAP code rather than by

first differentiating the equations analytically is desirable.

Consider again the equations for a single node, i.e., Eq. (IV.1)

and Eq. (IV.2) with n = m. The elements of the A matrix that are to be
3F . 3F . 3G 3G

determined numerically are the derivatives =-r— , -r^ , . and „_
^nj Inq ni Inr

From Eq. (IV.2) it follows immediately that

(A.l)
3P .

ni
3F .

ni

»\l 3Q .
Til

9Pni 3F .
ni

3PT
Inq

3PT
Inq

3Q
nq _

9Q •
ni

3G
nq

9Q •
ni

3Q
nq

3P_
Inr

3G

= ntl
3PT

Inr

(A.2)

(A.3)

(A.4)

so the problem is to estimate the partial derivatives on the left-hand

side of Eqs. (A.l) to (A.4). Equation (IV.2) expresses the fact that

for an isolated node the LEAP code is such that if Q . and P for all

i and q are given then P . and QT for all i and q are determined. Then,
^ ° ni Inq

consider the values P . and QT based on the values Q . and P and
ni Inq ni inq

t t

determine new values P . and QT by solving the equations for the isolated
ni inq

node with Q „replaced by Q^ + AQ^ for a particular I and Qnl for

i ^ t and P unchanged. Then, approximately



3P .
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p .-p ,
ni ni

9V AV
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and if one repeats the procedure by systematically varying the Q . and

P-j- one at a time, estimates of all elements of the A matrix at node n

can be estimated. The procedure can be repeated for all nodes and thus

all elements of the A matrix can be estimated using only the LEAP code.
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Appendix B

Relative Sensitivities

In Section V only the 20 largest relative sensitivities for each

response were given and discussed. In this Appendix all of the relative

sensitivities with absolute value >5«10 for each response are given.

Results are given for the responses RjUO), R2(10), R.,(10) and R,(10)

(see Section IV.d) in Tables B.l to B.4, respectively. The form of the

tables is similar to that in Tables 1 to 4, but here the sensitivities,

dR ill,. . x dR-j^- , as well as the relative sensitivities, — —, are given. When a

node number of 999 is specified the data element is the same in all con

version, electric power conversion, resource, and c-resource processes.

When a node number is greater than 500 and less than 999 is specified

the explanation is given in Appendix C and Table C.7 of Appendix C. For

a definition of those data elements that occur in Tables C.l to C.4 and

did not occur in Tables 1 to 4, the reader should see Appendix A of

Stewart (1981).



Table B.1 Relative Sensitivity of the Ratio of the Total Annual Energy Cost to All End Uses in the Year 2020
to the Gross National Products in the Year 2020. The response Ri^lO) has the value .14 in the base

All relative sensitivities with absolute value >5*10-2 are given.
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Table B. 2 Relative Sensitivity of the Ratio of the Total Annual Cost of Imported Oil, Oil Products and Gas in the
Year 2020 to the Gross National Products in the Year 2020. The response R2UO) has the value 6.8*IO"3
in the base case. All relative sensitivities with absolute value >5*10"2 are given.

NODE
_._.a.0SL

12
55
72

.12
56

120
52

_ 2.1-
999
139
112

.... 2 7..
999

4 0
999

.__52..
52
55
40
40.
23
*?

150
55

999
55
80

999
Sa"

112
55
52

-•S2"
806

21
999

2 3""
23
32
HO

999
65
8 0
ao

10
16

PROCESS
CON VERS,.
CESQUOCE
ALLOCAT,
CONVERS,
CESOURCE
TRANSPT
TPANSPT
CONVERS.

.CE'-SOURJCE-
GLORAL
CEMANO
C0NVE.R5.
T PANS PI... ~
GLOflAL
E.P.CONV
GLOBAL
CONVEYS.
CONVERS.
ALLOCAT.
E.p.CONV
E..P..C9NY
RESOURCE
E.P.CONV
0EMAND
AL1.0C.4J...
GLOBAL
ALLOCAT.
ALLOCAT.
.GLP3AL- ...
CONVERS.
COMVERS.
ALLOCAT.
CONVEYS,
CONVE»S.
RESOURCE
CESOUPCE

eLOBAL
RESOURCE
RESOURCE
TRAN5PT
ALLOCAT..
GLOBAL
ALLOCAT.
ALLOCAT.
ALLOCAT-
CESOURCE
GLOBAL
TPANSRT
CESOURCE

COMMON
_G—lIASL
SPAT20
PRIN29
SPAT20

__SE4.I2.Q_
SPAT20
SPAT20
SPAT20

_SPAT_0_
TIMES
0TSL2*
SPAT20

-_.SPAI_CL
TIME2
SPAT20
TIMES

_-.SP.AT.2_.
SPSL27
ILSP25
SRSL27
S.5.L2Z.
SRAT20
SPAT20
OTSL2*

__0I_L2_.
TXME2
OT5L2*
PHIN29
_TJ._E2_..
5PAT20
SPAT20
SpAT20

_JS__I2_.
SPAT20
GPAT19
SPAT20

__TIME.2_..
SPAT20
SPAT20
SPAT20

_.S£AI2J_
TIME2
SPAT20
OTSL2*

_.QXSL2*.
SPAT20
TIME2
SPAT20
SPAT20

VARIABLE LINK
_PQSILM
INRCST.
PRICIT.1
EPF
BASEPR
EPF
EPF
IYRAVL

—BASEP-R
PMI
QUANIY
EFF

_E_E

see
PHI

_scc
AVAIL
FREQPR
LOADFE. .

._.A.VAlU_i_l.
NEWRS2
EFF
QUANJY

_Q„__1_.
ROE
QUANIY
PRKIT

_PLI
VOC
VOCRAT
BELAG

_£PF
ICLIFE
ROWN

ICLIFE. ,
_P_1 t_.9_

L'NRCRS
BASEPR
EFF

_B.ELAfi_i_JL
PMI . ?.
BELAQ
QUANIY

_Q.UA_.1._
CLIM
PLI
VOC
NEWWS2

4

__

2

PARA

-_*Jtt0
METER
OE OJL

9.7«
4.35
9.20
_9.9.2
9,7*
9,00
1.9*
J£*5!

0E-01
OE 00
0E-01
O.E-fll.-
OE-01
OE-91
5E 03
OF 00

1.000E 00
1.0R0E 00
1.043E-01
_9..5Q0E_.Q_.
l,OOOE 00
2,432fc. 01
1.000E 00

_!*_?.______
S.O^OE-Ol
2.000E-01
e,R00E>Ql
8,000£»01
4.730E 02
3.J9«E-01
2.220E 00
8t&qQE 00
9,9*0E-02
2.021E 01
4.95QE 00
l.000£_00

T.l^OE 0 0"'
3.500E-Q2
1.500E 01

_2.0 00E:-0i_
2.W0E 01
7,9*0E-02
3.000E 01
J..POOEL_0 0._
3.0*0E 02
2.1"70E 00
e,B60E-Ol
_2*O.OQE_01_
1,0?OE 00
1.510E 01
3.760E 00
2.6l4r_ 01
1 ,0'ftOE "00"
1.000E 00
ft.AOOE-01
4.S12E "2

SENSlTlVjTY
_5-.33.ZE.ff.0-3—
-4,680E-o3

9,252'E-O*
-4.362E-03

_3.310E-03 --
3.249E-03

-3.243E-03
1.424E-04
L.Q50E-0 3—

-2.511E-03
2.29BE-03

-2.290E-02
_ _ A a 1 r-_ X -J

2.072E-03
__L..7.ieE--o4.
-2.C35E-03

e.932E-o3
-1.992E-03

_-2.19lE-03.
3.596E-06

-5.274E»o3
7.A00E-04

_1..953E-0*.
^1.607E-o2
-7,9jOE-o5

-4,126E-o2
-9.365E-05

_-1..990E-o3-
-6.963E-05
•1.657E-02

4.356E-05
1.295P-03
a 1 >. *. r- _ „ A.
1 . C»55,"QJ_

-4.146E-0*
5.747E-Q4

-l.*02E-o3- 1 . » uct-pj

_6.06lE-.05.
1.101E-03
7.643E-05
3.O11E-0*

_-A,293E-05
"1.121E-03
1.071E-03
1.672E-03

-2.341E-06

IVE SENS,
887E-al
730E»o:
926E-0:
909E»0'
834E-0:
67SE-0:
29eE«o:

192E-0:
9.73E-Q;
697E-0:
553E-0:
516E-o:
470E-01
229E-0:
133E-0:
051E-0!
_722E«Q.:
697E-0!
630E-0!
sqie-o:
saie-o;
504E«0:
4B3E-0!
416E-0:
368E»o:
361E-6:
354E-0!
318E-0!
285E-0!
21HE-0:
126E-n:
06flE-o!
osie-o:
osoe-o:
946P»o!
924E*o:
906E-o:
enoE-o:
836E-0:
82AE-0:
7BBE-0:
73AE-0!
688E-0!
66?e*o:
652E-0i
650E-f:
577E-0!
576E-0
5S5E-0!

REcAT
7»

-6.
5,

• 5.
4.
4.

-4.
4.
3.

-3.
3.

-3.
:.«3.

3.
3.
3.
2.

• 2.
2.

-2.
-2.

2*
-2.

2.
2.

• 2.
.2.

2.
_2.

2.

-2.
-2.
-2.
-1.

1.
. 1.
-1.

1.
-1.

1 •
1.
1.
1.

.-It
1.
1.
1.

-1.



150
40
56
59

"56
906
20

999
150
145
113

.11*
62

999
54

...999...
999
13

150
109

113
40

_52.
23
65
65

.142
999
46

999
.46
139
999
999
19

"16
55
4Q

.....1.1.
21

150
999

1.0
906
40

802
99g

DEMAND
E. P.CONV
7PANSPT
ALLOCAT,
twAKisP'f
PIXEU
TRANSPT
GLOBAL
DEMAND ~"
CEMAND
CONVERS.

_C.fi!.^t«?.5jt
TRANSPT
GLOBAL
TRANSPT
.GLOBAL
'GLOBAL
CESOURCE
CEMANO
.ALLOCAT,_
RESOURCE
CONVERS.
E. P.CONV
CONVERS i-
RESOURCE
ALLOCAT.
ALLOCAT,
CEM«.ND_
CLOPAL
CONVERS.
GLOBAL
CONVERS..-
OF'^AND

GLOBAL
GLOPAL
RESOURCE,
CESOURCE
ALLOCAT.
E. P.CONV
CESOURCE..
CESOURCE
DEMAND
GLOBAL
TPANsPT_

"FIXED '"
E.P.CONV
CONVERS.
GLOPAL

OTSL24
SPAT20
PRIT23
SPAT20

RRIT23
SC9
SPAT20
TIME2_
"0T5L24"
OTsl-24
SPAT20
_SPAT<iO.
SPAT20
TIME2
SPAT20

JC.IME2._
TIME2
SPAT20
0TSL24

JSP&1ZS.
SPAT20
SPAT20
SPAT20

_S.PAI2P.
SPAT20
IL5P25
ILSR25

_OTSL2_
TIME2
SPAT20
TIME2

_SP_SL27
T^AT33
TMAT33
TI^E2
_gPAT20
SPAT20
ILSP25
SPAT20

-SEAT20
SPAT2 0
TMAT33
TMAT33

SZAIZQ.
SC9
SPAT20
QPAT19
_TU!E2_

QUANIY
EOFR
PRICIT
JPAN5I
PRICIT
INCTAX
EFF
ROE
QUANIY
QUANIY

FFL1M

EFF
PH
EFF

J?M1
ROE
BA
QUANIY
_aELA.a_
NEWRS2
EFLIM
IDLIFE
_EQ£R
TRHULT
FREQPR
FREQPR

JlU.AN.LY
PMI

SCC
PLI

_JLMA1L—
G2
Y
PLI

__NEWRS2j
ICLIFE
FREQPR
CLIM

_BASEPR
INRCST
G4

Y
_EFF.

ITCRAT
IPTHM
CFLOR

—PLI _.

Table B.2 (Cont'd)

t» . "* •' v c » v c

1.300E 01
1.69BE-01
JjOOor 0 0_

3.635E-64
2.255E-03

-2.279E-04
-1.057e.q3
-2.249E-04

1 ,872E-q3
-9,567£-o4

9.334E-03
3.298E-03"
1.626E-04
1.369E-o2

-.US9.1E-0*-
-9.163E-04

8.762E-04
-9.091E-04

8,678£-o4_
8.220E-03
1.044E-03
2,689£-04

_.L.S78E-04_
-1.411E-06
-5.182E-04
-2.557E-05
_1.247£-03-
-3.a59E-04
-1.447E-03

1.439E-03
2.888E-04_
7.178E-04
6.443E-QS
7.042E-0*
7.803E-04_
6.484E-04
1.984E-04
6.870E-04

-3».697E«»06_
2.669E-05

-3.333E-03
7.386E-04
l,492E-o3_

-3.035E-04
4.4B5E-04
2.137E-04

-.«,288E-04_
-6,268E-»03

4.769E-0'
3.634E-03

-6,130£-o4

1.502E-01
1.494E-01

•1.459E-01
-1.447E-01
•1.440E-01
1.434E-01

-1.409E-01
l,371E-0l
1.363E-01
1.35OE-01
,1.346£-nl
.L«3L9E-Q_1_
.1.295E-01
U290E-01

•1.2S5E-01
J,278E-0l_
1.208E-01

195E-01
182E-01
162E-01.
J53E-0X
152E-01

4.130E-01
1.102E-01

.1.068E-01
-1.065E-01
1.059E-01

_l.059E-0l.
1.057E-01
1.044E-01
1.037E-01

.1.034E-01
1.028E-01
1.022E-01
1.0UE-01

•9.905E-02
9.824E-02

.9.815E-02
9.787E-02
9,708E-02

•9.561E-02
9.449E-02
R.437E-02

.9.2S7E-02.
•9.210E-02
9,12«E-02
9.085E-02

.9.026E-Q2

oo



ISO'
8 03

46
46

-132"
16
7 7

999
4 6
52
64

999
""55

52
9 06

n
56

999
6fl
6B

999
140

11
6 0
19

143
150

_999
150

?<\

139
.1.32.
114

22
999

9
6<5

40
150
139
139
999
6G

110
I3'»
12

R09

.110
126
64
55
132

DEMAND
E.p.CONV
CONVERS.
CQNVERS...
CONVERS.
CESOURCE
E.P.CONV

J2L.QRAL_._..
CONVERS.
CONVERS.
ALLOCAT,
GLPMaL _
ALLOCAT.

CONVEPS.
MXED
CESOURCE-
TRAns»T
GLOBAL
E.P.CONV
-E..p.C0NV_
GLOBAL
ALLOCAT.
CESOURCE
.E,P. CONV.
RESOURCE
ALLOCAT.
rem and
GL0BAI
DEMAND
Rf SOURCE

DEMAND
CONVERS.-
CONVERS.
RESOURCE
GLOBAL

..CESOUaCE-
E. P. CONV
E.P.CONV
CEMANO
-DEMAND
DEMAND
GLOBAL
E.P.CONV

-E.P. LOAD,
DEMAND
CESOIJRCE
CONVE»S.

_E.P__.LOAD-
C0NVER3,
ALLOCAT.
ALLOCAT.

.CONVERS.

QUANIY
DUMMYl
EFF

—ICLIFJEL
EFF
BASEPR
sec

_a.CE
voc
IDLIFE
FREQPR

_R.0E
FREQPR
CLIM
PTRATF

_ICLIF.E.
PRICIT
ROE
AVAIL

_J.SAU.EJL
Y
BELAG
NENRS2

__scc_ _
BASEPR
BFLAG
QUANIY

_RQE
QUANIY
PAcFPR

0TSL24
GPAT19
SPAT20

__SPAT29_
SPAT20
SPAT20
SPAT20

_IIME2.....
SPAT20
5PAT20
ILSP25

_..TIME2_..
ILSP2^
SPAT20
SC9
5PAT2.P.-
PRIT23
TIME 2
SPSL27

_SP5L27_
TMAT33
SPAT20
SPAT2C

_-SPAI 2 0..
SPAT20
5PAT£0
OTSL2*

__IIME2-
0TSL24
«5P-AT-2il.
TMAT33

_SPAl2C-
5PAT20
SPAT20
TMAT33

_SP.A£2JD_
SRAT20
SPAT20
TMAT33

_ TMAI33-
TMAT33
TMAT33
SPAT20

.._SESL22-
TMAT33
SPAT20
GPAT19

_.SPSL2JL
5PAT20
ILSP25
PRJNgO

_.SPAT2D_

G2
4-QWl
EF
NEWRS2
Y
-INHCS.T.
IYRAVL
ITXLIF
G4

-G2-

E£

G2
Y
EFF
-E6IERC
G2
CLIM
CPMULT
ENERC-
EFF
FREQPR
PRICIT
-SCC

2
_2_
4

10
1

_2-
5

1
1
_1_
1
1
9

_L-

Table B.2 (Cont'd)

1.S30E 00
9.980E-OP
7.000E-01
2«000E_0l_
~9.5*~0E-0l
4.098E-01
1.419E 01
_9,980E-02_
1,1*0E 00
2.0 0 0E 01
B.400E-02
_9,9^or,02_
2.606E-01
l.O^OE 00
1.9BQE-02
2.500E 01
"4,35bE 00
9.9BOE-02
7.800E-01
_8,10 0F;.01_
2,9dbE 00
9.000E (JO
6.304E 02
_1.959E_01-
2,170£ 00
9,OP0E 00
1,327E 00

_9.,99.QE-02-
9.S60E-01
?.l22f "0
1.083E 00
_5.*JDL5QE_i)-0-
9.980E-01
1.862E 02
4.600E 00
_iU-ieE--ai
1.990E 03
1.600E 01
1.173E 00
1*JL26E-QJL
1.206E 00
2.400E 00
3.800E-01
.7^.49Q£-Q2_
1.250E 00
1,200E 00
1.000E 00
_SUL24£-JLL_
1.050E 0*
7.410E-01
4.350E 00
3.672£_01_

3.996E-04
6.071E-03

»8 »608E»o4
-2.997E-05.
-6.244E-04

1.403E-03
-4.040E-05

5.641E-03.
4.739E-04

-2.780E-05
6.618E-03

... 5.330E-03-
-2.649E-03
5.250E-04
2.624E-0?

..2.070E-OS.
-1.169E-04

5.064E-03
6.468E-Q4

_ 6.228E«o4.
1.682E-04
5.397E-05

-7.704E-07
_-2.402E-05

2.127E-04
4.950E-Q5
3.353E-04

_ 4.4S1E-03
4.639E-04
g.n7QF-n4

4.058E-04
_JSL.I2.9E-0 5.
-4.322E-04
-2.315E-06

9,366£»o5
_U34lE-03
-2.8S1E-05

2.673E-05
3.590E-04

_5.366E-.q4.
3.431E-04

-1.723E-04
1.067E»o3

__5.390E-03
3.227E-04
3.362E-04

-4.006E-0*
_-4,259E-04.
•3.706E-04
-5.189E-04
-8.804E-05

1.018E-Q5

9.000E-0?
8.921E-02

.8.872E-02

.8.826E-02

.8.7B8E-02
8.465E-02

.8.439E-92
a,2B8E-02
8.232E-02

.8.1B6E-02
8.184E-02
7.831E-02.

•7.801E-02
7.729E-02
7.65OE-02
7.618E-02

•7.4B9E-C2
7.441E-02
7.42BE-02
7.428E-02

"7.179E-02
7.151E-02

•7.150E-02
.6.929E-02
6.796E-02
6.559E-02
6.550E-02
6.540E-02
6.530E-02
ft.&Q4f>0?
6.469E-02

_6*.426E«Q2
-6.351E-02
-6.347E-02
6.343E-02

_.6.312E-0 2
•6.296E-02

6.296E-02
6.199E-02

_6.104E-Q2
6.091E-02

-6.088E-02
5.971E-02

_.5,944E-02
5.939E-02
5.939E-02

•5.898E-02
.-5.752E-Q2
-5.728E-02
-5.660E-02
.5.639E-02

... 5.504E-C2



40

132
150
__S.
139
40
40

111.
22

101
999
...52.

E.P.
CONV
CFMA

CESO
DEM A

E.P.
E.P.
.CONV
PESO
CONV
GLOB
CQNV

CONV S

LRS. S
NO T
URCE S
NO
CONV
CONV
EP..S....
URCE
ERS.
AL
ER.S._

PAT20
PSL27
MAT33

TSL24
PSL27
PSL27
PAI2.CL
PAT20
RAT20
IME 2
PAX25L

VOC
AVAIL
G4

.ICL-IE-E
QUANIY
LOADFE
A^AIL
-EEE
BASEPR
IDLIFE
INFLAT
IPTLIM

1
1
4

_L.
1*
2
2

_L_
1
1
2

JL

Table B.2 (Cont'd)

6,80
9,00

_2.,ilQ

OE-01
OE-01
3E 0 0
.CE_Q.1_

1,62
5,00
8,00

_U2?

5,00
1.00

_8..JL!1

6E-01
0E-01
OE-01
«!E-AL
OE 00
OE 00
OE 00
OF 00

5.4B5E-04
-4.U3E-04

2.321E-04
_1.7.9 3E-05.

2.183E-03
-7.085E-04
-4.428E-04

_-2.860E-03.
1.6UE-0*

-6,981E-0»
-3.430E-04

_4_..217E-05

5.491E-02
.5.450E-02
5.306E-0?

.5.290E-02
5.226E-02

•S.216E-02
n5.216E-02
•5.170E-02
5.146E-02

-5.139E-02
.5.050E-02
.5^038E-02

00
o
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Table B.4. Relative Sensitivity of the Ratio of the Total Annual Liquid Fuels Input to All Demand Sectors
in the Year 2020 to the Total Annual Fuel Input to All Demand Sectors in the Year 2020. The
response R4(10) has a value of .32 in the base case. All relative sensitivities with absolute

are given.value >5'10-2
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Appendix C

Data Elements in the Process Submodels

To carry out the numerical determination of the elements of S as

outlined in Section IV.C, it is necessary to systematically vary each

of the data elements in each process submodel at every node. In Tables

C.l to C.6 of this Appendix the data elements in each submodel, as well

as the common in which they occur, are listed. The correspondence between

the process submodels and the tables are:

Conversion C.l

Resource C.2

Allocation C3

Electric Power Loading C.4

Transportation C.5

Demand C.6

The data element name in the second column of the tables is the FORTRAN

name used in the LEAP-78 computer code. The definition of these data

elements will be found in Stewart (1981) and the manner in which the data

elements enter into the equation of the processes is given in Goldstein

(1981). The symbols used in Goldstein (1981) are not the FORTRAN names,

but a complete cross reference between the symbols and the FORTRAN names

is given in Stewart (1981).

In some cases data elements that occur in different processes are

specified by the modeler to be the same. In Tables C.l to C.6 this has

been indicated where it is very generally true. In a variety of other
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cases, specific data elements in LEAP-78 have been specified to be the

same at various nodes. The data elements and nodes where this is the case

are specified in Table C.7.



Table C.l Data Elements in the Conversion and Electric Power Conversion Processes

COMMON/TIME2/TGLOBL(50),INFLAT(50),PLI(50,PMI(50),ROE(50),RDEBT(50)
C0MM0N/GR3 /LKNG,IGPG,ISPG,RINF(2)
C0MM0N/SC9 /LKNS,IGPS,ISPS,INCTAX,ITCRAT,PTRATE,FORPER
C0MM0N/GPAT19/CLFR,0LFR,CFLDR,DUMMY1,DUMMY2,V0AGRT,DUMMY3, POSTLM,

EARLY,NEWFLX,CFMULT,CFSENS
COMMON/SPAT20/SCC,VOC,EFF,IPLTIM,IYRAVL,CLIM,EFLIM, ICLIFE,

ITXLIF,IDLIFE,EQFR,CRATE,VOCRAT,PRELIM

C0MM0N/0TSL24/QUAN1Y(5),PRIC1Y(5)RATIN(5) ,AVEFFI
COMMON/GPSL26/LOADFC(5)
COMMON/SPSL27/AVAIL(5),LOADFE(5)

COMMON DATA ELEMENT NAME

TIME2 INFLAT* N where

TIME 2
*

PLI N where

TIME2 PMI N where

TIME2 ROE* N where

TIME2 RDEBT* N where

NUMBER OF DATA ELEMENTS

N=l, NPOINT (no. of global times)

N=l, NPOINT (no. of global times)

N=l, NPOINT (no. of global times)

N=l, NPOINT (no. of global times)

N=l, NPOINT (no. of global times)

The terminology "basic conversion process" is sometimes used to denote what is called here the
conversion process.
The parameters of the conversion and electric power conversion processes are the same except that
in conversion there is only 1 load factor and 1 availability while in electric power conversion
there are more than one of each of these data elements.

These parameters have the same value in all conversion processes and in all resource processes,

NOTES

00

00



COMMON DATA ELEMENT NAME

GR3 RINF*

SC9 INCTAX

SC9 ITCRAT

SC9 PTRATE

GPAT19 CLFR

GPAT19 OLFR

GPAT19 OFLOR

GPAT19 DUMMY1

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

DUMMY2

VOAGRT

DUMMY3

POSTLM

EARLY

NEWFLX

Table G.l (Cont'd)

NUMBER OF DATA ELEMENTS

where J=l,2

These parameters have the same value in all conversion processes and in all resource processes,

NOTES

If t 0,
R0E(J)=DUMMY1

If t 0,
RDEBT(J)=DUMMY2

oo



COMMON DATA ELEMENT NAME

GPAT19 CFMULT

GPAT19 CFSENS

SPAT20 SCC

SPAT20 VOC

SPAT20 EFF

SPAT20 IPLTIM

SPAT20 IYRAVL

SPAT20 CLIM

SPAT20 EFLIM

SPAT20 ICLIFE

SPAT20 ITXLIF

SPAT20 IDLIFE

SPAT20 EQFR

SPAT20 CRATE

Table C.l (Cont'd)

NUMBER OF DATA ELEMENTS NOTES

o



COMMON DATA ELEMENT NAME

SPAT20 VOCRAT

SPAT20 PRELIM

0TSL24 AVEFFI

GPSL26 LOADFC

SPSL27 AVAIL

SPSL27 LOADFE

Table C.l (Cont'd)

NUMBER OF DATA ELEMENTS

1

1

1

L where L=l, NSL (no. of sublinks out)

L where L=l, NSL (no. of sublinks out)

L where L=l, NSL (no. of sublinks out)

NOTES



C.2 Data Elements of the Resource Process

COMMON/TIME2/TGLOBL(50),INFLAT(50),PLI(50),PMI(50),ROE(50),RDEBT(50)
COMMON/GR3 /LKNG,IGPG,ISPG,RINF(2)
C0MM0N/SC9 /LKNS,IGPS,ISPS,INCTAX,ITCRAT,PTRATE,FORPER
C0MM0N/GPAT19/CLFR,OLFR,CFLDR,CRATE,VOCRAT,VOAGRT, PRELIM,

POSTLM,EARLY,NEWFLX,CFMULT,CFSENS,ROWN
COMMON/SPAT20/IPLTIM, IYRAVL,CLIM, ICLIFE, ITXLIF, IDLIFE,EQFR,INRCST

BASEPR,UNRCRS,NEWRS2,CCCF,DCLNO,HDCMLT,FDCMLT,REGTST,TRMULT
C0MM0N/0TSL24/QUAN1Y(5),PRIC1Y(5),RATIN

COMMON DATA ELEMENT NAME

TIME2 INFLAT* N

TIME2
*

PLI N

TIME2 PMI N

TIME2 ROE* N

TIME2 RDEBT* N

GR3 RINF* J

SC9 INCTAX 1

SC9 ITCRAT 1

SC9 PTRATE 1

NUMBER OF DATA ELEMENTS

where N=l, NPOINT (no. of global times)

where N=l, NPOINT (no. of global times)

where N=l, NPOINT (no. of global times)

where N=l, NPOINT (no. of global times)

where N=l, NPOINT (no. of gobal times)

where J=l, 2

NOTES

There are two distinct resource submodels; RESORC and CESORC
the same and are those given here.

These data elements have the same value in all conversion and resource processes.

6,9
The data elements in each submodel are

to



COMMON

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

GPAT19

SPAT20

SPAT20

Table C.2 Data Elements of the Resource Process (Cont'd)

DATA ELEMENT NAME

CLFR

OLFR

CFLDR

CRATE

VOCRAT

VOAGRT

PRELIM

POSTLM

EARLY

NEWFLX

CFMULT

CFSENS

ROWN

IPLTIM

IYRAVL

NUMBER OF DATA ELEMENTS NOTES



COMMON

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

SPAT20

OTSL24

Table C.2 Data Elements of the Resource Process (Cont'd)

DATA ELEMENT NAME

CLIM

ICLIFE

ITXLIF

IDLIFE

EQFR

INRCST

BASEPR

UNRCRS

NEWRS2

CCCF

DCLNO

REGTST

TRMULT

RATIN

NUMBER OF DATA ELEMENTS

1

1

1

1

1

1

1

1

1

1

1

1

1

1

NOTES



Table C.3 Data Elements of the Allocation Process

COMMON/SPAT20/SHSENS,BELAG,TRANSI(18)
C0MM0N/0TSL24/QUAN1Y(5),PRIC1Y(5)
COMMON/ILSP25/FREQPR(30)
COMMON/PRIN29/QUANIT(50) ,PRICIT(50),SHPRIT(50),QUANIL(50),QUANOL(50)

COMMON DATA ELEMENT NAME

SPAT20 SHENS

SPAT20 BELAG

SPAT20 TRANSI

OTSL24

ILSP25

PRIN29

QUANIY

FREQPR

PRICIT

NUMBER OF DATA ELEMENTS

J where J=l, NOUTS (no. output links)
for LKN=8

J=l, NINTS (no. input links)
for LKN=7

L,J where L=l, NSL (no. sublinks) J=l,
NINTS (no. input links)

J where J=l, NINTS (no. input links)

N where N=l, NPOINT (no. of global times)

NOTES

Only appears for
LKN=7 or 8

Change in any FREQPR #
requires normalizing

Only appears if input
from IMPORT

NINTS

One has y FREQPR(J)=1. To maintain this constraint the equations are written in terms of the quantities

J=l

FREQPR(K)
ZFREQPR(J)

K=l to J so that FREQPR(K) for each K may be varied independently.



C0MM0N/GPSL26/L0ADFC(5)
C0MM0N/SPSL27/ENFRC(5)

COMMON

GPSL26

SPSL27

Table C.4 Data Elements of the Electric Power Loading Process

DATA ELEMENT NAME

LOADFC

ENFRC

NUMBER OF DATA ELEMENTS

L L=l, NSL (no. of sublinks in)

L L=l, NSL (no. of sublinks in)

NOTES

Change in ENFRC
requires normali
zation (see footnote
in Table B.3)



Table C.5 Data Elements of the Transport Process

COMMON/ACIO /LKNA,IGPA,ISPA,IWTA,RDIST
COMMON/SPAT20/SCC, VOC,EFF

COMMON/PRIT23/QUANIT(5,50),PRICIT(5,50),SHRRIT(5,50)

NUMBER OF DATA ELEMENTS
COMMON

AC10

SPAT20

SPAT20

SPAT20

PRIT23

DATA ELEMENT NAME

DIST

SCC

VOC

EFF

PRICIT K where K=5*J+1 with J=l, NPOINT
(no. of global times)

NOTES

Listed as RDIST in

COMMON/ACIO/

Only appears if input
from IMPORT



Table C.6 Data Elements of the Demand Process

COMMON/SPAT20/SENS,ELAS,GSCALE

C0MM0N/0TSL24/QUAN1Y(5),PRIC1Y(5)
COMMON/TMAT33/Y(50),G1(50),P1(50) ,G2(50),P2(50),G3(50),P3(50),G4(50),P4(50),G5(50),P5(50),

G6(50,P6(50),G7(50),P7(50),G8(50),P8(50),G9(50),P9(50),G10(50),P10(50)

COMMON

SPAT20

SPAT20

SPAT20

OTSL24

TMAT33

TMAT33

TMAT33

TMAT33

TMAT33

DATA ELEMENT NAME

SENS

ELAS

GSCALE

QUANIY

*

Y

Gl

PI

G2

P2

NUMBER OF DATA ELEMENTS

1

1

1

1,J where J=l, NOL (no. of input links)

N where N=l, NPOINT (no. of global times)

N where N=l, NPOINT (no. of global times)

N where N=l, NPOINT (no. of global times)

N where N=l, NPOINT (no. of global times)

N where N=l, NPOINT (no. of global times)

These data elements share the same value in all demand processes,

NOTES

Only appears if
NOL > 2

Only appears if
NOL > 2

<£>
OO



Table C.6 Data Elements of the Demand Process (Cont'd)

COMMON DATA ELEMENT NAME

G3

NUMBER OF DATA ELEMENTS

Only

NOTES

appears if NOL > 3TMAT33 N where N=l NPOINT (no. of global times)

TMAT33 P3 N where N=l NPOINT (no. of global times) Only appears if NOL > 3

TMAT33 G4 N where N=l NPOINT (no. of global times) Only appears if NOL > 4

TMAT33 P4 N where N=1J NPOINT (no. of global times) Only appears if NOL > 4

TMAT33 G5 N where N=l NPOINT (no. of global times) Only appears if NOL > 5

TMAT33 P5 N where N=l, NPOINT (no. of global times) Only appears if NOL > 5

TMAT33 G6 N where N=l, NPOINT (no. of global times) Only appears if NOL > 6 V0

TMAT33 P6 N where N=l NPOINT (no. of global times) Only appears if NOL > 6

TMAT33 G7 N where N=l NPOINT (no. of global times) Only appears if NOL > 7

TMAT33 P7 N where N=l NPOINT (no. of global times) Only appears if NOL > 7

TMAT33 G8 N where N=l , NPOINT (no. of global times) Only appears if NOL > 8

TMAT33 P8 N where N=l NPOINT (no. of global times) Only appears if NOL > 8

TMAT33 G9 N where N=l NPOINT (no. of global times) Only appears if NOL > 9

TMAT33 P9 N where N=l NPOINT (no. of global times) Only appears if NOL > 9

TMAT33 G10 N where N=l , NPOINT (no. of global times) Only appears if NOL >10

TMAT33 P10 N where N=l NPOINT (no. of global times) Only appears if NOL >10



Identification Number

901

902

904

905

906

907

908

909

Table C.7 Node Combinations That Have Common Data Elements

Common/SC9/Conversion, Electric Power Conversion, Resource and C-Resource

This common contains 7 elements, but only three of these elements -
INCTAX, ITCRAT, PTRATE - are data elements that are to be varied
in LEAP-78. These three data elements are taken to be the same

in the combinations of nodes given below. This identification
number is 900 + the SC index used in the code.

No. of Nodes

9

13

13

1

14

8

5

11

Node Number Combined

1,2,101,102,103,132,133,135,144

5,83,84,85,86,87,104,105,116,117,
118,119,147

6,8,39,40,68,69,70,77,78,79.92,93,94

9

44,45,46,47,48,49,52,53,11,12,13,14,
16,17

72,19,20,22,23,24,25,21

111,112,113,114,123

33,35,36,97,98.99,100,126,127,128,141

Process Types

CONV.

CONV. i—•

o
o

ELE. P . CONV.

C-RES.

CONV. S C-RES,

CONV., RES. $ C--RES.

CONV.

CONV.



Table C .7(Cont'd)

Common/GPAT19/ Conversion, Electric Power Conversion, Resource S C-Resource

All of the data elements in this common are taken to be the same

in the combination of nodes given below, but the number of data
elements in the common varies with the process. The identification
number is 800 + the IGP index used in the code.

Identificat:ion Number No. of Nodes

802 9

803 13

806 6

809 38

811

Node Number Combined

44,45,46,47,48,49,52,53,72

6,8,39,40,68,69,70,77,78,79,92,93,94

19,20,22,23,24,25

1,2,5,33,35,36,83,84,85,86,87,97,98,99,100,
101,102,103,104,105,111,112,113,114,116,117,

118,119,123,126,127,128,132,113,135,141,144,
146

9,11,12,13,14,16,17,21

Process Types

CONV.

ELE. P. CONV.

RES.

h-'

O
I-1

CONV.

C-RES.



Identification Number

741

722

Identification Number

541

522

Table C.7 (Cont'd)

Common/SPAT20/ Allocation

All of the data elements in this common are

the same in the combination of nodes given
below.

Node Number CombinedNo. of Nodes

19 41,42,43,50,67,71,74,76,81,82,88,91,95,
106,107,125,131,137,138

130,136

Common/ILSP25/ Allocation

All of the data elements in this common are

the same in the combination of nodes given
below.

No. of Nodes Node Number Combined

41,42,43,50,67,71,74,76,81,82,88,91,
95,106,107,125,131,137,138

19

130,136

Process Types

ALLOC.

ALLOC.

Process Types

ALLOC.

ALLOC,

o
N5



Identification Number

602

609

No. of Nodes

9

39

TableC .7 (Cont'd)

Common/GPSL26/ Conversion

All of the data elements in this common

are the same in the combination of nodes

given below. The identification number
is 600 + the IGP index used in the code.

Node Number Combined

44,45,46,47,48,49,52,53,72

1,2,5,33,35,36,83,84,85,86,87,97,98,99,
100,101,102,103,104,105,111,112,113,114
116,117,118,119,123,126,127,128,132,133,
135,141,144,147

Process Types

CONV.

CONV.

o
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