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ABSTRACT 

This report i s  intended to convey a philosophy for the design of large-scale control systems that will 
guide control engineers and managers in the development of integrated, intelligent, flexible control systems. 
A liquid metal reactor, the large-scale prototype breeder, is the focus of the examples and analyses in the 
report. A structure for the discontinuous and continuous control aspects is presented in sufficient detail to 
form the foundation for future expanded development. The system diagramming techniques used are espe- 
cially useful because they are both an aid to control design and a specification for software design. This 
report develops a continuous-system supervisory controller that adds the capability for optimal coordination 
and control to existing supervisory control design. This development makes possible global minimization of 
variations in key system parameters during transients. 
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1, ~ ~ ~ ~ ~ ~ C ~ X ~ ~  

1.1 PROJECT ~~~~~~~~~ 

This project began out of a need that the US. 
Department of Energy (DOE) felt for improving 
control of liquid metal reactors (LMR). Although 
much work had been done on LMR control, a new 
perspective was needed to stimulate us to rethink 
our objectives and methods. Such introspective 
activity may be especially needed and useful during 
transition periods such as has been occurring in 
control engineering with digital system imptementa- 
tions replacing analog controllers. 

With few exceptions, the capabilities of mini- and 
microcomputer technology exceeds that of previous 
control technologies. Real-time, computer-based 
contml, offering a higher level of intelligence, can 
perform high-level decision makiriig and complex- 
goal optimal control, as well as implement mul- 
tivarkte tmtrol schemes. The end result of such 
development would be more responsive, a t -  
effective operations. 

In comparison witR discrete analog and digital 
(relay) design, these new capabilities demand a dif- 
ferent perspective on automation and control 
system’s role in plant operation. The usual approach 
to the design of microprocessor-based control sys- 
tems (which has been taken in various industries) 
simply emulates the functions of classical analog 
control modules without realizing the added bene- 
fits of the new technology. This is our justification 
for g r o p i n g  some expanded concepts of control. 

The functions that the plant control and protec- 

1.2 PURPOSE OF WEARCH 
The basic purpose of this project is to proride 

systems-oriented design guidance for the large-scale 
prototype breeder (LSPB) to improve its license- 
ability, availability to generate electricity, and 
maneuverability of plant systems under normal and 
abnormal conditions. The design guidance should be 
sufficiently general to apply to future plants, such 
as LMRs, advanced light water reactors (LWR), or 
high-tempmature, gas-cooled reactors (HTGR). 

tion systems perform can drismatically affect the 
reliability of expensive plant equipment and the 
operatiag‘cost of the plant, although the cost of the 
control and protection systems represents only a 
small portion of the overall plant cost. As evidenced 
by many plant designs, lack of integration of the 
control and protection functions with the overall 
system mission requirements and constraints usually 
overly complicates the design, unnecessarilly 
compromises safety, and disregards economic 
factors. 

Many control and safety issues require a more 
nearly optimum resolution, especially those related 
to the human factor. Resolution of these issues 
subsequent to plant design forces retrofitting (e.g., 
patched prwdures;, additional operational limits 
and restrictions, and additiorral equipment), The 
design of the plant control and protection system 
can  be further optimi2~d for objectives of LSPB 
and other prototypical LMRs. Part of this optimi- 
zation would involve vesting more intelligence in the 
control system to give It better capability to maneu- 
ver the plant through degraded conditions and to 
allow a decision-making capability that is adapted 
to weighing alternatives within the confinement of 
the multiple layers of operational constraints and 
objectives. 

Another form of optimization may involve build- 
ing a high degree of flexibility within the software 
and hardware of the control system. This is needed 
because of the continurtlly changing nature of con- 
trol and computer technology and the expanding 
kaowkdge of both the controlid system and sys- 
tems that control. Over the nominal M-yerrr life of 
an LMR, major replacements of computer hard- 
ware can reasonably be expected as well as changes, 
additions, and perhaps deletions to system software; 
thus, a certain independence of implementation par- 
ticulars is dso desirable. 

investigative research in the function and design 
QE control systems leads ultimately to the topic of 

1 
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role and function allocation, specifically, functions 
allocated to the human and automated subsystems. 
Previous research (Pulliarn et al. 1983) has indi- 
cated that allocation of control functions is an 
intractable problem, which increases in severity 
with the increasing complexity of systems. Allocat- 
ing functions to rnan and machine parts of the sys- 
tem should be attempted during the early stages of 
a new system design. One of the first items in the 
statement of requirements of the next section 
includes the role of man in the system described, 
capabilities of the technology, and functional 
requirements and constraints. 

F THIS REPORT 

This report is intended to convey a philosophy for 
the design of large-scale control systems that will 
guide control engineers and managers in the devel- 
opment of integrated, intelligent, and flexible con- 
trol systems; that is, the report should help 
engineers involved in conceiving, analysing, and 
designing control systems for large systems and for 
planners who are involved in the conceptual phases 
of plant design. This report does not present a 
“cookbook” for the design of control systems. Some 
of the material presented is preliminary and 
requires further application and testing. Some of it 
has been drawn from the work and experience 
of others and integrated to form a systematic 
structure. 

The scope of the analysis and design of the LSPB 
that was performed in the course of this work was 
to illustrate the concepts and methods being 
presented. Thus, the models and control system 
organization presented are incomplete but accurate 
as far as they go. Some of the concepts in this 
report are well developed while others are less 
developed. This imbalance is somewhat unavoidable 
because of the limited scope of this work. Much of 
the earlier work of this program examined the 
broad aspects of large-scale system control in an 
attempt to identify specific areas on which to con- 
centrate work. From this broader examination, a 
perspective and philosophy emerged. However, to 
test their usefulness and demonstrate their applica- 
tion, a specific but more limited analysis was 
needed. The limited analysis, which takes the form 
of an example, appears Inore developed because of 
the detail needed to describe an automated plant 
startup. 

1.4 RECOGNITION OF SIMILAR WORK 
Much of the mathematical work in optimal con- 

trol theory, analysis of stochastic processes, and 
classical proportional-integral-derivative (PHI)) con- 
trol is valuable for designing controllers of sontialp- 
ous plant variables at the lower levels within the 
structure of a control system. However, these cnn- 
cepts and techniques are not very helpfiil in deter- 
mining the function and design of the upper-level 
sqwvisory structure where the discontinuous activ- 
ity of decision making is a dominant transaction. 

A theoretical basis for characterizing and analyz- 
ing multilevel hierarchical systenis was begun by 
Mesarovic et al. (1970) where the concepts of mul- 
tilevel and multilayer hierarchies were introduced. 
This initial ?iwork waI; continued by Findeisea et al. 
(1980) and Jamshidi (1983). ‘PRe base that this 
w r k  provides is somewhat abstract so that it does 
not translate directly into techniques that are 
readily applied by systems and control engineers. 

An assortment of tools and techniques for analyz- 
ing and designing the function, data connections, 
and structural characteristics of control systems has 
been developed and refined by several analysts 
(Yourdon and Constantine 11979; BeMarco 1979; 
Page-Jones 1988; aiid Gane and Sarson 1979). 
Contrasted with the mathematical and abstract 
nature of the techniques of Mesarovic or Findeisen, 
the goal of these tools and techniques i s  data man- 
agement and state analysis from a software 
engineering perspective. This work is application 
oriented and can be applied without necessarily 
drawing on advanced analytical mathematics. 

Om of the pioducts of this report is a collection 
of tools and techniques that draws from both thc 
abstract and practical w r k  of control theory and 
computer science These tools shoiild prove useful. to 
control engineers engaged in the design of large- 
scale control systems. 

GROUND OF CONTR 

In general, plant control and protection systems 
for LMRs have evolved from LWR and fossil 
~ Q W X  plant experience. The approach taken to 
transfer this technology into the LMR domain and 
further develop it has been characterized as highly 
conservative with a basic underlying rule to extrap- 
olate minimally from the known to the unknown. 
Whether or not this approach was justified, it has 
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tended to suppress creativity and new developments 
that niight lead to a more nearly optimum solution 
to the overall control problem. 

Historicilly, industrial control practice restricted 
the development of control systems to the final 
phases of a project. Thus, after physical 
components have been designed, procured, or 
perhaps even installed, only then would the control 
engineers be asked to “make it work together.” This 
bottom-up or equipment approach, also characteris- 
tic of the nuclear industry, lacks the system-wide 
integration required to ensure that the successful 
functioning of the parts meets the mission of the 
whole. This approach to control system design 
emerges if the designers do not consider control and 
instrument ation to be concept-determining factors 
(Le., that control-related factors have no significant 
influence on the overall plant or equipment design). 
Because of this approach, many system designs 
have had to be altered to make them controllable. 

For large-scale systems, integrated and coordi- 
nated con trol functions are required to maximize 
plant availlability, to allow maneuverability through 
various stages of degradation, and to meet exter- 
nally imposed regulatory limitations. Control 
engineering, viewed in this perspective, has a 
broader scape than the “classical” view of process 
control, historically held by equipment designers. 
Control enlgineering should have a prominent role in 
the total engineering of a plant that spans the ini- 
tial requirements phase to startup and beyond as 
necessary. 

The function of overall system integration is a 
natural activity for the control engineers of a 
large-scale plant system because the scope of con- 
trol should encompass the entire plant. The need for 
and means to implement this overall integration has 
not been widely recognized. Indeed, many control 
theoreticians and practitioners have confined them- 
selves to such limited areas that the larger perspec- 
tive of overall integration has been ignored. With 
the limitations of earlier technologies, a well- 
integrated and coordinated plant-wide control sys- 
tem may have been difficult to realize economically. 
Now, however, the technology of implementation 
may have outpaced our design methodology. 

1.6 ORGANIZATlON OF REPORT 

Following the introduction, a tutorial section 
(Sect. 2) defines terms and concepts related to the 
design and analysis techniques applied in Sects. 3 
and 4. Section 3, based on the perspective and phi- 
losophy of Sect. 2, uses structured software analysis 
techniques to derive an organizational structure for 
an automated plant-wide control system, Section 4 
derives a structure for hierarchical, distributed 
supervisory control of the continuous plant systems. 
The system developed in Sect. 4 is one of the com- 
ponents of the overall control structure developed in 
Sect. 3. 

Because this report merges several engineering 
disciplines, primarily those of control and software 
engineering, occasionally an overlap of terms 
occurs. This i s  somewhat unavoidable since the 
alternative would be to invent new terminology 
either totally or for the overlapping areas. Such 
added terminology would perhaps also add more 
complexity and confusion to engineering disciplines 
already profuse in terms and definitions. An exam- 
ple of this overlap is in the use of the terms “state” 
and “transition.” These terms are used in discussing 
regions of control (Sect. 2), control of discontinuous 
systems (Sect. 3), and control of continuous systems 
(Sect. 4). The terms are used differently in each 
(:ontext. An effort has been made to avoid 
confusion by defining the terms as they are intro- 
duced in each section and in the Glossary. 

Conclusions and recommendations for further 
work are presented in Sect. 5 .  

Detailed analyses have been placed in the Appen- 
dixes. Appendix A contains a brief summary of the 
structured software analysis tools. Appendix B con- 
tains diagrams that detail the inner portions of the 
control system described in Sect. 3. Appendix C 
contains the details of mathematical models for the 
reactor, intermediate heat exchanger, and steam 
generator used in Sect. 4. Finally, Appendix I) lists 
,I procedure for assuring closed-loop optimal control 
of the local controllers of Sect. 4. 





2. INTELLIGENT AND FLEXKBLE G Q m O X ,  IN A 
This 'section of the report discusses issues related to extending the boundaries of contaalhg Iarge-scsk 

processes. Definitions of some of the terms and concepts that are used and devehped below arc given bot 
in the text and in the Glossary. 

2.1 CHARACTERISTICS OF LARGE-SCAlLE 
NZJCLEAR PLANT SYSTEMS 

2.1.1 Subsystem Classifications 
A nuclear power plant is representative of large- 

scale systems. A large-scale system,* as it is used in 
this report, may be described as a complex system 
composed of a number of constituents or smaller 
subsystems serving particular functions and 
governed by interrelated goals and constraints. The 
subsystems may be catagorized either as those that 
are placed in the plant to govern or those that are 
governed. Physical and informational interactions 
occur among these subsystems. Informational 
interactions among the governing subsystems occur 
in several ways: hierarchically (vertically), where a 
subsystem at a given level controls or coordinates 
the units on the level below it; laterally (horizon- 
tally), where data or control signals are passed 
between subsystems at the same level, both within a 
control hierarchy or between different hierarchies; 
and externally to the human overseers of the 
system. 

The subsystems that constitute a nuclear power 
plant can be classified according to their functional 
relationship to the overall plant and according to 
the type of control required to make them opera- 
tional. Thus the plant is composed of prime sys- 
tems, support systems, and utility systems. And 
within these classifications, systems can he further 
divided into those that exhibit continuous and dis- 
continuous behavior types. These classifications will 
be useful later in developing a control structure. 

Prime systems are those that contribute directly 
to the behavior of the plant's ultimate output. The 
prime systems are usually cascaded and constitute 

+The terms "plant" and "large-scale system" are used inter- 

r 

changably in this report. 

the flow path for the pxeras. Situated ia the 
stream of the process, their functisr~ is to c 
the incoming feed material so {Rat d~ii Interim prod- 
uct is made available to the next ~ ~ ~ s y ~ ~ ~ ~ .  In the 
case of a nuclear reactor system, the ~~~~~~~~t~~~~~ 
flow through the prime system is one of energy. 
Between lhe prime systems are the: flows af various 
materials that effect the t ~ a a ~ f t x  of energy from 
heat generation in the re core to electrical 
transmission to the power 
of energy is unidirectional, ow of materials is 
looped. Because of the ca atuse of the sys- 
tem, individual prime systcnns 
upstream and downstream con& 
bors. The prime systems of an 
tor, (2) primary heat 
(3) intermediate heat transpr 
generator, ( 5 )  main stea line, (b) ~ ~ ~ w ~ t ~ ~ -  
condensate, (7) ~ ~ ~ ~ ~ n ~ - ~ ~ ~ ~ c ~ ~ ~ ~ ~ ,  and (8) waste 
heat rejection. 

Suppm systems are tinose that suppryply I K ~ S -  
sary functions and services to $he prime systems of 
the plant. These services roay be in support QC 
(1) equipment such as motors, pu 
(2) facilities such as montainmssnts 
ing; and (3) process materials and 
d i u m ,  water, argon, and m. Support sy 
ply electric power, cooling, ~~~~~~~~~~~~ a 
able materials. Unlike the prime systems, support 
systems are not intercamected io cascade fom. 
Often they are independent each other with littk 
if any direct influence on e other. This is not tss 
say that their failure is not felt in thc performance 
af the plant. A support systcena may be totally nw- 
essary to the function 08' a prime system and 
hence the plant (gag., c 

Utility systems are, in a sense, support systems. 
They are the common servic~s khat supply bulk 
materials, energy, or data PO tkce prime and support 

enxser VBeUUBn m,ntml). 
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plant systems. Thcsc. systems arc even more 
rernoved from the prime flows of interim prod;.~ts 
than the support systems described above. Some of 
the plant utilities are plant electrical, fire protec- 
tion, sodium fire protection, service water (of which 
there are several classes), gas supply (e.g., argon, 
helium, nitrogen, compressed air, and instrument 
air), building environment [heating, ventilation and 
air conditioning (HVAC)], hydraulic supply, auxil- 
iary steam supply, radioactive waste handling, and 
fuel handling. In many cases, support systems direct 
the products of the utility systems in support of the 
prime systems. 

Further classification of the plant’s prime, sup- 
port, and utility systems will prove useful when 
applying control to coordinate plant-wide changes 
in mode. It is useful to identify the subsystem type 
by the way the system is called into operation and 
the states that it assumes. Two classes of system 
control are then proposed: continuous and discoon- 
tinuous. To many, the distinction between 
discontinuous-event coritrol and continuous-event 
control is unclear because in past designs role allo- 
cation assumed that human operators perform most 
of discontinuous activities (e.g., start-stop and. valve 
lineup) and local (continuous) controllers regulate 
to maintain a setpoint. To automate a large-scale 
system, both classes of control must he integrated 
to carry out the functions required to achieve the 
goals and objectives of the entire plant, 

Subsystems that exhibit continuous parameter 
variation, and thus may be controlled proportion- 
ally, fall under the first category of conrinerozrs cow- 
trol. In general, the continuously controlled subsys- 
tems lie within thc prime plant systems. This form 
of control is the type most often associated with 
control engineering. The fields of classical and opti- 
mal control theory are directed primarily at the 
control of continuously variable systems. 

The second category, discontinuous control, 
refers to subsystems that exhibit discrete opera- 
tional states and are called on to function by an 
enabling command with no element of pro- 
portionality contained in the command Although 
within a subsystem enabled by a state-oriented 
command, local control loops may function in gro- 
portion to measured values; these loops, however, 
are hidden from the subsystem’s superordinate. A 
discontinuously controlled subsystem may be off-ow 
or start-stop in operation or may have a limited 
number of additional modes to which it may be 
commanded. Batch control, logical control, m d e  

control, and scquence control are forms of discon- 
tinuous control. 

‘I’he strong dependence on procedures by the 
human component also characterizes large-scale 
nuclear power systems. Much of the role that tbe 
operator assumes can be derived from an examina- 
tion of plant procedures (Kisraer and Frey 1982). 
With an understanding of the role of the operating 
crew, a basis for plant-wide supervisory control can 
bc established. From the procedures, many of the 
specific sequences needed for starting the plant or 
coping with abnormal conditions can be extracted. 

Singular dependence on procedures alone to sup- 
ply the necessary information on which to build the 
algorithms for automation cain result in error. 
Because plant operators act to filter and improve 
plant prwedures, operators should be consulted to 
interpret the procedures. This information and 
equipment design and analysis ~ n ~ o ~ ~ a t ~ o n  consti- 
tutes the bask input to the design of an automated 
control systens. 

Nuclear pwer  plants are also characterized by 
thc inclusion of a specialized protection system that 
protects the reactor core and other c ~ ~ p ~ n ~ n ~ s  
associated with containment of radioactivity by the 
rapid inseriion of control rods to stop the nuclear 
reaction and other actions. The safety system may 
be regarded as a control system with a highly spe- 
cialized function. In general, the control systems 
and the safety (protection) systems are separated to 
ensure that the failure of a control-rated component 
does not disable or nullify the function of the safety 
system. Thus, the safety system i s  provided with an 
~ n ~ e p c ~ d e n t  arid redundant view of the plant 
parameters. In earlier designs, which exhibited 
hardwired single-sensnr-to-single-display (dedicated) 
technology, this independent view was easy to 
assure; however, with multiplexed data and other 
technological trends away from dedicated measure- 
ment, total separation of control and safety i s  
becoming difficult. to achieve. 

The safety system concept is unique to the 
nuclear industry. By contrast, in the aircraft and 
space industry, critical operational functions are 
identified, and rednn ancy i s  employed to ensi~re 
the continuation of these functions in the event of a 
problem In these industries, complete shutdown 



7 

during a mission is not a viable alternative. Other 
industries provide protection of investment through 
protection of equipment. While this is also a part of 
the strategy of operation in a nuclear power plant, 
ultimate protection of the public can require sacri- 
ficing certain plant components. 

The reactor safety system is generally designed to 
a rule of simplicity. Although this increases hard- 
ware reliability, it forces plant operators to interact 
with the safety system at various times during the 
operation of the plant, mostly during startup and 
shutdown. These interactions, inhibit, verify, or 
permit a safety system function. Thus the operator 

supervisory controller of the safety sys- 
becomes a common link between the 

nominally separated systems. 
The rule of simplicity is often suspended on 

experimental reactor types, when an uncertainty 
exists about the behavior of the overall system. 
Under these circumstances, downstream process 
measurerncnts are often used to anticipate a condi- 
tion that might compromise the integrity of the 
core. The presence of anticipatory trips usually 
restricts the range of maneuverability allowed to 
the control system unless these trips are bypassed. 
In general? they increase the probability of unneces- 
stdry reactor trips. 

of its own. These types of process automation 
are condroiiing, configuring, monitoring, and 
diugnosing. 

This four-component breakdown is an expansion 
of earlier work by Kisner and Frey (1982), where 
the idea of analysing plant automation was 
proposed to gain an insight into the operator's 
relationship to the machine portions of the plant. 
The types of automation were described as dimen- 
sions in automation space so that the degree of 
automation in a plant could be represented 
graphically as a multidimensional geometric form. 
In most systems, the form is skewed because of the 
dominance of automation in the dimension of proc- 
ess control. The other dimensions are less auto- 
mated, meaning that the functions of changing the 
configuration of the plant, diagnosing problems and 
potential problems, and, to a certain extent, moni- 
toring the process parameters are left as manual* 
activities. The four dimensions are defined in the 
following paragraphs. 

Controlling refers to the regulation activities 
directed at maintaining specific characteristics of a 
product stream or achieving a specific overall sys- 
tem performance. Stability, in the classical sense, is 
an objective of this dimension. Classical and mod- 
ern control disciplines focus on controlling as it is 
defined here. 

Con,figuring refers to the restructuring of the 
flow of process material or data, reordering the 
operation of a system, or altering the function of a 
system to meet a different plant goal or mission 
than was in effect previously. A goal shift may 
occur because the overall mode of the plant is 
changing normally, as in startup, because of equip- 
ment failure or other abnormal conditions, or 
because of equipment maintenance and repair. 
Unlike process control, configuration control is 
accomplished predominately by discrete (discontinu- 
ous) actions. Stability is an issue here, although it 
is characterized differently than in the continuous 
system case. CompIete startup-shutdown capability 
for all systems, preparation for maintenance and 
repair with restoration to operation when complete, 
and further realignment capability to meet abnor- 
mal circumstances would comprise highly auto- 
mated plant configurability. 

__ devised a5, a part of developing a design guidance *Manual activity refers to both totally manual and mechan- 

systems, automation separates into four corn- whatever power or energy is required, but a machine generates 
ponents, each of which carries with it a discipline 

for large-scale power systems' For Process i xd  task, in which the operator controls the appEcation of 

the power or energy (e.g., remote actuation of a valve). 

2.2 AUTOIMATION OF LARGE-SCALE 

2.2.1 Dimensions of Automation 
Automation has different meanings €or different 

groups (factory automation, aircraft automation, 
office automation, process automation, etc.). Auto- 
mation, in a general sense, has wrne to mean the 
delegation of tasks to machine or computer systems, 
thus freeing human operators from vigilance over 
routine or tedious tasks. A distinction is made 
between process control and process automation. 
Process control, referring to the continuous regula- 
tion of a process, is a subset of automation, in 
which discontinuous activities, including problem 
solving, also occur. For simplicity in this report, an 
automatic control system refers to a system which 
contains both continuous regulation and discontinu- 
ous control activities. 

A classification scheme for automation has .been 

PROCESSm 
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Monitoring refers to the measurement and trans- 
fer (or communication) of process parameters and 
variables. Although one usually thinks of process 
measurement as being an automated function, in 
fact, chemical analyses in power plants are mainly 
a manual activity carried out by technicans. In the 
most recent plant designs, computer systems provide 
data storage and busing to various control systems 
and to plant operators. Measurement of all needed 
plant parameters, the distribution of these data to 
all systems and components that need them, and 
the validation* of these data and estimation of 
unmeasurable parameters would comprise highly 
automated plant monitoring. 

Diagnosing refers to the ability to detect or an- 
ticipate an anomaly, identify its cause, predict the 
consequences or propagation, and determine the 
proper response with respect to the mission of the 
plant. Computerization of this aspect of automation 
is by far the most challenging to the engineering 
community. Some aspects of diagnosis are routinely 
automated as in alarm generation. However, as it is 
currently implemented in most plants, alarm gener- 
ation is accomplished by simple limit comparison. 
Work is in progress at many organizations to 
increase the intelligence of alarm diagnosis so that 
fewer extraneous data are presented to the operator. 
As far as automating the other aspects of diagnosis, 
the consensus of opinion indicates that artificial 
intelligence techniques, such as automated reassn- 
ing and expert systems, may offer a means to 
resolve problems that do not easily yield to the 
application of a simple rule or template. 

2.2.2 A ~ ~ ~ t i o ~  of Functions 

tncreased automation is expected to produce a 
dramatic change in the role of the nuclear power 
plant operator. This change is expected to be for 
the better: automation may provide the best capa- 
bility for mastering the complexity of plant control; 
and it may permit the design of control systems 
which are at the same time safer, more efficient, 
and better suited to the characteristics of man. 

The proper allocation of functions among human 
and machine components is required before auto- 
mation can achieve its full potential. Although it 
seems reasonable to approach the design of a 

*The association of data validation with monitoring is debat- 
able, since it is, in a sense, a form of diagnosis; however, certain 
tecbniqucs of validation are common to parameter observation. 

large-scale system by attempting to state initially 
some mixture of human and machine participation, 
the actual motivation comes from the level of tech- 
nology at the time of system design. After the capa- 
bilities of technology (to a large extent, computer 
technology) haw been determined, then the appro- 
priate allocations can be made. This i s  in agreement 
with the procedure d e v ~ ~ o ~ ~  by Pulliam et al. 
(1983). In selecting the proper allocation of control 
functions, it may be necessary to return some of the 
control back to tbe human component to ensure 
complete and unfragmented tasks so that the 
operator’s human factors structure and cognitive 
support are adequate, and job satisfaction is more 
nearly optimal. 

2.3 co 
CO 

Regardless of how much care and expense has 
gone into the engineering of large-scale systems, 
they occasionally fail to function as designed 
because of component failures and external 
environmental disturbances. The range of 
environmental disturbances for large-scale systems 
is greater than for that a system consisting of a 
smaller number of co Rents, interactions, and 
states. The ability of a system to withstatad a wide 
range of disturbances, specifically the tolerance to 
failed mompnents, i s  referred to as fault lalerance. 
A further distinction i s  often made to systems 
whose parameters may range fat from their usual 
values without serious degradation of performance. 
This property is refer4 to as robustness. The pro- 
perties of fault tolerance and robustness can 
become indistinguishable at times; however, fault 
tolerance is associated with internal equipment fail- 
ure whose probability for failure should have k e n  
known during design. Robustness i s  associated with 
the ability of a system to recover from large varia- 
tions in system parameters, including process vari- 
ables exceeding design limits and other unplanned 
excursions. 
h goal of control design is to build in both of the 

properties of fault tolerance and robustness. One 
approach could be to duplicate equipment critical to 
the functioning of the plant. This physical redun- 
dancy, if it could be afforded, could be imple- 
mented to the extcrit necessary to meet whatever 
reliability goals apply. A second means of fault tol- 
erance can be provided by the plant control system. 
This comes about by drawing on the four dimen- 
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sions of automation described previousiy, thus giv- 
ing the control system reconfigurable capability to 
accommodate specific anticipated failures. The 
extent of this capability is determined from a 
knowledge of plant availability requirements and 
from cost versus benefit considerations and safety 
considerations. 

One means of accomplishing intelligent control, 
which can achieve the system-wide fault tolerance 
and robustness desired, is to provide good control 
for the plant operating in normal or nearly normal 
conditions and also to provide control ahat acwm- 
modates various stages of degradation of equipment 
or equipment interconnection. This can be done by 
embedding a goal structure within the control sys- 
tem. Thus, as operating conditions change, the con- 
trol system should be capable of detecting such 
changes, overlaying the new goals that the plant 
should be striving towards, and adopting new stra- 
tegies for meeting those goals. 

Initial work has begun on a method for imple- 
menting condition-dependent control strategies. The 
method is based on a hierarchidly structured con- 
trol system. For discussion purposes, a hierarchical 
structure is composed of levels or layers of control 
modules. A module or node of the hierarchy can 
link with both superordinate and subordinate 
modules. These links are communication pathways 
or pipelines. The data flow from superordinate to 
subordinate is refered to as eflerent flow; the flow 
from subordinate to superordinate is aflemnt flow. 
A more involved description of hierarchical struc- 
ture and control will be presented later in the 
report. 

The method for condition-controlled strategies 
involves dividing the state space for the controlled 
system into contiguous regions of control. The three 
regions are the homeostatic, degraded, and 
uncontrollable. Associated with each region are 
appropriate operating goals and strategies for con- 
trolling to meet those goals. Into this space of 
regions, a state vector is projected. The elements 
that the vector comprises are a mixture of Continu- 
ous variables and discontinuous parameters. A dis- 
continuous parameter can assume only discrete 
values, and in many cases may be purely off-on in 
character, perhaps indicating that a pump or stop 
valve is on or open. The result is a point in space 
that moves with the changing state of the plant. 
Figure 2.1 illustrates the control regions for a 
simple system of two state variables. 

c 
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These multidimensional regions are not fixed in 
space but rather are related to the target state (for 
steady-state operation) or to both the target state 
and the pathway of transition (For a system moving 
from initial to target state). Thus, not only is the 
vector moving as it follows the dynamics of the 
plant, but also the regions are being readjusted as 
margins to specific limits change and as the avail- 
ability and operabilitiy of plant equipment change. 
The boundaries separating the contiguous regions 
are flexible; their relative positions depend on 
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known conditions of the plant. Real-time cabnla- 
tions are required to continuously determine the 
s h a p  and coverage of the regions. These calcula- 
tions must have their basis in an a priori quantita- 
tive knowledge of the behavior of plant components, 
their failure modes, and the extent and range of 
maneuverability that the control system has over 
them. Creation of the regions also must be based on 
identification of the immediately available capakili- 
ties of the control and protection systems. 

The creation of one complete and overall state 
space for the entire plant would require concurrent 
analysis of thousands of data entries from the moni- 
toring and data-handling system. Such an analysis 
would require a large amount of computing power. 
A better approach is to decompose the system: 
resolve the state space into a set of spaces, each of 
which is associated with a single plant subsystem. 
To effect coordination of the plant at higher levds 
within the control hierarchy, spaces would also be 
created which represent grouped systems. The cotn- 
plexity of the overall computation is then reduced 
by the power of separation and simplification. Some 
autonomy of control is given to the lower-level con- 
trollers as they select the best strategy of control 
based on the commands received from the super- 
ordinate and the region of control that their state 
vector occupies. Ia effect, the state vectors of the 
lower-level systems beconae the cicments of the 
upper-level vectors. Decisions made at the Sower 
levels would be communicated upward to allow 
supervisory coordination of the entire plant. 

The movement of a system’s phase-space point 
into the next bordering region i s  an indication that 
significant changes have occurred or are beginning 
to occur in the plant. This denotes the need for a 
complete change in the general strategy that l ~ a s  
being applied in the control of the affected system, 
and hence a change in the specific rules and pro- 
cedures that were being used. This change of strat- 
egy may require not only proportional changes in 
setpoints and limits but also abrupt rerouting of 
process flows and other r ~ c o ~ ~ i g ~ ~ r ~ t ~ o n s  of systems 
and components. 

The three regions are discussed in greater detail 
in the paragraphs that follow. Many of the concepts 
and ternas are adapted from studies of electric 
power system stability (Zaborsky) because of the 
similarities that exist between control of large-scale ‘ 
power distribution and large-scale power generation 
plants. 

2.3-1 Hs tic Re 
The goal of control within the homeostatic region 

is to effect production of the desired outputs of the 
controlled plant system. In the absence of major 
equipment failure, behavior in this region tends to 
converge on the target state, which i s  the desired 
operating state. The target state, nominally a 
is a smaller statistically defined region within the 
homeostatic region. 

Strategies for optimal. control and adaptive con- 
trol are employed when the system is  situated in the 
homeostatic control region. As appropriate for the 

trol, various criteria may be chosen to 
meet minimum error, time, energy, or mechanical 
stress in controlling the system. 

Power plants often change states because of 
maintenance sehedutes, load demand changes, and 
refueling schedules. To accomplish the transition 
from one known state to another desird state, a 
preferred pathway to the target is established and a 
corridor that surrounds the pathway for the transi- 
tion is created. The determination of the target 
pathway and the rates of change dong the pathway 
should be based on optimization, because alterna- 
tive pathways may offer a range of energy cow-  
sumptians, power requirements, mechanical or ther- 
mal ccpnnpoiient stress, t ime to completion, or safety 
margins. Two possible approaches to forming a 
pathway or trajectory arc to (1) identify all. of the 
bad phces in state space and maneuver around 
them or (2) identify a multidimensional channel 
and guide the plant through it. Real-time identifica- 
tion of the hesl transitiows should be part of the 
w n t d  system’s capability. Similar to the horneo- 
static region that is formed around the target state 
in steady- state operationa, a corridor i s  formed that 
envelops the transition pathway. 

Opera tion anywhere within the homeostatic 
region is ~ ~ ~ ~ i d e r d  tiornld9 although the actual 
system state may not be precisely within the statis- 
tical boundary of the target region. The latter con- 
dition could be described as off-target normal, and 
the control system. is assumed to be driving the 
system to the target point. 

Strucsuml defects. which are minor faults in 
eqeipnierlt or their interconnection, are tolerated 
within the homeostatic region so long as the capa- 
bility of the control system maintain the target 
state has not been voide Likewise, sec&y 
dcficts, which are losses of redundancy, are 
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system state (i.e., system state traversing the 
boundary separating the regions) 07 by redefinition 
of the homeostatic region (is., a receding of the 
boundary, thus leaving the system state in the 
degraded region). In the formcr case, a companenr: 
failure itself may be incipiiient or as yet unobserved, 
although its effect on the process woiald be to drive 
the state vector out of the homeostatic region, In 
the latter case, the failure may be observed before 
the system state has had an oppnrbiinity to chaagc 

A goal of the control system npsn entering thc 
uncontrollablc region is to alert the plant operators 
that a problem in controllability exists. Prior to 

been attempting to shut down or stal?dare the pra- 
ms~. Entry into this region i s  an indicatioia that the 
procedures or rules used while in the degraded 
region were ineffective. Further, the control system 
may have exhausted its ability or resources to con- 
trol or restrain the situation. A subsystem whose 
phase-space p i n t  is in tbe uncontrollable region 
may exhibit m e  of several behaviors: ( I )  the sub- 
system is on ? trajectory to an airade:sirable, possibly 
destructive: state and is unresponsive to commands 
from the: control system; (2) the subsystem is static 
and in an iindrsirable state, also unreaponsivs kaa 
commands from the control system; or (3) the snh- 
system is chaotic, in which very small control com- 

ds paaducs: large swings i n  tbe system response, 
the cause and effect relationship may appeaz 

iilogical (Le., true mathematical chaotic behcvius) 
(Feigenbaum 1984). Several situations may have 
caiised the state of the system bo have moved to the 
uncaotrollalzk region from the degradcd regior . 

system was incomplete or in error, or failuies 
raed beyond the smpe of the system's deeigq 
outside of its fault-tolerant capability. 

Surrounding the unmntrollahle region are the ini- 
tiators for the plant safety and protection systems. 
Failure of the control system to regain control of 
the process should cventually invoke a safety-system 
response. However, the failures or damage that 
impeded control. action, hence led the system to the 
uncontrollalPk region, also could possibly prcvmt 
effective safety action. 

entering this region, the coabso1 system shmld have 

n e  designer's understanding of the hehavisr of xtaa: 

2.4 A PHILOSOPHY FOR GUrIlMNG 
SYSmM DESIGN 

A geceral philosophy for guiding the bcsiga of an 
intelligent automated system can bc dtsc-ihcd basd  

en the parspcctive dcvzlcpcd in thc peeviocs sec- 
t iom This philcusophy i s  the beginning of a state- 
ment of avesall design goals for the wnkrd of 
largescale nnslcar pwmr systems. Sections 3 and 4 
of this repoit reprcscat an Sttcmpt to transform this 
somcwhat ahtiact sct of goals into a strixture that 
can support a sspb;s!icated system. 

One of tbc n-ioic importmi tradeoffs that can 
affect the short-tcm and long term performance of 
a large-wale aiaclcar po~,or  system is the allocation 
of control han;:ioiss a d  tasks amnag the cnrnputcr 

;Its. After an allocation* i s  mzde, 
pi? for beth clcmcnts m i s t  be 

designed. In gecetal, it is our goal It0 maximize the 
proportion of thE: mission accompli4cd by the 
PP a c h e ,  becausc it is the paspose of machims to 
1tnbniden man and to increase kls prsdwtivity. 
Ultimately, man i n a s t  retzin the ~esp~sibbility for 
the bchwior .If the plant and, for this reason, must 
retairr cumtrc! 89 SOTP;"@ levcl. 

A managemcn: role i s  assumed for the opziators 
of the nuclcar pmcr plant. In this role, the crew is 
not normally involved with the day-to-day operation 
of the plant, except in the request for power-level 

h could cntm from the regional dis- 
patch center), reclctsi refuelling, and plant naiate- 
name 2nd repair. Sped k tests and maintenance 

ed to be performed when staating 
gz. These are perhaps opera- 

tiom that also shn;s'n4 involve dircct human partici- 
pation. This allom for complete system chea;k,aut, 
and, thc 0pcrator-J at-? othzrs are given a chance t? 
refamiliarizc thcmsdtcs with the plant, its 
cqciprnent, and its unique behavior. The capability 
of technol~gy hzs approached the point where a 
higll level of opcrational automation i s  ccsnomirally 
feasible, in COrr*ii;S$t with the mitol;rRation of rnaiiatc- 
nance and cqrripmcnt repair both of which will of 
newssity &a, CA the fields of robotics and image 
recogoit;oii. Shoulld robotics technology advance 
sufficiently, om cars eiivisioa a power plzat. of t h ~  
future with a estwork of specially derigned mrri- 
docs that wou!d allow robotic repair systens to 
access all the comp~aznts of the plant. The tcchao 
logy for the latter ty,m of automatie% is nof 
prcseritly rcady to addrcss thc coaplenity of a 
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gnuclear pcwm plant but is dose at hand. Some 
experts a r p e  that ro tic systems could be imple- 
enentcd in the next ~ ~ ~ e r a t ~ ~ n  plant (10 or 20 

ons 3 and 4 ~ ~ ~ r ~ a c ~  the design of the 
mbatrol system from the per. tive of supporting 
the operalor as a man 
Bless of the a ~ ~ ~ ~ ~ ~ ~ ,  
it is wed in a less than full ~~~~~~~t~~~ setting. 

These goals &came the 8 rational Objectives of 
the various wntseal ma3 aiies in the hierarchy ~f the 
pha t  casnerol system. To meet these gods, an intel- 
ligent control system &.at goes beyond the tradi- 

d regulation i s  required. 
ng of intelligence with a 

capability and, in addi 
~ ~ ~ ~ r ~ t ~ ~ ~ ~ ~ ~  of same of the internal prep.cases of 
the copatsol syst@m. 

Safety ~~~~~ 

The opxatos, in cparrenl designs, is obliged to dis- 
able portions of the safety system to prevent it from 

interfacr: with the safety system to disable it at 
various stages in the progression of the plant from 
one state to another. This contradicts the rule of 
separation of control and safety. The alternative is 
to design intelligent safety systems that do not 
require pathological* coupling with either the con- 
troI system or the plant operating crew. Unfor- 
tunately, work in this area has not progressed as far 
as analogous work in intelligent control systems. 

2.4.4 Software Tools 
The engineering of a computer-based control sys- 

tem contains an extra step in the design process 
over the traditional modular-based (analog) system. 
A software team, usually separate from the control 
design team, is contracted to implement the control 
system in a computer environment. Software 
engineering, this extra step, requires a functional 
specification for the control system in order to pro- 
duce a good product. The passing of the system 
design between these group of engineers is often 
the source of error and inefficiency. One means of 
improving their communication is to use a common 
set of tools and definitions to create the documenta- 
tion for transfer. Structurd analysis techniques are 
becomming accepted by many control engineering 
orglinizat ions ( Lakely 1982; Morrow and Robinson 
1983; Ward and Campbell 1983; and Weaver 
1983). A structured analysis tool set is proprosed for 
lase by control engineers. A brief description of the 
terminology and graphic symbols is given in the 
next section and Appendix A. In the next section, 
these tools are used to describe automation of 
startup for the LSPB. 

2.4.5 Phases of luesi 

Design of an automated system that can accom- 
plish a1i of the objectives and functions that have 
been discussed thus far represents a complex and 
time-coauuming program. Like all large tasks, how- 
ever, it can be partitioned into more manageable 
subtasks by progressively developing the system 
design. The progression can be; thought of as a 
series of logical phases in the unfolding of the 
design; each phase adds another layer of intelli- 
gence to the control system. They somewhat follow 
the dimensions of automation. The phases are 
described as logical, not necessarily chronological 
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stages, Although in reality, design wocld paogrcas 
through the phas.3 as a P ~ F ~ G S .  

In Phase 1, thc bask regdstosy conti@!, and auto- 
matic actions required of the control system are 
deve:sped. This phase of design does not have to 
account for eqiaipmmt failure. In a sense, tbc plant 
components aic assirrced p e r f ~ t ,  rot requiring 
mailntcnance cr repair. The desigr t h s  concentrates 
on rmaintainhg ptability of the processes and c~n 
automatic exc.cixti:,n of actioos to aaneuvcr thc 
plaint thrweagh its various states to the target state 
with its associated pwer level. Also, tolerance to 
noise and minor proce5s disturbances are con 
ered. A ~ l t r ~ ~ t i l r e  emerges in this phase that will be 
expanded ard added to in the subaeque~t $usses 

is awcndrd mil cxgandcd by ind-?&sig the tasks of 
sabsystem and equipnient testing 3rd aralidatist;. 
Analysis of operating prw:edurcs icvcals %at a s i m  
able postion of the sdzrtiip a d  shratdovn activitiizs 
of t lx ~ ~ e r a t ~ s  arc related to verification of eqi~lp- 

ITL Phase 3 ,  the systcBi1 erlle~ghg from Phase 7 i s  
arneadcd and expanded by including decision- 

Ill phase 2, the baskc CQIIiSOl StiiLCtUR of $$3X 1 

n e n t  availability, col?diticn, and I 



3. STA RMATION TECHNIQUesl 
US SYSTEMS 

3.1 INTRODUmON 
This section of the report illustrates a technique 

for structured analysis that can be applied to all 
phases of control system design as described previ- 
ously. However, the example given here is limited 
to Phase 1 design (basic automatic control action). 
No maintenance, testing, or contingency capability 
is discussed in this section. 

The large-scale prototype breeder (LSPB) reactor 
i s  analysed, and an automatic control structure is 
developed. The a ~ u ~ p t ~ o ~  is made that automatic 
control would, as the name implies, involve human 
operators only to the extent of specifing the mode 
and power level desired. Interface for manual 
operation is possible with this design, although it is 
not pursued in this report. 

To create the control structure, the LSPB system 
is divided into subsystems and grouped according to 
prime, support, or utility relationship to the plant. 
Then the operating procedures are analysd along 
with procedural data from subject matter experts 
(SME). To simplify the task greatly, only the 
startup transition from plant at cold shutdown to 
plant at minimum power is  analysed. (This startup 
example is used throughout Sect. 3,) This results in 
incomplete state dynamic "models airad data transfor- 
mation models for the plant because some support 
systems are assumed to be already operational as 
initial conditions of the cold shutdown state and 
other systems are not calkd into service during this 
transition. However, some of the shutdown transi- 
tions and returns to the ground or idle state are 
shown for closure even though they are not 
activated during startup. T ough incomplete, the 
example probes the details of the plant and its 
operation. 

Except for an ~ n f o r ~ ~ ~ ~ ~ n ~ o n ~ y  data line to the 
planning portion of the control system, no links to 
the safety system are considered. The safety system 
is assumed to be completely independent of the con- 
trol system and to internaliy possess the intelligence 

to recognize plant conditions and know the proper 
actions to take. 

The availability of process data i s  taken for 
granted. A real-time data-base management system 
is assumed to supply all the needed information 
about plant components and process variables to 
any module regardless of its position in the hierar- 
chy or location in the plant. The on-line data base 
i s  represented as a data store in the model. 

3.2 SUMMARY DESLXJPTION 
OF PLANT SYSTEM 

A list of the plant control modules n d e d  to 
serve the plant is shown in Fig. 3.1. The list is  
grouped by the prime plant systems b 
support systems and utilities. These modules are 
extracted from system design descriptions (SDD) of 
both LSPB and Clinch River Breeder Reactor 
Project (CRBRP) and from other system docu- 
ments. This list is further expanded in Table 3.1 
with the prime and support systems shown along 
with their possible modes of operation and data 
flows. The data flows are grouped by input and out- 
put relation to the subsystem. The input and output 
flows are further divided: efferent flows are com- 
mands or data to subordinates; afferent flows are 
status or data to superordinates; and transferent 
flows are inhibits or permits laterally communicated 
at the same level in the hierarchy. Utility systems 
are not further elaborated. 

3.3 DESCRIPTION OF DATA FLOW AND 
STATE TRANSITION METHQDS 

The basic method used to develop the automatic 
control system for the LSPB is an extention of the 
structured analysis and design techniques of Your- 
don (1984). The approach is first to build a logical 
model of the control system, then from it build a 
physical model of the computer processors, inter- 
connection networks, and d e  environment. The 

15 



ORNLD'#O 04-Ill61 

PRlMARV 
HEAT 

TRANSPORT 

INTERMEDIATE 
HEAT 

TRANSPORT 

CONTROL 

MAIN 
STEAM 

TRANSPORT 

CONTROL 

STEAM 
GENERATOR 

REACTOR FEEDWATER/ 
CONDENSER 

R E F l C T O R  
CONTROL 
SYSTEM 

PHTS 
C 0 N T R 0 L 
SYSTEM 

CONQ. 
CONTROL CONTROL el ATUHE HUTOR P O N q  

L E V E L  D T U R B I N E  
BY PASS PRESSURE MOTOR 

P O S I T I O N  

FLOW 1 4 4  f l O I S T U R E  BLOW 7 DOWN I 

r- 

I S O L A T I O N  I STEOM I INVENTBRY 
F I L L / D R R I N  1"1 PUR I T Y  

r I ? I l  CONTROL 
-LUBE 
-GLAND 

F I L L / O R A I N  
SYSTEM COOL I N 6  DETECTION 

VRCUUM r--1 P I P I N G  
HEAT I NO 

I CONTROL I COOLING 
COHPENSRTE 

ROD I T I  ON 

SO0 I U M  
P U R I F I C A - 

SODIUM 
P U R I F I C R -  

- L U E R I C A T I O  
- I N E R T  GCIS 

GLbNO 
S E b L  AND 

BLOCK 

-----..-_-_.__I_ 

I N E R T  
C E L L  GAS 

COVER GRS 

I N E R T  
C E L L  GclS 

COVER GRS 
PRESSURE, 
COOL I NG 
AND P U R I F I -  

IELECIRIC*L1 HY DRAUL IC 
PRESSURE, 
COOLING, 
AND P U R I F I -  

m SPWRY 

R A D  I O T  I ON 
D E T E C T I O N  

(b) - - - I I I I - - - - - - 

P L A N T  E L E C T R I C A L  

F I R E  P R O T E C T I O N  

S O D I U M  F I R E  P R O T E C T I O N  

S E R V I C E  WQTER 

(c) G Q S  S Y S T E M S  

. "  - - - - - - - - I - - _ _ _ .  

C O O L I N G  S Y S T E M S  

H Y D R A U L I C  S Y S T E M S  

H V A C  

A U X I L I A R Y  S T E A M  

. .  





OU'PL;t 
r- 

Il!pat 
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Table 3.1. (cantisued) 

Input Output 
Transferen: Affertn t Elfmen t Transferen? System Mode* Afferent EEeren t 

Heat rejestion 
(prime) 

Cooling tower 
flow controi 

Cooling 
water mode 
control 

Cooling 
tower fan 
conrrol 

Reaciur (Support) 

Failed element 

CRDM cooling 

CRDM power 

RG cover gas 
pressure, vent 
control, 
purifica;ion and cooling 

Inert Cell gas 
pressure 

Fill/drain 
(inventory control) 

Leak detection 

River sink; 
river jtower; 
lower sink 

Ci:cula\ing 
imp 
configuration 

Run; Outside On/off; De-ice 
of2 air temp.; 
&-ice water temp. 

Neutrons 

Pressure; 
pcrirjl 

Enable/ 
slsab:e 
coolrng 
sysleni 

Enable/ 
disable 

Pressure (spj, 
puritjr ispj 

Vessel Vessel 
level (sp) level; fill 

flow; drain 
now; s~dxliurl 
pump b e \  

Hydrogen; O2 Qll/off 

anhibit 
lrom gland 
seal water; 
inhibit from 
pi: ievc; 

Motor breaker hihibits 
generated 
in turbine 
bypass system 

Sluice gate; 
water valves 

Vtotor breaker; 
reversing relay 

Degree of Controls 
Fission 

release 
p n d .  

Status 0: 
;yste:n 

Closc 
5raakers 

Status Close 

Status of Run sample; 
fdlve pas:- 

breakers 

.,. valves arid 
piimp tlQn, aumps (O"/ 
cooling olf) 

Gas valves 

Degree of 
leakage 

Enable 
precision 
.a alysis 
system 

Inhibit 
purification 
system 



Table 3.1 (contiwed) 

Input Output 
Transferent System Mode* Afferent Efferent Transferent Afferent Efferent 

Piping heating Temperature Temperature Heaters 
(sP), zone 
control 

Purification Flow Flow (sp) 

Prirnrry Heat 
Transport (Supprt) 

Lubrication 
Motor 

Compartment 

Oil lift 

inert gas 

Static inverter 

Interdiete Heat 
Transport (Supprt) 

RG cover gas 
pressure, 
vent control, 
purification, 
and cooling 

Inert cell g3s 
pressure 

Fill/drain 
invcntory control 

Leak detecsior 

Piping heating 

Pressure 

Lift 
pressure 

On/off 

o n  /off 

Qn/off 

On/off 

Pressure; Pressure: 
purity; purity; 

A pressure A pressure 
1 MTS-PMTS IHTS-PHTS 

Expansion 
tank Iepei; 
fill flow; 
drain flow; 
szrrlium aump 
ie7el 

13:; 0, 

Onjoff 

Expansion 
tank Icvlil 
(SP) 

Inhibit 
from fill] 
drain 

Valves 

Oil pump Inhibits 
motor (on/off) pump and values; 

turns on backup 
oil pump 

Gas valves 

Oil lift 
pump 

Breakers 

Run sample; 

(on/off) 

Status of 
vaivcs and valve posi- 
Pumps tion; pumps 

Gas valves 

Degree of 
leakage 

Inhibits pump 
controller 
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Table 3.1 ( ~ ~ n t h e d )  

Lnput Output 
Afferent Eiferent Transferent Afferent Efferent Transferent 

System Mode* 

FW Turbine/ 
lubrication 

Gland seal 

Vacuum control 
system 

Condensate pump 

Chemical addition 

gland seal 

system (hydraLine) 

Turbine/ 
Generator (support) 

Turning 
motor rotation 
control 

Hydrogen 
purity 

Hydrogen 
control 

Hydrogen 
seal ail 

COOl iRg  
(stator 
winding) 

Condensor 
YaCUURl 

Onfoff 

On/off 

On/uf€ 

On!oi€ 

On jol'f 

OD/O€F T 
I urbinb 
speed, 
turbine 
rotor temp. 

HL gas Check 

W; pressure Makeup 
controi 
(on/off) 

rneasurement 

Discharge On/off 
pressure; 
tank level 

Ternperaiure; 
pressure 

Turn on 
oil pump 
motor 

Valve on 
conden- 
sate 
header 

Energize 
motor to 
vacuum pump 
(if vacuum low) 

Valve 

Start pumps 
on hydrazine 
aystem 

Motor 
controlIer 

M2 piirity 

Valve 

2 seal ail 
pumps: seal 
oil vacuum 
pump 

2 water flow 
pumps. fiow 
vaive 

Inhibits 
startup 
of FW 
turbine 

Inhibits 
startup 
of FW 
turbine 



Tabie 3-1 (contiiiaedi 

input OUrQUt 
Afferenz Efferent Transferent Afferent Efferent Transfererr t System Mode* 

Lubrication 

Gland seal 
and exhaus: 

High-pressure 
and low-pressure 
drain 

Extration 
steam block 
valves 

Electrical/ 
hydraulic 

Fire 
protection 

Turbine boot 
spray 

Motor/pump 
lubrication 
acd gland 
seal 

Discharge 
pressure; 
bearing 
pressure; 
oi I 
t empra tme 

Gland suppiy 
pressure; 
exhanst 
vacuum 

Auto stop 
Ssii pres- 
sure 

Pressure 

Presence 
of fire 

Exhamt 
Inink 
temperature 

Sample wa:er 
ch iome and 
acid 

On/ofF, 
lube oil 
temp. :sp) 

Main straani 
on/ of: 
aux s e a r :  
valve ~o?i/!of$); 
exhdusi bloiver 
(on/off> 
desuperhaater 
spray (on/off) 

valva5 (oc/ofE) 
Control of 10 

On/orf jwirh 
turbine trip) 

On/oE 

On/ofG 

Availability 
of steam 

Main oil Trips steam 
pump; ac conxol valves 
motor-drive. 
pump; dc 
Pump 

Main steam 
valve; aux 
stream valve; 
2 exhaust 
bionei 
breakers 

Drain valves 
to sondens:: 

Block 
valves 

Pilrnp; 
valves 

coz valves 

Block valve; 
spray valve 

Mduiatza 
chemical 
addition 
vaives 

Water valve 
to pump seal 

Trips stearn 
control valves 





lath.;  el i s  cieatcd ?% 2 part of thi  SOft:VX2 

engineering step and -.Jill not be covexd in this 
r e p : .  Ihe Iegical rnodd, vhich is generally 

modeling thz interface of the contic! 
environmcnt and one medal irgg the i n k i d  bcha-Y 
of the control system. The context d i a p m  and the 
external went list are the tools u e d  to crczts, th;. 
environment model Netwsk grapiiics tooln, 7 h i c k  
arc rased to create :he beh~uioral model, :nodcl the 
flow and transformation ~f data through a systekL 
the time- and corndition-os;cqt-;-t r of dis 
Crete states that a system may and t k  
organirniion of sioied data assocktrd with thc datb 
tiansfmmations. I h e  first t m  ioc'?, :'rata tlwu dia- 
gram (DFD) and state transition diagiam (S ID), 
arc ;ased irn modcling thc platit control sye 
Modeling of thc ztw-d data, by entity r s l n t h s h i p  

this time. h hricf descripticrr @E the iriodeling tools 
is inelided in hppeedix A. 

Onc of the edvsntages of this n c t k d  of mod& 
ing is the linking of the data, statc, 2nd  store 

UFD to control an STD and \ice VeiSa I'hc ast20cs 
resulting from a state transition may gencratc 7 3  

enable or disable coinmaid to a data tiansfcrrmc- 

operations being psi 
flow of a data tran: 
for a transition in a state transition diagram. i3Ls is 
s h o w  in Fig. 3.2 The DFD and STU may bc coa- 

d to fcm a package diagram. Phis niiiimizcs 
external interfaces to the package a r 2  fo rm t k  

g aisd crgaaizing thc :onti01 sys- 

h f k ;  the p ! m t  resolves its hizsir prirne aisd s~rp- 
pori aiih~ystrms, the orpanizaiinn for cclrrirol fc!ln~s 
from the Boghcal modeling mrsthods prwioidy 
described. Plant startup, u'rd aay ylant-.rtibe 
state change. fallows a p re that cuts acrass 
subsystrm ho~wdzries. rhis rcsultq in p a c k a p  that 
contaiia a mixture of associated s i d ~ y ~ t ~ ~ ~ i .  
distinction betweeo prime and vyport  sysi 
tends to disappear as they arc package,? tog 
alloviag the procedures to eaable 4mk syaicm by 
simple commaads. 

'Fbe packages ef control saftawnt c thzt arc foiacd 
contain both DEDs aed ST-Ds. Actual!y, thc LSPR 
system is primarily driven by stat2 transitioiis 

implcmentatien free, consists of t-" 'Lwn s?1 

diagrairtming {ERD), is not done for this sy,,:: Et .  rn at 

diagrams that it p r ~ i d e s .  'ibis inieg- '  La'ien al:ovs 2 

- 
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Fig. 3.4. T@eve# &gram which sk~wii data ttows for automated p k t .  



ORNE-DWG 84-18208 

State identifier 

I. .-...._.... ~ ..... 

. . .-- 

I-.---.- 

--.- 
Local control systems 



31 

3.4.1 Package 1.0 

The model for the planner (11.0) and situation 
assessment (6.0) packages is taken from an analysis 
of operator decisionmaking tasks (Rouse: et al. 
1984). The analysis concludes that decision making 
can be modeled by three related tasks: { 1) situation 
assessment, (2) planning and commitment, and 
(3) execution and monitoring. The relat~onsh~p 
among these three decision tasks iS shown in 
Fig. 3.6. 

Execution and monitoring proceeds dimtly from 
the a priori situation, plan, and expectations. flow- 
ever, because execution of a plan seldom results in 
exactly what was expected, updating is required 
even if deviations are never sufficient to prompt the 

situation assessment task. These general tasks can 
be further subdivided as shown in Fig. 3.7. Elabora- 
tion on these tasks can be found in Rouse et al. 
(1984). 

Execution and ~ ~ ~ n i t o ~ ~ ~ ~  are accomplished by 
the packages or subsystem of the automated con- 
trol system under the mnrmmd of subsystem 1 and 
subsystem 6, which are carrying out the planning 
and ~ m ~ ~ j ~ i ~ e n t ,  and situation assessment tasks, 

ctivcly. Subsystem 1, the planner that decides 
zU changes in the overall state of the plant, is 
shown magnified in Fig. 3.8. Data are supplied by 
the operator, in the form of requests to package 1.1, 
generate alternative paths, and this package finds a 
set of possible states through which the plant must 
pass. The generation function of package 1.1 may 
consist of either a multivariate search of possible 
states from a data-base library or a rule-based state 
generation process based on some form of auto- 
mated reasoning or expert system. The range of 
possible states and their sequences are then 
evaluated in package 1.2. Based on this evaluation, 
the final paths for the plant are selected, and sys- 
tem target ~ a ~ ~ ~ e t e ~  me selected from a data base 
of plant operational ~ m ~ t a t i ~ n s  and specifications in 

ithila the library of plant modes and states in 
the planning s u ~ ~ ~ s t e ~ ,  an oucrall transition 
~ ~ ~ ~ ~ ~ i ~ t ~ ~ n  is present to guide the on- making 
and sequence-selecting process. Figure 3.9 shows a 

transition diagram, although incomplete, for 
the plant. Many of the transitions have been left 
out, especially those for shutdown. Associated with 
each stiite are a variety of possible equipment and 
subsystem operational statuses. Table 3.2 lists some 
of these statuses as initial conditions for the cold 
shutdown state. Many variations of the cold shut- 
down state, or for that matter any state, exist 
because of different possible initial conditions. To 
take the piant from its current state to the destina- 
tion sktte, each set of these conditions will require a 
different sc3quenc.e of slates or actiorns of subordi- 
nate subsystems. 

Tbe: ~ ~ ~ i ~ a ~  wnditions, initial spate, and destina- 
tion state are passed to the amfiguration subsys- 
tem, package 2.0. (Details art: shown in Fig. 3.10.) 
With this information, a string of connecting states 
and their transitions are selected either from a 
library of precalculated state transition diagrams or 
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1mpie;nentation of plan 
Observation of consequences 
Evaluation of deviations from expectations 

e information sources 

Selection among alternative information sources 

Evaluation of alternative courses of action 
Selection among alternative courses of action 

by a rule-based processor in package 2.1. Package 
2.2 then executes the actions spcified by the state 
transition diagram to step the plant through the 
necessary sequence of states. The execute package 
monitors for conditions that allow the next transi- 
tion to proceed and sends a signal to the ~~ontinnaaus 
system supervisor enabling it to fimctian at the 
appropriate time. 

Based on the initial conditions given in Table 3 2 
and the initial and final plant states of "waiting in 
cold shutdown" and 'minimum power under supes- 
visory control," the state transition sequence in 
Fig. 3.1 1 was selected. The sequence strings 
together four inner states: (1) nonnuclear systems 
starting, (2) reactor starting and additional nonnu- 
clear systems starting, (3) reactor and plant heating 
up, and (4) power increasing from zero to mini- 
mum. To initiate a transition to the next state, 
five canditions must be satisfied and monitored: 
( 1 )  plant startup signal from planner activated; 
(2) loops started, condensate cleanup completed, 

and turbine on turning gear; (3) reactor critical, 
vacuum established, and turbine auxiliaries operat- 
ing; (4) hot shutdown temperatures reached, steam- 
line prewasnied, turbine-generator prewarmed, and 
steam generator chemistry within specification 
limits; and ( 5 )  minimum power reached, feedwater 

By on supervisory control. These conditions are 
available either from the data-handling system or 
from the lower-level controllers invoolved with pro- 
ducing the state. When the conditions are met, the 
actions shown beneath thcm in the chart are 
invoked. The next slate occurs immediately because 
the actions arc associated with the transitions. This 
is characteristic of a Mealy model in which the; 
states are predominately a passive aspect of the: 
control system. The state, in this model, represents 
a waiting p e r i d  in which the control system contiti- 
ues paforming those functions connected with that 
state until cxternal conditions occur that allow a 
transition to a new state and thus a new set of 
functions. 



1.0 Plan  Sequence o f  P l a n t  Mode Chdnyes  

Confidence t h a t  Cost o f  e x e c u t i n g  'rime t o  accorr~pl i s h  
t h e  sequence o f  the sequence o f  the  end mode 
modes will succeed modes 

3.4.3 Package 5. 
Consider now package 6. 

age provides an assessment 
state. The assessment eon 
of the current situation and an i ~ ~ ~ ~ ~ t ~ ~ ~  
plant equipment availability. Figcare 3.12 s ~ ~ ~ s  t 
inner detail. of 4.8. ~ r ~ s ~ o ~ ~ t ~ o n  6.3 operates 
separately from the other transf~ 

t &ita with preestab 



This rnodc 
t r ans i t i on  
was 
selected 

L 
c_____ ....... ..- 

........... ____ ............... 
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-. 
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1. 

L... ........... ...... 
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.............. 
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..... ___- ...... 
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i k i t i n g  iii 
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__I 

I P 

.--..I r-- L -- 
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Control 
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........ . 
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__ ...... ... 

....-.-.- 
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....... 

NOTE: GOI-# i-efei-s t o  the  general oper-ai-iriy inst ruct ions t h a t  
apply t o  the  indicated trarrsi t i  on. 
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6.0  I d e n t i f y  Current P l a n t  S t a t e  

-- 

Real -tirrie p l a n t  d a t a  .--___3_ 

o f  current 
s i t u a t i o n  

F i  1 ter 
-x - 

S e l e c t e d  s u b s e  
\ o f  p l a n t  d a t a  

I_ 

Rea l - t ime  p l a n t  d a t a  

----r 
s a v a i l a b i l i t y  

C r i t e r i a  f o r  
o p e r a b i  1 i t y  
o f  equ ipmen t  

Fig. 3.1%. inner detnih of Package 6.0 from top-hel diagram. 
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w,ntrol prime plant systems, con- 
sists of eight ~ o w e r - ~ e v ~ ~  packages, each 
~ r r m ~ n d ~ n g  to one of the prime plant systems, 
These packages are shown in Figg. 3.14 with their 
input and output data Wows. The 

ws of data that will be a 
by the system within the package. A 

data flow path may consist sf continuous or intes- 
mittent data types and most likely dws not repre- 
seat a single element of data but i s  
~ ~ ~ ~ ~ t ~ p ~ ~  streams or packets that are g 
a common name. The  dash^^ lines rep 
flows and prompts that activate internal features of 
a package. The control flows provide only one bit of 
informat~~n, either being on or off. 'The prompts are 
momentary control flows that initiate an action 
(e.& set a condition for a state t r ~ n s f ~ ~ a t ~ o n  OF 
enable a data tsansforomation). The control flows 
may also be grou under a common name. Con- 
trol flows are generally associated with producing a 
structural change within a package, whereas data 
flows are operated on by a package to produce new 
data flows. In Fig. 3.14, any off-on signal or group 
of off-on signals entering 0s leaving a package i s  
represented by zt dashed line, 

3.4.5 Package 5. 

The control support systems package consists of 
six lower-level packages (see Fig  3.15). The par- 
ticular set of subsystems, whose control. is 
represented by these packages, is selected to best 
carry out the sequence of actions required by the 
equipment design and the interconnection of sys- 
tems. We consider the pr ures and the advice of 
subject matter experts to be the best source of 
instructions for startup and operation of a normally 
functioning system. Thus, the packaging of the ele- 
mental actions derived from these sources proceeds 
in a bottom-up m d e ,  The same solid and dashed 
line data and control flow representations apply to 
package 5.8, 

3.4,6 Magnification of Package 4 0  and 5.0 

Data and control flow, as well as stored data, 
needed for the functioning of each subpackage of 
the prime and support packages of 4.0 and 5.0, are 
shown in the next sequence of figures. (Pachgm 

4.0 and 5.0 are lumped together in these figures,) 
The first of the sequence, Fig. 3.16, shows the 
demand signals coming from the supervisory pack- 
age, 3.0. These flows are compos& of setpoints 
from the upper level feed forward supervisor and 
coordination vectors (containing interaction vectors 
and Lagrange multipliers) from the second-level 
optimal coordinator. An afferent flow of state vec- 
tors and adjoint vectors returns to the coordinator, 
although not shown on the figure. Further details of 
the supervisory system are given in Sect. 4. 

Tlhe second figure of the sequence, Fig. 3.17, 
shows the dimntinmous commands (control OX" 

prompt signals as described previously) that come 
from the configuration package, 2.0. These flows 
emanate from the actions listed on the state transi- 
tion diagram in Fig. 3.11. For the most part, these 
flows are primative; that is, they cannot be further 
dewomposed. As in the continuous supervisory case 
above, afferent flows are not shown. These afferent 
flows carry information to the configuration 
package that establishes the conditions allowing the 
next state transition to occur. 

The third of the sequence, Fig. 3,18, shows plant 
data flowing from the data-handling system 
represented by package 7.0 together with the store 
of real-time plant data. Most of these flows are 
continuous variables and parameters. To clarify the 
contents of these flows, a data composition specifi- 
cation is given in Table 3.3. Some of the simpler 
data flows do not appear in the table. The operators 
used in the specification follow the conventions of 
DeMarco (1979), which were adapted from the 
Bacus-Nauer form. The symbols are defined as 
f0Ilows: 

Sym$U$l Meaning 
= is composed of + and, along with 
fl iteration of 
[I  choose only one of 
() optional 
** comment 

The fourth of the sequence, Fig. 3.19, shows data 
flowing to actuators and bottom-level controllers, 
which are directly connected to the controlled 
devices. Both continuous variable and off-on signals 
are shown. Table 3.3 also contains the data compo- 
sition for this figure. 

The fifth in the sequence, Fig. 3.20, shows 
single-bit control signals passed between the pack- 
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Fig. 3.17. DIscoatinu~ls foermaads (prompts) from d g w a t i o a  Package 2.0 to Mlplwrl nml prime packages. 
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r packaging of suhsys 
izes the interfaces between s ~ ~ s ~ s t ~ ~ $  ( 
control signals and p r o ~ p t ~ ~ .  "he sche 
organize top-level packages 4.8 and 
cross connections, Not shown on bh 
inhibits, permits, and other ~ r ~ ~ ~ ~ ~ ~ ~ ~ t  l ink  that 
are shown in Table 3.1. 

The sixth and final figure of the 
Fig. 3.21, shows stored data uxd. within 
packages of 4.8 and 5.0. Some sf these data are 
updated periodically;  me remain fixed far the 
of the plant. The system for updating these i n k  

be a part of the data-han ling system, package 7.0, 
or the high-level planner, package 1.0.. 

Illustrating the techniques to a fwtber level of 
detail, the subpackages of the prime and support 

stores i s  not aiscusse* ~~w~~~~~ that f~m,pim c 

control systems are magnified one more level, and 
in some cases two more levels of detail. Appendix B 
contains child diagrams for the 14 packages of 
Figs. 3.14 and 3.15. At this level, state transition 
diagrams are packaged with the data flow 
diagrams, and their interactions are visible. Also a 
data-conservation rule is observed each parent 
package (or bubble) must have exactly the same 
input and output data and control flows as the child 
diagram one level below it. 

As discussed previously, these diagrams are 
incomplete; however, they form a framework onto 
which more plant maneuvers can be mounted until 
a reasonable Phase 1 system i s  formed. Then the 
subsequent phases of designing an intelligent auto- 
mated control system can be added to the frame- 
work. 
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4. DISTRIBUTED AND HIERARCHICAL CONTROL TECHNIQUES 
FOR CONTINUOUS LARGE-SCALE SYSTEMS 

4.1 XNTRODUflION 
This section develops the continuous-variable con- , 

trol system that comprises package 3.0, supervise 
prime plant systems for optimal control and coordi- 
nation, of Fig. 3.4 in Sect. 3. 

As previously discussed in Sect. 2, the automated 
control system should be designed to improve 

1 I reliability, availability, and robustness of the 
plant; 

2. coordination of plant control during normal 
operation, low power level operation, and contin- 
gencies; 

3. efficiency of plant operation through tightened 
control at the local level; and 

4. hardware and software flexibility for later modi- 
fication. 

A distributed and hierarchical control system is out- 
lined to achieve these objectives and to improve 
overall plant dynamics. 

The domain of the continuous-variable control 
system for the prime plant systems should extend to 
the various conditions of steady state (used here in 
the classical sense of an equilibrated system whose 
variables are essentially stationary), dynamic (con- 
trasted with steady state), disturbances (noise and 
perturbations in the process variables), and faulted 
equipment. To cope with the latter condition of 
faulted equipment, a system must generally exhibit 
decision-making capability and be capable of dis- 
continuous actions as described in Sect. 3. Thus, 
major shifts in function and restructuring of the 
physical process can be made to adapt the system 

The control system developed in this section 
reflects the need to improve dynamic performance 
of the power plant as a whole to meet possible 
future requirements for maneuvering plants more 
rapidly. In general, steady-state control of a plant 
poses no exceptional problems; therefore, the con- 
tinuous control system configuration presented at 
the end of this section relies on existing techniques 
for steady-state control. 

The ability to retain control of the graces in the 
midst of either externally or internally generated 
disturbances is one measure of robustness. The 
extent and shape of the homeostatic region 
described in Sect. 2 can be determined partly by the 
disturbance-handling capability of the control sys- 
tem. Although disturbances are important to 
include in the system development, this was not 
done at this time. 

In Sect. 4.2, the prime systems of the large-scale 
prototype breeder are described. Section 4.3 sum- 
marizes the linear models necessary for designing 
advanced control systems. A supervisory control 
structure, developed using classical control tech- 
niques, i s  proposed for LSPB in Sect, 4.4. This 
supervisory controller becomes the upper-level con- 
troller uf the proposed biemchical system. Both 
continuous and discontinuous distributed hierarchi- 
cal contxol systems and their functions are illus- 
trated in Sect. 4.5. In Sect. 4.6 and 4.7, a phi- 
losophy and design of distributed and hierarchical 
control is given with application to ESPB. The 
niodularization achieved from distributed and hier- 
archical control increases reliability of the system, 
improves flexibility for later modification, and facil- 
itates system trouble shooting. 

to the failures encountered. Design for failed equip 
men!. is a feature that proceeds from Phase 3 efforts 
as described in Sect. 2. The techniques for Phase 3 
design are the same as those. for Phase 1, as Phase 

4,2 DEsIclRIpTIONs 
FOR W E  LARGE-SCALE PROTOTYPE 
BREEDERREACTOR 

3 work is built on Phase 1. The work that follows is 
restricted to Phase I design. 

The large-scale prototype breeder reactor (LSPB) 
provides a good example to illustrate the philosophy 
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and structure of the control system develo 
this report because of the availability of data from 
General Electric (GE) and Westinghouse. A plant 
schematic and heat transport system schematic of 
LSPB are shown in Figs. 4.1 and 4.2 respectively. 

The LSPB is a liquid-sodium-coolant fast-breeder 
reactor plant containing a reactor, primary and 
intermediate heat transport systems, a once-through 
steam generator system, turbine-generator, and 
feedwater system. 'The plant is a four-loop configu- 
ration, producing 3500 MW(t) and 1350 MW(e) 
gross output. Load changes are designed to be 
accommodated at ?z3% or less per minute. A step 
load change of k 10% power also can be accommo- 
dated throughout the normal power range of 100 to 
40%. The thermal hydraulics are designed such that 
(1) the nominal turbine inlet steam pressure is at 
2200 psig with peak error of 300 psig and a 
steady-state error of 110 psig and (2) the nominal 
turbine inlet steam temperature is at 850°F with 
peak or steady-state error not to exceed 15°F for 
10% power demand step. 

Brief descriptions and summaries of linearized 
state equation models for reactor, intermediate heat 
exchanger, a once-through steam generator are 
given in Sect. 4.3. Detailed models of these subsys- 
tems are given in Appendix C. T'hese models haw 

to this application of him 
trol from the work d various researchers. The 
models for tiirbiine and feedwater systems are not 
yet final and hence are not includ 

A steady-state program for th 
can be obtained from the GE data given in 
Figs. 4.3 through 4.5. Variations in temper 
and steam pressures as a function of thermal 
are plotted in Fig. 4.6, illustrating the steady-state 
program. 

4.3 s 
Successful design of control systems implies that 

a mode8 of the process is needed. A good model i s  
imperative; however, an extensive, high-order m 
i s  not necessarily better for control purposes than B 

computationally too expensive to run repeatedly, 
and it also contains more nonmeasursd state vari- 
ables. Developing a g modd for a complex plant 
is usually a major effort. Extensive literature i s  
available on this subject (Atary and Shah 1972; 
Chen 1976; l h v i s ~ n  1955; Kerlin et al. 1977; 
Kerlin and Katz 1983). 

In classical control design, an input-output 
description is used, and in advanced control tech- 

el. A high-order m 
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niques, a state variable model that usually requires 
linear reiationship between variables is used. Such 
linear models may be derived from a set of non- 
linear equations that describe the process (e.g., 
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LSPB). Consider a rn el of the process of interest 
in the form 

x = f (2, F) 

where x is the state vector and iT is the control vec- 
tor. The ebjest of a controll system is to fin 
which produces the desired (reference) respnso X' 
for the process. The desired response may be 
obtained in at least two ways: (1) throagh optimal 
control techniques and (2) by spcifying desired 
control as a function of specific conditions. I-lcrc, a 
feed-forward reference control, u* (PL) ,  as a func- 
tion of power level demand is spccifid to obtain the 
desired steady-state program for the plant. Then 
u*(PL)  can be used to find the steadystate refer- 
ence state vector, X*(P,),  by solving 

y - f(X", u*) B) , 

....... TRO TIPI I -, TISO 

The feed-forward controller keeps the plant close to 
the reference values. The desired linear m 
be obtaincd from 

x --- AX + Birr 

and 

To obtain distributed and hierarchical control, 
linear models are needed for the ~ ~ ~ s ~ s t e ~ s  of the 
plant. In this section, linear models are described 
for the three systems: reactor, intermediate heat 
exchanger and steam generator. The models for tur- 
bine and feedwater subsystems are not yet final. 
These three models, derived from the existin 
literature, are presented here to illustrate the apph- 
cation of distributed and hierarchical 
I S P B  (see Sect. 4.7). .4 blmk diagram s 
ferent subsystems of the LSPB plant i s  shown in 
Fig, 4.7 with appropriate laheling. 

4 A 1  ~~~~~~~ 

Sect. 4.2. The mathematical model presented here, 
based on Demore: and Matta (1975), IIuytah 
(19729, and Weaver (1967), rcprsserats the kinetics 

A summary description of LSP 
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of a point reactor with two groups of delayed neu- 
trons and care thermodynamics. A schematic of the 
reactor system is given in Fig. 4.8. Mathematical 
equations representing the reactor are given in 
Appendix C. 1. 

The state variables are neutron flux, two precur- 
sor concentrations, and temperatures of fuel, clad, 
coolant (average), plenum metal, and coolant (at 
core inlet). The inputs included control and interac- 
tion variables. 

x, =x, 

The external inputs are rod reactivity, primary flow 
and reactor inlet temperature. 

therefore, 

where A I  = 8 X 8 and B 1  = 8 X 3 matrices. The 
input-output relation can be represented by the 
black diagram shown in Fig. 4.9. 

4.3.2 Intermediate Heat Exchanger 
A counterflow intermediate heat exchanger with 

shell is shown in Fig. 4.10. The response of a coun- 
ter flow intermediate heat exchanger to inlet tern- 
pexature and flow rate perturbations is considered 
(Ball 1964). A lumped model is shown in Fig. 4.1 1. 
Bath flows in the intermediate heat exchanges are 
sodium for LSPB. Mathematical equations for an 
intermediate heat exchanger model are given in 
Appendix C.2. The linearized state equations take 
the form 

where the state variables are the temperatures of 
primary sodium (mean), outlet primary sodium, 
metal tube, inlet and outlet secondary sodium, 
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and external inputs (adl) are primary and stcon 
inlet temperatures, primary and intermediate flows, 

5 X 5 matrix and A, = 

BI .7== 5 X 4 matrix . 

An input-outpiat block diagram for an ~ ~ t ~ ~ ~ ~ ~ a ~ e  
heat exchange: i s  given in Fig. 4.12. 

4.3.3 Steam Generator 

'Ttrcre are several designs for steam generators. In 
nuclear powcs plants, recircdatioss and once- 
through steam gene-ators (OTSGs) are geracrally 
used. In a recirculation generator, the recirculation 
flow i s  usmaliy larger than the feedwater Wow, and 
it produces dry or slightly wet saturated steam. Of 
thc recirculation types, the U-tube and drum eva- 
porator are most cornnncn. The latter ty 
external recirculation loop between the cvapcarator 
and the steam-water drum. 

0nce-through steam generators usually prduce 
suprheated steam with the secondary coolant fully 
evaporated in the lipper tube-bundle region. As a 
consequence of superheating, the BTSGs usually 
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achieve higher thermal efficiency and smaller corn- 
pnent size than, for example, IJ-tube steam gen- 
erators with comparable capacity. At the same 
rated power, OTSGs have a lower secondary flow 
rate and lower mass inventory in the secondary side 
than systems with a U-tube configuration, This 
results in less stored energy and faster response to 
external thermal perturbances for the BTSGs. 
(Recirculation can also occur in OTSGs with s t e m  
aspirated feedwater for feedwater heating.) 

derived from several sources (Broadwater 197’7; 
Chen 1976; Demore and Matta 1975; Joyner 1984; 
Kerlin and Katz 1983; Zhiwei and Kerllin 19831, is 
described €or a OTSG. In the steam generator, the 
subcooled feedwater enters the tube-bundle region, 
flows upward, and starts receiving heat from the 
tubs. The secondary coolant reaches saturation and 
soon boiling starts. Evaporation is completed, then 
superheating occurs in the upper portion before the 
steam exits from the generator, Thus, along the sec- 
ondary coolant path, two important boundaries 
mark the transitions from subcooled to boiling and 
from boiling to superheated regions. 

The secondary flow exists between the shell and 
outer tube wall of the steam generator, and the pri- 
mary flow (sodium) exists inside of the tube. 
Hence, the OTSG is a counterflow, shell-arid-tube 
heat exchanger, 

Zn this study, a simplified mathematical m 

4.3.4 Steam Generator Model 
Tbe two-phase heat transfer and flow problem is 

quite complex, and many model formulations exist 
based on different sets of simplifying assumptions 
to reduce this problem to tractable form. Using a 
lumped parameter model, Chen (1976) and Broad- 
water (1977) have modelled a OTSG system. The 
simplified model presented here is based on the 
work of Chen and Broadwater and personal conver- 

sation with Luther Joyner (1984). A schematic of 
the steam generator to be modeled is shown in 
Fig. 4.13. As shown in the figure, the steam genera- 
tot is divided into subcooled, boiling, and superheat 
regions on both the primary and secondary sides. 
To obtain a simplified model, two basic assumptions 
are made: 

1, The outlet temperature of the region (lump) is 
the representative region temperature. 

2. The heat transfer between primary and second- 
ary is instantaneous, thus eliminating lumps for 
the metal tube. 

These assumptions result in a model with three 
primary coolant lumps: one superheat steam lump, 
one saturation boiling limp, and one subcooled 
lump. ‘The mathematical equations describing the 
  nod el are given in Appendix C.3. A linearized 
model resulting from the detailed mathematical 
equations is summarized below. Based on the 
linearized model, distributed and hierarchical eon- 
trol design is detailed in Sect. 4.7, The linearized 
model consists of primary temperatures at 
superheat, boiling and subcooled regions, secondary 
temperatures at superheat an subco&.$ regions, 
boiling length, subcooled length, and steam pressure 
as state variables 

and primary input temperature to steam generator, 
intermediate flow, feedwater enthalphy, feedwater 
flow, and turbine inlet valve coefficient as external 
inputs 

The linearized state equation is given by 

where As ;= 8 X 8 matrix and Ss = 8 X 5 
matrix. 

An input-output block diagram for the steam 
generator is given in Fig. 4,14. 
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This section suggests a! supervisory control struc- 
ture using the classical control. techniques that are 
used in the nuclear industry. This qualitative study, 
based on the existing literature (Chea 1976; Bell, 
Cook, and Munro 1982; Demure and Mntta 1975; 
Schultz 1961; Ball et al. 1982; and Daniel, 1984), 
offers a philosophy and structure. This section 
develops the role of the upper-level supervisory con- 
troller for the distributed and hierarchical control 
presented in Sect. 4.7. The classical technique uscs 
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of primary flow leads to undesirable interrctiomr 
problems. 

The (iE simulation studies (see Figs. 4.16 
through 4.19) have shown that the intermediate 
flow rate perturbation has greater effect on stearn 
generator outlet ternpcraturc than ow steam paes- 

I 
Feedwater hcadcr pressure 
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suw A dynamiz-lly wmlxnsated (PID control) 
temprmtiirre error sigawl, (the difference between 
the 85Q"P; setpint and steam generator outlet tem- 
pr,mture) is used as a rcgdatar signal in addition to 
the feed-forward intermediate flow demand signal 
from tho, supervisor in controlling intermediate flow. 
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A feed pump supplies water to the steam genera- 
tor via the feedwater regulating valves. The steam 
from the generator passes through the superheater, 
emerging as superheated dry steam for the turbine 
supply. Feed flow into the steam generator can be 
changed both by the feedwater pump speed and by 
a position adjustment of the feedwater regulat- 
ing valve. If realistic valve openings are to be main- 
tained, adjustment of the feed valve position alone 
has little effect on the feed flow because an 
uncontrolled feed pump acts nearly as a constant 
flow device. The feed valve positional changes need 
to be backed up by changes in f edpump pressure. 
A backup controf is needed to monitor changes in 
pressure drop across the feed valve and adjust the 
feed pump to maintain at least a minimum differ- 
ential pressure across the feed-regulator valve. Con- 
stant feedl valve differential pressure makes feed 
flow approximately proportional to feed-valve 
position. 

The output of steam to the turbine, which deter- 
mines the turbine-generator power output, is con- 
trolled by adjusting the turbine inlet control valves. 
When the power output changes, the feedflow must 
be changed to match steam flow under transient 
conditions; the steam pressure greatly influences the 
operation of the steam generator and turbine. A 
dynamically compensated pressure error signal 
(error between the 2200 psig setpoint and actual 
steam pressure) is used as regulator signals for 
feedwater flow and turbine power. These regulator 
signals am superimposed on the respective feed- 
forward supervisory demand signals. 

The supervisory controller outlined in this section 
provides the initial trajectory for power assent or 
descent. It does this by pre-establishing operational 
setpoints in advance of the actual condition of the 
system. The setpoints are known in advance 
through off-line simulation analysis. However, these 
setpoints provide only a w a r n  adjustment of the 
system control variables. Trimming of the system is 
accomplished by minor adjustments of the control 
variables (e.g., reactor temperature, intermediate 
loop flow rate, and feedwater flow rate) using both 
steam outlet temperature and pressure as reference 
signals.' This controller along with the necessary 
local loop controls can provide steady-state control 
of the plant and some degree of control under 

*Further details on the supervisory controller outlined in this 
=%ion are available (Daniel 1984). 

dynamic conditions; however, improved dynamic 
response and restraint of the plant parameters (Le., 
minimization of parameter excursions under 
dynamic conditions) i s  possible by introducing 
another layer in the hierarchy of control that coor- 
dinates tbe local controllers for minimum error. The 
coordination layer and combined system of supewi- 
sor and coordinator are discussed further below. 

4.5 DE-ION OF DISflltlBUTED 
AND HfERARCHICAt CONTROL 
OF LARGE-SCALE SYS'EMS 

Distributed and hierarchical control systems have 
evolved over the last few years: (1) as a natural 
outcome of the need to classify process control 
functions by process area and the level of control 
function, (2) because of unreliability of direct digi- 
tal control (DDC) systems, and (3)  because of the 
availability of microprocessor-based computers for 
local controllers. This evolution has occurred as 
processes have become increasingly large and 
complex, leading to more stringent demands on con- 
trol system performance. Similar to the manage- 
ment of a large corporation, industrial control sys- 
tems have acquired the characteristics of distributed 
and hierarchical organization. 

A large-scale system may be described as a com- 
plex system composed of a number of constituents 
or smaller subsystems serving particular functions 
and governed by interrelated goals and constraints. 
One of the interactions among subsystems is hierar- 
chical. A subsystem at a given level controls or 
coordinates the units on the level below it and is, in 
turn, controlled or coordinated by the unit on the 
level immediately above it. 

A large-scale system can be hierarchically con- 
trolled by dividing (decomposing) it into a number 
of subsystems and then coordinating the resulting 
subsystems to transform a given integrated sys- 
tem into a multilevel one. A hierarchical control 
strategy for a large-scale system is shown in 
Fig. 4.20. The two basic structures in hierarchical 
(multilevel) systems depend on the model parame- 
ters, decision variables, environment, and goals and 
can be described as follows: 

1. Multiechelon hierarchical structure. This 
structure consists of a number of subsystems 
situated in levels such that each one can coordinate 
lower-level units and be coordinated by a higher- 
level one. The distribution of control tasks is 
horizontal. 
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2. Mtaltilayer hierarchical structure. This struc- 

ture i s  due to complexities involved in a decision- 
making process. The control tasks are distributed in 
a vertical division. For the multilayer structure, 
regulation (first layer) acts as a direct control 
action, followed by optimization (calculation of the 
regulators’ optiinal control using a decision rule), 
adaptation (direct adaptation of the coratrol law and 
model), and self-organization (model selection and 
control as a function of environmental parameters). 

These structures fall within the realm of continu- 
ous control. Another important field of control is 
that of discontinuous control (batch, logical, m 
sequence control, etc.). This, too, has its hierarchy. 
Electric and mechanical interlacks must be bellow 
the prmess sequence of events control, which i m  
turn is below batch operational directives/suprernal 
coordinator (or supervisor). Some of the concepts of 
discontinuous control are discussed in Sect. 3. 

Figure 4.21. shows a distributed hierarchical sys- 
tem with continuous and discontinuous control. 
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This distributed and hierarchical structure allows 
niodularization, which increases reliability of the 
system, improves flexibility for later modification, 
and facilitates troubleshooting. A h ,  it is possible 
that each function can be designed, engineered or 
programmed, tested, debugged, and documented 
independently. A possible configuration of a data- 
acquisition and distributed control is shown in 
Fig. 4.22. 

them, several studies (Atary and Shah 1972; Bjorlo 
et al. 1970; Blomsnes et al. 1972; Cummins et al. 
1973; Frogner and Grossman 1975; Lipinski and 
Vacroux 1970; Oguri and Ebizuka 1975) are rele- 
vant to the work presented here. In these, a linear 
dynamic model, a quadratic performance index and 
a Gaussian stochastic assumption have been used to 
design a feedback controller. 

In the above methods, no hierarchy is used. 

Communications 
Processor and 
display uni t .  

Computer i s  used for  

t o  monitor plant 
performance. 

calculations required . 

Main Computer and Memory 

ORN1,-DWC 84-18237 

Memory is  used t o  maintain 
current values o f  monitored 
plant parameters. 

Mi crocomputer 
Imp1 emented 

Local control 
and 

Data Acquisition 

Sensors and Actuators 

Fig. 4.22. Atectimtll d i g u r a ~ o n  of B disbibutod conh.el ped data acqtdddon system. 

In the context of this report, continuous control 
implies the use of continuous signals representing 
physical quantities such as temperature, pressure, 
and flow. Discontinuous control is defined as a 
series of monitoring and control functions per- 
formed in a predetermined sequence, which may be 
repeated at prescribed intervals or on demand. This 
is different from continuous process control, which 
operates to maintain process variables at or near 
given tra-kctory or setpoints as the case may be 
without direct reference to a sequence of events. 

4.6 5iWaF SURVEY OF PREVIOUS 
OPTPIMAL CONTROL DESIGNS 
FOR NUCLEAR REACTORS; 

In the past, several optimal control systems have 
been designed for nuclear power plants. Among 

Hence, the methods are complex in terms of com- 
putations involved in the estimation of plant state 
and implementation of controllers because the prob- 
Yern must be solved globally using all the plant vari- 
ables. The method used in this study is similar to 
the ones used in the above references except for the 
hierarchy. By dividing the nuclear reactor power 
plant into several subsystems (reactor, intermediate 
heat exchanger, steam generator, turbine, and feed- 
water), and using a hierarchical structure, optimal 
controllers are designed for each subsystem that 
take into consideration interaction between subsys- 
tems. The hierarchy is chosen such that it provides 
an overall optimal controller for the total plant with 
greatly reduced computations (k, a few multipli- 
cations) at higher levels in the hierarchy. At the 
lower subsystem level, the designing of local opti- 
mal controllers is simpler than that of designing the 
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global one because the subsystems are of a lower 
order than the overall plant order. 

The control design currently used in thc nuclear 
industry is based on classical control and is gwer- 
ally implemented by analog circuits. The coatrd 
system i s  a collection of single-input, single- output 
loops with fairly strong interaction between many 
of the loops, and sometimes with competing con- 
trol objectives. For a multivariable system, such 
as a nuclear power plant, a distributed and hierar- 
chical control system seems to of€ep. technical 
advantages. Local subsystem optimal controll~ss 
and sensory data processing can be implemented 
by microcomputers. 

4.7 THE IN'lXRA 
APPROACH FO 
DIS'1(7RIRIJTED 
CONTROL SYSTEMS 

The chosen objective is to design a control system 
for a large-scale nuclear plant with a load-following 
capability. The basic control approach adopted is to 
design a regulator control coupled with a feed for- 
ward action from thc load demand. Then, a distii- 
buted and hierarchical control coerdinator is 
designed using an interaction-predicticpn approach 
(Findeism et al. 1980; Jamshidi 1983). This 
method uses a linear model of the process, which 
was derived in Sect. 4.3, and a linear quadratic per- 
formance criterion (decision rule) to design optimal 
controllers for the subsystems taking into 
consideration interaction between subsystems. The 
interaction prediction method provides an overall 
optimal control for the total plant with m ~ c h  
reduced computations. The Binear model described 
in Sect. 3, 

is based 0p1 the assumption that the feed-forward 
controller keeps the plant to the desired steady-state 
program. The matrices A and B are generally 
dependent on the power level. If A and B are 
evaluated at a setpoint (operating power level), they 
are constant matrices. If load following i s  desired 
over a broader range, one may have to 
evaluate the A and B matrices at the middle of the 
range or at several p in ts  along the loa 
use those values. 

Feed-forward control can s p e d  up plant 
response, but a regulator control is needed to baing 

thc plant paratractem (e.g., stcam chest pressure and 
temperature) to desired values. Thus, a linear 
back optiinai controller is designed by minimizing a 
quadratic performance index of the form 

1 
2 J = --- X'(T'3Q X ( T )  

-k s' [XTQX 
2 0  

t- U'XU]df , (4.2) 

where T is the terminal time, arid Q and R are 
weighting matrices chosen by the designer fiom 

simulation studies. 
controller, designed in such a 

fashion, will allow the Aant to fojlow the load 
dernaard and keep the plant parameters at the 
desired values. 

Consider a large-scale linear interconnmtd sys- 
tem, described by Eq. (4.1), demmpsed into N 
snbsystems, each of which i s  described by 

X i ( 0 )  = x, 

i = 1 , 2 ,  . . -  N (4.3) 

where the intems;tisw vector Zi i s  

N 

j :.= 1 
Z i ( t j  = 2 LijXj (4.4) 

er that the actuator dynamics are 
also included in the subsystem model. For I,SBB, 
these slabsystcrns are reactor, intermediate heat 
exchanger (IHX), steam generator, turbine and 
feedwater. The optimal control problem at the first 
level is to h i d  a coatml u j ( t )  which satisfics 
Q s .  (4.3) and (4.4) while minimizing a quadratic 
cost function 

1 
J i  = 2 XT ( T )  QjPCi(T) 

1 
2 
I (4.5) 
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J,. is i* component of J in Eq. (4.2). With the 
interconnection equation incorporated into a 

with 

Lagrangian. the Lagrangian becomes Pi(T)  = QiXj(T) . 

i -1  

I I 1-1 

N + hi ZI - Liryj 

where Pi is the adjoint vector and hi is the 
Lagrange multiplier vector. For given Xi = A:, Zi 
= Z,", L in  Eq. (4.6) is additively separable, that is 

(4.7) 

For the purpose of solving the first-level problem, 
it suffices to assume A* and Zl* are known. Then, 
the optimal controller for subsystem i is obtained by 
Pontriagin's principle 

and 

From the above equations, one can obtain 

with boundary condition 

which is the matrix Riccati 

& ( t )  I - [ ~ j  - ~ i ~ i ( t ) l *  gig$) 

(4.14) - K,(t)Cj&(t) + 
j - 1  

g i ( n  = 0 , 

which is the adjoint equation. 
The subsystem optimal controller, uir is a func- 

tion of subsystem state Xi (feedback) and the f im-  
ing term gi(t), that is, 

The optimal contraller derived e can be anade B 
completely closed loop with the procedure given in 
Appendix D. 

The second-level problem is ~ ~ s ~ ~ t ~ ~ ~ ~ y  updating 
the new coordination vector 
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which can be obtained from Fqs- (4.4) and (4.79, 

_I... aL - - Ai" == - -@,Pi( t )  azi 

thus, making the coordination rule 

(4.15) 

The technique described is sutlpmarized in the 
next section as a set of procedures that can operate 
in the software of B control system. 

prwedurc i s  suggested 

trol. Steps 1 and 2 are performed as off-line calcu- 
lations. The remaining steps (3 through 9) are on- 

Stxibut4 0ptim.d con- 

line: 

Step 1. 

Step 2. 

Step 3. 

Step 4. 

Step 5. 

Step 4. 

Step 7. 

Step 8. 

e ( t )  - 

Solve N indeperndeot matrix Wiccati equa- 
tions, Eq. (4.13) with K,(Tj  = Qi and 
store Ki(! ) .  

For initial A ~ * ~ ,  z ~ + ~ ,  solve adjoint 
Eq. (4.14) with g i (T)  z= 0 and store g, ( t )  
for all saibsystcms. 

Solve state Eq. (4.12) and store X , ( t )  for 
all subsystems. 

Compute optimal. control I R ~  for each sub- 
system using Eq. (4.1 1 ). 

Compute P i ( t )  using Eq. (4.10). 

Transmit X l ( t )  and P i ( t )  to second Icvel. 

At the second level, update coordination 
vector [Xi* ,  Zi*IF using Eq. (4.15). 

Rep& the updating of csordinatiosa vector 
several times until the total system interac- 
tion error 

Step 9. 

'4 large-scale plant nxdd usiwalky incirdes 
some variables in X that WFC not iineas~~abls;. Fznrth- 
eemnse, the meas~md variables are oftw w r m i d d  
by noise intrduced by tEz sensors. Tberc we bond 
to be discrepancies hcbwxn rcal plant 2nd mathe 
matica! models Owe is thim face3 with the problcm 
of abtainimg an estimatc sf state h r  IISC: in th- %, wm- 
piitation of the optimal feedback C Q ~ ~ T E ? $ \ C T  Several 
&in ation procedures arc available in the aiteratuie 
(EykhoM 1974; Frognw and Grossman 1975). In 
the case d distkbpited and hierarchical control, 
local filters arc used to estimate the subsystem state 
vector (Fmdeiscn ct SI. 1980). 

4.7.3 . ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ l  of ~~~~~~~~~~~ ag3d 

I,arge-&ak ~~~~~~~~~ Bredex 

A large-scak prototype bredm reactor is 
described in Sect, 4.2. Mathematical mcd& for a 
reactor, intrrmediatc heat ~~~~~~~~~~ and steam 
generator ate described in Sect. 4-3 and in Appen- 
dix C. Other subsystem m d c k  have not been 
developed fully for inclusion in this rcprt. The 
three subsjlsteng n n d d s  have hclpd in developing a 
hierarchial sti-mcturc fer a large-scale: process. 

A distributed and hiererchicn, control stnrclcur;: 
for LSPB reactor -4th appropriate signal dcsigna- 
tioias i s  shown in Fig 4.24. In this figure, the gen- 
eral structure given in Fig. 4.23 is expanded ts 
include the syccifir: pime: plant subriystems of the 
LSPB. This structure i dudes  a classical supivi- 
sory cmtsdler dxr ibed  in Sect 4.4, an optimal 
coordinator dcxribsd in Sect. 4.7, and !mal deci- 
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sion units (ie., local process controllers). Control of 
the plant can continue with interruption of the opti- 
mal coordination function; however, lack of coordi- 
nation would allow large excursions of the system 
variables during maneuvering; this would restrict 
the rates and ranges of key variables. 

The supervisor and optimal coordinator constitute 
the elements of Package 3.0 (supervise prime plant 
systems for optimal control and coordination) of 
Fig. 3.4. The local decision units are a part of 
Package 4.0 (control prime systems) also shown in 
Fig, 3.4. The request input of the supervisory con- 
troller in Fig. 4.24 is the data flow “target parame- 
ters for supervisory control system” shown in 
Fig. 3.4. 

4.8 SUMMARY AND RECOMMENDATIONS 
FOR FURTHER WORK 

The focus of the control system function and its 
structure developed in this section is on improved 
dynamic performance under normal (or homeostatic 
as definedl in Sect. 2) conditions. The function of 
the feed-forward supervisory controller and optimal 
coordinator is to control the minimum error and 
peak excursion of the subsystem variables. One of 
the features of the interaction-prediction scheme as 
it is applied in the report is the minimization of 
on-line calculations. However, unknown distur- 
bances have not been incorporated explicitly in the 
approach taken. 

To date, the majority of work on the control of 
elxtric power generating plants has addressed 
improved dynamic performance of the normal oper- 
ational mode. Two approaches that have been con- 
sidered are based either on lineariixd state models 
or linear input-output models. Both models have 
advantages. This research investigated the 
slate-model approach, although the design can pro- 
ceed with either. This work is an attempt to break 
new ground in advanced control system design and 
should be considered a basis for further develop 
ment, not as a final solution. 

Some general comments on the control issues 
f a d  in electric generating plants follow (Broadwa- 
ter, personal communication, 1984 ). The hierdrchi- 
cal distributed approach taken addresses only some 
of these issues. Those issues not addressed are cer- 
tainly open for further development. 

1. A highly nonlinear problem exists in incorporat- 
ing time-varying parameters, time delays that 

2. 

3. 

4. 

are a function of load, and other constraints. 
Thus a control system based on linear models 
and simple mathematical performance (cost) 
functions may be either difficult to design, very 
restricted in operation, or altogether insufficient 
to the task of controlling the plant. Therefore a 
tracking constraint monitor is needed. 

Steady-state feed forward must be incorporated 
into the design. Dynamic feed forward, which 
facilitates smooth transititions from one steady 
state to another, should be included also to 
improve tolerance to known disturbances. 
Known disturbances should be addressed in the 
feed-forward portion of the design. 

Feedback regulation should be used to modify 
closed-loop dynamics; however, good stability 
margins should be maintained. if the desired 
dynamics cannot be obtained with sufficient sta- 
bility margins when feedback is used, then 
dynamic feed forward should be used to modify 
the dynamics. Unknown dislurbances should be 
addressed in the feedback portion of the design. 

Provisions for field tuning of the control system 
should be provided. 

Other control svstem amroaches and structures 
may offer advantages in coping with disturbances. 
These approaches may be integrated in various 
ways with the interaction-prediction approach 
described here to better meet the control system 
gwdls of achieving specific plant performance and 
availability. Such an approach is possible by 
extending the ideas developed with state variable 
linear analysis (Johnson 1976). One extention 
employs a nonlinear observer system that estimates 
unknown disturbances entering the plant (Broadwa- 
ter 1984; Broadwater 1983). Thus, total variable 
values, not incremental variable values, are used for 
control. 

For all modes of operation of the plant, the non- 
linear observer is tuned to track the plant. If such 
tuning can be accomplished, the steady-state non- 
linear model along with known disturbance mea- 
surements and unknown disturbance estimates 
may be used to control the plant for all modes of 
operation. 

A linear quadratic-regulator design with full state 
feedback or with only output feedback may be used 
to modify and tune the closed-loop systems dynam- 



ics. The robustness of the design can be tested using haances, is  necessary for applying the statemodd 
singular value thesty (Zektmnaki et al. 1981). To approach. The control engineer must understand the 
ensure stability of the plant re3ponsh3, the regulator process and be able to translate that ~ ~ ~ ~ r s t ~ ~ ~ ~ ~ ~  
feedback may be disconnected or an entirely differ- into a functional and i~nplemertbable nonlinear 
ent regulator may be enabled during specific contin- observer system. 
gency modes. 

Understanding and effectively operating the 
observer system, which estimates unknown distur- 



5. CONCLUSIONS AND RECOMMENDATIONS 

5.1 SUMMARY OF WORK The diagramming techniques used in Sect. 3 are 
simultaneously aids to control design, instruments This reprt addresses the problem Of for documentation and communication, and the 

for Processes basic input data nede$ for software design. The 
such as liquid metal reactor power plants. The 
scope is limited to the development of a perspective 
and stating a general philosophy. The goal is to lay 
the groundwork for the design of integrated, intelli- 
gent, and flexible automatic control systems, To 
provide a g o d  foundation for future design of com- 
plex control systems, the structure and function of 
automated control software are also developed in 
the text. 

multiple uses of the diagramming techniques makes 
them especially useful. The system model can be 
further expanded by including models of stored 
data, a task which was beyond the scofK of this 
report. 

The continuous-variable supervisory control sys- 
tem described in Sect. 4 builds an existing classical 
design to add the capability for optimal control. 
Thus, local and global minimization of extraneous 
variation in key parameters i s  sible during tran- 
sient conditions. 

1. Design of an hierarchical optimal controller far Some of the methods and techniques described 
the LSPB using the interaction prediction are directly usable; others are developmental. Much 
approach as an example of continuous control of the control system described can be inipllemented 

Two control topics are emphasiwd: 

by existing microprocessor technology. However, 
certain aslw;cts of high-leves, decision-making 
capabilities of the automated control system, esp- 

current software capabilities. This not withstanding, 

2. An illustration of the steps involved in bringing 
LSPB from cold shutdown to 15% power level 

example of discontinuous control ~ 

using structured analysis techniques as an cially fop degraded operation, are at the Emits of 

For the LSPB and other plants in various stages 
of concept and design, increased autoqatic action 
and improved parameter behavior can be accom- 
plished by the approach described. Design errors 
that result from poor communication between con- 
trol engineering and software engineering also can 
be decreased by the approach, Classical and mud- 
ern control methods have been combined with 
structured software analysis methods to form a 
framework for complete system design. 

5.2 INTERPRETATION OF RESULlI3 
TFhe methods presented are highly applicable to 

other large-scale reactor systems such as advanced 
LWR and gas-cooled reactors. These methods are 
also useful when designing systems with a lesser 
degree of automation than those proposed in the 
text. In such cases, the methods are useful for 
integrating human subsystems into the overall 
plant. 

an  improvement in control system design would 
result from the implementation of automated con- 
trol with limited maneuverability in the event of 
equipment degradation. A plant amtrolled by a sys- 
tem of the type described in this report should be 
maneuverable so as to follow power load variation 
to a greater degree than presently controlled plants. 

5.3 R ~ C ~ ~ ~ N ~ A T I ~ N S  FQR A ~ ~ ~ ~ ~ A T I ~ ~  
'The authors believe that the techniques given for 

discontinuous and continuous control and the ink- 
gcation of both forms of control can be used imme- 
diately to increase the automatic responses of LSPB 
and other plant types and improve their dynamic 
behavior. The multiphased approach, described in 
Sect. 2.4, can be realistically applied by currently 
trained control engineering teams. This approach 
allows the progressive layering of intelligence and 
complex control actions upon previously designed 
control structures. 
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l.’ohw:Png are applications of these tcchriiques 
that cart be implemented now. 

1. Develop the continwus hicrarchlcal coiltrol 
systzm described in Sect. 4 to idmtify parameters 
of the CSPB, to consider variations in plant param- 
eters, and to consider disturbances. Thcn, %innulate 
the plant and hierarchical control system to deter- 
mine the extent of improvement over other G O W ~ ~ -  

2. r)cvelsp the discontinuous automatcd control 
system described in Scct. 3 to form a complete 
Phase 1 system for LSPR (which inchdm the hier- 
aichical control system in Sect, 4). Then, &nulate 
the plant with ths aiitomated and hierarchical con- 
trol system to test the plant’s response. 

3. Complete the next phases of control system 
design as described in Sect. 2. To implemmt high- 
level decision making, analysts ~viN most likely 
appeal t0 artificial intelligence for their perspectives 
and maethds Much simulation of the plank and its 
automated control system will follow these phases 
of system design. 

tional designs. 

4. Devclop automated tools that mppoct the 
and techniques de3cribed in tbi 

Cnrrently, no to<?! 
the data transform 
tion modeling and i 
the package representation. Further work is nwded 
to create such a tasl and design environment. A 
study has been completed that evaluates the tssls 
available for design of m ern contimaons control 
system (Bidwell 1984). The siu 
groundwork for design of an emir 

tems. The existence of structured software analysis 
tools, continuous control design and analysis tools, B 

sufficient data base, and a data-base management 
system WQUM greatly increase the productivity of 
contiol system design efforts and the reliability of a 
control system resulting from such efforts. 

the design of the rontinuolas aspect of control sys- 
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GLOSSARY 

Terms in italics are defined elsewhere in the G1ossar.y. 

AbormaL--unusual deviation from normal or nomi- 

Adjoint quation---one of the two canonical q u a -  
tions used in applying Pontriagin’s maximum 
principle to obtain optimal control. See state 
equation. 

Afferent daxa-data flowing from a subordinate 
module to a superordinate module within a 
hierarchical structure. See also efferent data and 
trans ferrent data. 

Alarm-a single bit of information generated as a 
result of a parameter or variable crossing a pre- 
established threshold. 

Alfocatim--the process of specifying functions to 
different systems, subsystems, and equipment. 

Andog--a physical variable that remains similar to 
another variable insofar as the proportional rela- 
tionships are the same over some specified range; 
for example, a temperature may be represented 
by a voltage that is its analog. Contrasted with 
digital. 

Asticiptltory trip-an immediate shutdown of a 
process or device due to potential loss of 
stability, viability, or integrity, usually deter- 
mined by measurement of parameters not directly 
related to the process or device being shut down. 

Automation-the operation of a machine, device, or 
system without direct human intervention. Auto- 
mation can be applied to severai areas: regulating 
a process, restructuring equipment interconnec- 
tions, monitoring parameters, and detecting and 
diagnosing problems. 

Atrailabifity -the ratio of actual operation of a 
power plant to theoretically possible operation. 

Base-loadedl-refers to a plant having fixed power 
output not responsive to variations in grid load. 
Contrasted with load following. 

nal behavior or characteristics. 
Bottom-up-proceeding by aggregating specific 

components into larger general systematic struc- 
ture. Contrasted with r ~ ~ ~ ~ ~ w n .  

Cascade-elements, devices, or equipment that are 
concatenated so that the output of one f d s  
directly into the input of another. 

Child diagram---- the next level of magnification of a 
package of data flow and state tramition 
diagrams. The next higher level is the parent. 

Classical control theory-mntrol techniques based 
mainly on frequency-response analysis which lead 
to singleinput, single-output implementations of 
proportional - integral-derivative (PIE?) control 
systems. Compare with modem control theory. 

Command-a directive to change mode afi state 
communicated to a subordinate m 
pare with demand. 

Context diagram----a diagram depicting a model of 
the control system’s environment in which corn- 
munications across the boundary between the 
control system and i ts environment are clearly 
shown. 

Cmnthwus conbol system-a control system in 
which the controlled quantity is measured con- 
tinuously and corrections are a continuous func- 
tion of the deviation from reference value. 

Cointroller---- a device, that executes control action 
for a subsystem. h control system may be com- 
posed of a hierarchy or network of individual 
controllers. 

Gmtrd package -a program to implement a can- 
trol algorithm constructed of both dataflow and 
state transition diagrams “packaged” together. 

Control system-a general t e rn  that refers to a sys- 
tem in which one or more outputs are forced to 
change in a desired manner as time progresses. 
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ntwol-the coordination of Imal 
ns by a higher-level action in ths 

om- noise or disturbances that intercere 

-a diagram depicting a mcrdel 
transformation of data within B 

system. See also state transition diagram, e,vtiiy 
relatiomhip diagram, and packcage Oli~gram. 

~~~~ --the prows of determining the 
correctness of data by comparison with other 
data from the system and the application of rules. 

ionirng of a manpasite sys- 

state within a system in 
which the normal or nominal state i s  reduced in 
quality or distorted, often associated with equip- 
ment failure. 

a region in the space of a 
system’s state vaaiahks that surrounds thc 
homeostatic region in which system performance 
is considered ~~~~~~e~ and the caratml strategy 
must change to pievent f~sthcr dcgxadabium. 
Three forms of degradation are possi”rse: 
slatdity, viability, and ivmterity. See also 
homeostatic ~ e g i m  and ~ ~ ~ ~ ~ t r ~ ~ l a ~ l ~  regione 

setpoints or other contin 
communicated to a sdwdinrate 
pare with command 

~~~~~t~~~ soaatrol -a type of C O I I ~ ~  in which the 
control signal changes at a rate that depends an 
the spr;ed of increase: in the systcna error. 

tiion ~~~~~ the find s m e  that is  desired at 
tion of a mode change, 
aining to data in the f m n  of digits or 
ues. Contrasted with analog. 

system a c0;atroi sysRem in 
which the mracctions taken are discrete actions 
that may be 8 function of the controlled process 
or external timing, sequence, or logic Compare 

Distri ~ i o ~ t ~ ~ ~  -a scheme for decentralization 
of the control algorithms and decision making 
that is  suitable for multiple and distributed mm- 
puting madules. 

nsatian--the counterbalancing of a 
system’s natural dynamic behavior by conbml sys- 

hierarehien1 structure. 

with or obsc~re the true sigsnal. 

ten2 actions to obtain the desired plant dynamic 
behavior. 

Efferent data- -rata Wowing from a ~ ? ~ ~ ~ ~ ~ ~ ~ ~ ? ~ ~ ~ ~  

module to a subo.*dirm;i;lte 
Jzieraashicd structure. S ~ E  als 
transferrent data1”. 

a diagram depicting a 
data within a system and 

their interconnections. See also data flow dia- 
gram and state dsnnsition diagram. 

e-the ability of a system to with- 
e range of disturhan~e~, specifically 

disturbances arising from component failure and 
external events. Compare with robustiaess. 

l---control in which a portion of an 
1 is redirected as an input signal so 

that the value of the wnt rded  output signal can 
be held closer to a dcsiaed reference value. 

t rd  control in which changes 
process input result i n  generation 

of an  anticipating cor ction signal that is applied 
bcfore tbe process ou 

M y  -thc capability to adapt to change. Here 
fen to thc case of implementing future modi- 

fication to the coPntrol system as replacement and 
other upgradsu are required. 

-a collection of subsystems 
ulti8evc.l or mzsdtilay~r sfrrcic- 

rum. See also multilevel hierarchy and 
m lmliilay rr hierarchy . 

high-order differential, or difference equations. 
Contrasted with ~ O W - Q P ~ W  model. 

tabic regicaa-a region in the space of a 
‘s stafa va~iables in which the system is 

considered robust so that given a disturbancc, 
which causes a ~ e v i a ~ ~ ~ ~  bounded within the 
homeostatic. region, the control system returns 
the system 80 the normal value. See also 
degruded region and t~ncosrxrdnrhle region. 

tiam --the conditions that exist in the 
process prior to the ‘beginning of operation of the 
pFOCCsS. 

Initial state-the natural stare that exists prior to 
the beginning of opration of a system or at the 
beginning of a mode change, Compare with 
destination state. 

l- a. detailed model described by 
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Iaput-outpat model---a model in which a physical 
system is described by its inputs and outputs. 

integral cwtroli--a type of control in which the 
control signal changes at a rate proportional to 
the integral of the error signal. 

Integrity cr idewithin the degraded region, a case 
in which the controlled system’s integrity is 
violated, thus, equipment damage is imminent. 
No omration is possible. See also stability crisis 
and viability crisis. 

Lnteractim-predictioa ntethod--a method used in 
hierarchical optimal control which avoids 
second-level gradient type iterations. 

Large-scale system-in general, refers to a complex 
collection of smaller subsystems each of which 
serve particular functions and are governed by 
interrelated goals and constraints. 

Linear system-a system in which the inputs and 
outputs are related by linear functions. Compare 
with nonfinear system. 

Laaad following-proportionaI response of generated 
output of a power plant to grid load. Contrasted 
with base-loaded. 

Logical onodeP---an implementation-free model of 
the functionality of the control system based on 
data flow and transformation, dynamic behavior, 
and stored data. Compare with physical model. 

Low-urder model-a model in which a system is 
approximated by low-order differential or differ- 
ence equations. Contrasted with high-order 
model. 

Magmifieation (zooming )--reversal of the informa- 
tion- hiding process by looking within a package 
diagram to find its constituent packaga and 
interconnections. The package can be magnified 
to the level of the primitive dataflow and state 
transition diagram which are the bottom-mast 
level. 

Maneuverability-the capability of accomplishing a 
wide range of potential changes to manipulate 
the system into a desired position or to move 
toward a predetermined g d .  

Mathernah1 W - a  model in which a system is 
described in terms of mathematical equations. 

Mode-ane of several alternative conditions or 
methods of operation of a system or component. 

Modern control tbeory--control techniques based 
on frequency- and time-response analysis and 
that use matrix notation which lead to multiple 
input, multiple-output implementations of 
optimal and adaptive control. Compare with 
classical control theory. 

Multilayer hierarchy-a structure originating out of 
the complexities involved in decision-making 
processes in which layers of control actions are 
constructed. Each next higher layer controls 
aspects of the system that correspond to longer 
time horizons of the system. 

Multikvei hierarchy-a structure that consists af a 
number of subsystems situated in levels such that 
each one can cootdinate lower-level units (subor- 
dinate) and be coordinated by a higher-level one 
(superordinate). 

Network graphics tools-Diagrammatic tools that 
provide a visually oriented method for the devei- 
opment and analysis of complex systems. These 
tools inciudc data flow diagram, state transition 
diagram, entity relationship diagram, and pack- 
age diagram. 

Nonlinear system-a system in which the inputs 
and outputs are related by functions of which 
some are nmlinear. Cumpare with linear system. 

Off-line system-----a computer system that is 
operated in batch mode. Contrasted with on-line 
system. 

Q n - b  system-----a computer system operating con- 
tinuously in real time in step with the process. 
Contrasted with off-line system. 

O p t i d  coatrol-the generation of a control signal 
that optimizes the chosen performance iadex for 
a system. 

Package diagram-----a diagram containing both data 
f low diagramming and state transition diagram- 
ming. See also conrrol package. 

Parameter ideatiflcatkttt-the determination of 
actual system parameters by direct M indirect 
measurement techniques; may be needed as sys- 
tems age. 

Parent diagram-the next higher level of data flow 
and stufe transition diagram. The next lower 
level is the child. 

Path-a course to follow in a system’s state space. 



an automatic data process- 
to a connection ~ e t ~ e e ~  

functional modules that bypasses the “normal” 
hierarchical data flows. Such coupling allows on@ 
module to reach inside another and access an 
entity that would otherwise be hidden within its 
mdule.  

1-2 model of the implementation 
including the data processors, soft- 

ware architectures, and coding architectures. 
Compare with logical model. 

m ~r~~~~~~~ -a theorem giving 
ion for the solution of optimal 

control problems. 

..-a plant system that contributes 
directly to the production of a plant’s principal 
product. See also support system and utility 
system. 

Esrocsess ---a system or series of continuous or regu- 
larly occurring actions taking place in a 
predetermined or planned manner; for example, 
the heat-generating process in a nuclear reactor. 

he restructuring of the flow 
ithin a process or reordering 

of the operation of a process as a result of 
changes in the objectives and functions of the 
overall system. 

Prcbces.. coatroll-the control of a real-time physical 
system by the manipulation of conditions to bring 
about a desired change on the output characteris- 
tics of the system, 

a ~ ~ ~ s ~ ~ - - t h e  detection and anticipation 
of anomalies, identification of their cause, predic- 
tion of their propagation and consequences, and 
determination of the proper respnse with respect 
to the mission of the overall system. 

hg-the measurement and transfer 
ameters and variables. 

trol-a type of control in wbich the 
amount of corrective action is proportional to the 
amount of error, as in a controller in which an 
error signal. (the difference between measured 
output and reference input) is amplified by a 
constant gain to form an output. 

Q u ~ ~ ~ t i ~  cost -another term for 
quadratic: performame index. 

ex -a cost function 
integral of the weighted sum of the 

squares of the system’s response and the input to 
the system. TRE cost function is minimized to 
obtain an optimal control input to the system. 

a system in which the physical 
nstants are short enough to require reac- 

tion to events as they are occurring, The designa. 
tion of real time may depend to some extent on 
the capability of the implementing technology. 

aties ~~~~~~~ refers to continuous feedbnck 

atrix differential (or alge- 
solution of which leads to the 

calculation of oprimal con~rol. 

r --a controller in which satisfac- 
w or tracking occurs in spite of arbi- 

trarily large variations in plant parametcrs. 

ss-the ability of a system to withstand 
large, nornially unstnnctored parameter changes 
without scaiaus degradation in performance. 
Compare with fault t o b e ~ a n ~ .  

SecaPrity defwt-losses in redundancy of equip- 

ded region, a case 
in which the controlle em is exhibiting 
unstable behavior. See also integrity crisis and 
viability crisis. 

&-the total condition of a system. The term 
ate can refer to the collective value of a 

system’s measured variables OF its mode of opera- 
tion inclnding the condition of the equipment that 
constitutes the system. 

t h - a  vector differential equation relat- 
state of the system and the input to the 

system. One sf two canonical equations used in 
applying P~ntri&ds mexi urn principle to 
obtain optimal conkd.  See adjoint equalion. 

szl in which a physical system i s  

e state of a system 
over time; B discrete change in the mode of a 
system. 

Sfat9 traasi a diagram depicting a 
model of the dynamics of a control System in 

meat. 

ity crisis -within the 
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terms of the modes that the system exhibits when 
the need to change behavior is recognized. See 
also data- j7ow diagram, entity relationship dia- 
gram, and package diagram. 

State variables--one of a minimum set of numbers 
which contain enough information about a 
system's history to enable computation of its 
future behavior. 

Status----the state of a system at a given instant. 

Steady-state pragram-the overall relationship of a 
subsystem's setpoints (e.g., temperature and pres- 
sure) to the system's output (e.g., thermal power 
of reactor) to achieve the equilibrated condition. 

Structural defects-equipment faults or faults in the 
interconnection of equipment. 

Subordinate----referring to a mode or module that 
responds to command (efferent) data from a 
higher-level one relative to it within a hierarchi- 
cal structure. 

Superordinate-referring to a mode or module that 
generates command (efferent) data for lower- 
level ones relative to it within a hierarchical 
structure. 

Supervisory control-generally, control in which 
individual controllers are interconnected in a 
hierarchy that resembles the organization of a 
business. In some instances, supervisory control 
refers to the superordinate function of 
feed-forward control for subsystems under i t s  
scope of mntrol. 

Support system-a plant system that contributes 
necessary functions and services to the prime sys- 

tems of the plant. See also p 
utility system. 

Target state---a virtual p i n t  W~~~~~ the 
homeostatic region that is the 6unent d c h d  
oprating point for the system. 

Teminatiob-systems external Io the ~~~~~~~ SJW- 

tem represented in a context ~~~~~~~" 

Top-dawn-proceeding by h 
aspects of a system into 
constituents. Contrasted 

sitme level within as ~ e ~ a ~ c ~ ~ ~ ~ ~  
in the form of inhibiting or ~ ~ ~ $ $ ~ v ~  signals. 
See also afferent dQta and efferent datae 

UnrontrdaMe region--a region in the s 
system's state variables that su 
degraded regiorr, the entry into whi 
cation that the mntrol strategy or I X ~ E ~ ~ S  o 
implementation were ineffective ag 
turbance or failure. The 
uncontrollable. See also ko 
degraded region. 

plies bulk materials, energy, 06 data to 
support and prime systems ~f the plant. %e 
prime system and support system. 

Viability cris%--within the degro 
in which the controlled syst 
state, and thus normal cant 
impossible. See also stability crisis and ~ r n ~ ~ ~ ~ ~ E ~  
crisis, 

Utility system--a form of s u p p ~ e  system that sup- 
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STRUCTURED SYSTEM MODELING TOOLS 

A. 1.  MODELING TRANSFORMATIONS 

A.2. MODELING DYNAMICS 
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A.l MODELING TRANSFORMATIONS 

ORNL-D WG 84- I. 8 240 

Fig. AX. Data flow dingram. 

Data mow (Fl)  

Transformation (TFj 

Data Store (ST) 

Termination (TM) 

A pipeline through which streams or packets 
of known composition flow. 

Changes incoming flows to outgoing flows. 

Retains (or delays the flow of) data for 
later use by the transformations. 

Marks the edge of the model (a system 
outside of the system under study). 
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A 2  MODELING BY 

ORNL-DWG 84-1 8241 

n__. 

A- / 

A mode of behavior of the system that has a 
unique conrabinatirsa of conditions and destina- 
tion states. The state i s  passivc bccouse the 
control system i s  witing for conditions to 
occur. 

The movemnt of the system from one statc 
to another. 

Cause for the system to move from one state 
to another. Conditions may be geoeratd 
internally or externally to the system or 
by time perid. 

one state to another. An action can enable/ 
disable a transformation, triggex a s~ne:- 
shot” transformation, signal a specific 
condition, set a timer, or issue 8. control 
signal. 

out by the system as it moves from 



Appendix B 

DETAILS OF TOP-LEVEL PACKAGES 





ORNL-DWG 84-18242 

Llich s t a t u 5  
4.1.1 

I 

latch status 

4 . 1 . 2  

I 

keactor 
nea?up 

I 

L(ot standby 
p m c r  setpaint 

SCRDs packed 

Rou 4 rotis withdrswn 

i I.atchlng outer PCROs 

Oliter PLRUJ nrthuram m l n  distance 
"artain crttlcal COndttiOO" 

[Reactor achieving , 
c r i t i c a l  ccndltion 1 

Reocror cri:ical 
'D<rible " a t t a i n  c r i t i c a l  condl t iw" 
'Enable 'maintain critical cwndlt im'~  

e 
1 +ondition" 

Reactor heating 

"Enable 'ma in ta in  not  standbf UOUTI" 

Reaetar in  rupcrvisary 

kyip Reactor 



Start 

Loo 
01 1 
%a 
kea 

t o  start 

. <  

Flow established Loop 3 I 
I 
1 
I 
I 

_ _ _ _ - _ _ _ _ _  J 
Loop 3 f low demand 
Oi l  l i f t  presjure 
HeasureG f l o r  i n  Loop 3 PETS 
Measiired speed o f  FVTS pump m t o  

?HIS pump 3 speed 
Static inverter brearer 'loop 3 - --9 - - - - -  

3 2 t o r  bLea2r- - - ~ - 
____ 

4 l d l e  [ i  
' i  

Start P I U S  
"Enable "determine next 
loop t o  start" 

"Start "nci: 1000" 

startins 

' S t a r t  "next ?oop" 

Two loops 
starting 
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Minimum flow 
se tpo in t  

Measured f low 

Loop 1 

4.2.1.1 
Measured speed 

Flow demand f rwn  superord inate . .n 
Contro; 

LOO0 1 
Contro l  PHTS pvoip speed b a s u r e d  flow PHTS ) ~ 

Measured speed 

*Pony motor au tomat i ca l l y  disengages wheh 
main pumps are s t a r t e d .  

PHTS on pump motors* ' 
i , t  

S t a r t  PHTS Loop 1 

i n v e r t e r  PHTS Loop 1 
" S t a r t  o i l  l i f t  pump 

1 

ose breaker t o  Loop 1 

ab le  " s t a r t  PHTS pump 

Loop 1 pump motor" 

w a i t i n g  fa r  v a r i a b l e  
demand 

PNTS pump motor 

pump motor" 
"Disab le  " con t ro l  PHTS 

Fig. B.3. Cmtd flow in PHIS h p  I (Package 4.0). 
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Minimum f low 
se tpo i n t 

Flow demand f r o m  
superord i  na tes  

Measured f l o w  
pump motor 

Measured speed 

*Pony motor a u t o m a t i c a l l y  disengages 
when main pumps a re  s t a r t e d .  

I 

S t a r t  I H T S  Loop 1 

"Close breaker  t o  s t a t i c  
i n v e r t e r  IHTS Loop i 

" S t a r t  o i l  l i f t  pump 

Oil  l i f t  p ressu re  good 
"Close breaker  t o  Loop 1 

~~ 

I H T S  pump motor 
"Enable " s t a r t  IHTS pump 
motor" 

Flow e s t a b l i s h e d  

'Stop o i l  l i f t  pump 
"Disable " s t a r t u p  iNTS 
Loop 1 pump motor "  

"Enable " c o n t r o l  !WTS 
Loop 1 pump motor "  

!WS a t  minimum f l o w  
w a i t i n q  f o r  v a r i a b l e  
demand 

"D isab le  " c o n t r o l  IHTS pump motor "  

Fig. B.5. Control flow la IHTS loop 1 (Package 4.0). 
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I 
Heat up 

Heat UD 

steam 

Yaln steam lfne temp. 

Mat n steam 
temperature 

Steam line pressure = c 
! %en steam vent valves 

Ma,n steam line temp 

Pressure and 

ewann main steam and 

nable "control steam dump 
alven (hot standby) 

Steam header i s  
being mdintained by 

Marn steam pressure , 
auxiliary steam pressure 
"Disable "maintain 
hteam l ine  temperature 

"Ope? steam trap b j p a s s  
valves 

n 

"Transfer auxiliary steam 
from auxiliary bo:ler to 

ecure auxiliary boiler 

"Close marn rtearr 
isolation valve 

"Transfer auxiliary s 
from main stcarr tc 
auxiliary boiler 

Pldce main steam line 

' A c t i v a t e  auxiliary 
bar ler 
"Close marn rtearr 
isolation valve 

"Transfer auxiliary stea 
from main stcarr tc 'Secure auxiliary borler 
auxiliary boiler I I Steam line i s  

i 

operational I 
Fig. B.7. Control main steam lhre (Package 4.0). 



Flow from nwtor-dr iven I 
Start ?d pump 

F;ow from t u r b i n e  FW 
Pump #l pump valve al ignment 

prof i :e  

d l  t u r b i n e  c o n t r o l  valve& 

~. 

Speed o f  t u r b i n e  d l  

Valve p o s i t i o n  
Va I ve 1 i neup 
11st 

I 
S t a r t  t u r b i n e  feed pumps 
'Star t  lube o i l  pmp i o  8 :  
turb ine-dr iven Fli pump 

"Open gland seal valve t o  
d l  t u r b i n e - d r i v e n  Fw pump 

"Enable " s t a r t  t u r b i n e -  
d r i v e n  Fw pump # I "  

i low from FW pum 2 Yinimum 
speed 

4 . 6 . 2  
Control 
t u r b i n e -  L imi ts  
d r i v e n  

pumr, Y1 #1 t u r b i n e  c o n t r o l  valves 

Flow frm FW pum i 

Speed o f  'turbine 

/ 1 

I pump speed / 
Flow fran 1 s t  :FW pump S t a r t  

Speed of turb ine 82 

Valve p o s i t i o n  

1 
1 s t  turb ine-dr iven FW ; 
pump w t c h i n g  motor- : 

2 
% t o r  and t u r b i n e  :W 
pump i l o w s  maicned 
"Secure motor-driven FY 

Shut i ing down main FY I SUDOl'! 

L i m i t s  
Con :ro I 

12 t u r b i n e  c o n t r o l  valves 

Stop  main FW 
"Disable "contro l  
pressure of FW 
healer"  

"Disable "contro l  
TEN pump 12" 

"Disable "cmtrol 

"Stop 2nd ionden- 

Minimum 
weed 

pump $2 

62 pump speed 

i (2 ~ump speed 

d l  ?urn; speed 
1% pump P i "  

s a t e  p m p  
'Star t  motor- 
dviven pump 

Supervisory pressure demand{ :;';;"re ,)- 
AP frmi SG FW Valves 

header 
FW header pressure 

pump 
"Disable " s t a r t  t u r b ' n e  
d r i v e n  FW pump Irl" 

'Enable " c o n t r o l  TFW 
pum:, d l "  

"3pen e x t r a c t i o n  steam 
Val res 

" S i a r t  2no condemate 
p u w  

2nd condensate pump 

Condensate anc Fh 
f!ws and pressure s t a b l e  
'Enabie "star t  turb ine-  
ar iven Fhi pump d 2  

2nd turb ine-dr iven FW 
pump balancing w i t h  
1 s t  TFU pump 
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Fig. B.13. CBetrOi deamtor (Package 5.0). 
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Fig. B.15. ContrOi fedwater chemistry (Package 5.0). 
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APPENDIX C. SELECTED MODELS FOR A LARGE-SCALE PUNT 

C.1 REACTOR MODEL where 

TF = average fuel temperature, 
T, = average clad temperature, 

TN = average coolant temperature, 
T,  = plenum metal temperature, 

TNO = inlet core coolant temperature, 

The model presented here represents the kinetics 
of a point reactor with two groups of delayed neu- 
trons and core thermodynamics. The kinetics are 
given by: 

(C.  1 ) it=&.+ 2 hiei 
2 

A i - 1  Te,, = core exit temperature, 
Wp - sodiumflow. 

dc. & 
I - = - - - & . c .  , ,, i =I 1, 2 ("*) The average coolant temperature is given by 
dt A 

nm = neutron flux 
p - reactivity 
pi = fractional yield of delayed-neutron 

B = %?i 

hi = decay constant of precursor group i 
ci = precursor concentration of p u p  i 

The reactivity is given by 

precursor group i p = prod - Kd Tf - K N  TN. (C.9) 

Linearizing the above equations about reference 
values, yields 

The core thermodynamic equations represents the 2 

dynamic behavior of fuel, clad and coolant temper- 
ature. These equations are given by 

ari = -B 6n + Z] xi 6~~ 
h i - i  

107 



(hA), - .+ ~ T - T 
T 9 

With spate vector and external input vector defined 
as K cl, 

(C.22) 

(C.23) 

(C.24) 

XR - (An, 6~1, 6 ~ ~ 2 ,  6Tf,6Tc, ~ T N ,  67A3 STmo), 

UR = ( ~ P r d ,  6,, 6Tpu) 3 

where 
wp = primary flow rate, 

Mp = mass of sndiani in primary, 
M, = mass of scddium in secondary, 
Cp = specific heat of  sodium, 
M’I = intermcdiatc itaow rate, 

the linearized state equation becomes 

MI. = mass metal tube, 
CpT = specific heat of tube metal, 

(C.17) x .- 
R - A R ~ R  + B R U R ,  

where AR = 8 X 8 and W R  = 8 X 3 matrices. 
h = heat transfer cmfficent which is a 

A = heat transfer area. 
function d flow rateq Note that STex, --. 2 6 T ~  - 6 T ~ 0 ,  (C.18) 

and for constant inlet temperature, The subscripts p, s, and T refers to primary, sec- 
ondary, and metal tube, respctively. 6TNQ = 0; 267-, - Teri*. (C.19) 

Also 
EDMTE HEAT EX 

MODEL TIpl = inlet paisnary sodium temperature, 

TIpo -- outlet primary 

._. 
The differential equations describing the heat TI = primary sodium 

- balance are 
- 

nr nap TISl = inlet secoada :y sodium temperature, 

TT -- metal tube temperature, 
T2 = secondary sodium mean temperature, 
- 

(C.209 TISO OUtkt Secondary ssd i~r~l  temwrature, 
6 = variation of the variable from reference 

value. 

The Rimarization of the ahwe equations yields 
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C.3. MATHEMATICAL MODEL OF STEAM 
GENERATOR (see Fq. 4.13) 

(C.29) 

or 

(MH + HM - V P )  = (WH)i  

- (wfO0 + Q ,  (C.36) 

or 

(MH - V P )  Wj(Hf - H,) + Q , (C.37) 

AH = C,AT, 6i = C p f ,  (C.38) 

where 

p = density in the volume 
V = volume of lump 

W = mass flow rate 
V = work done by the fluid inside the lump 
i, o = subscripts for inlet and outlet of a lump 
U = internal energy 
H = enthalpy 
P = pressure 
Q = heat transfer rate across the boundaries 
M = pV = mass of the lump 
C, = specific heat capacity 

and external inpuls (pertnbations) C3.2 shgk-chanoel Cooservatkm Equations 
(C.31) for the Primary Coolant 

UI = (fiT,PI,  6 W p  6WI,  GTISf) 
A$@ = Wi - W, neglecting PP and assuming 

flow rate is same in a~ lumps of primary, from defined, the linearized state equations can be put in 
the form Eq. (C.37) yields 

(C.39) 
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for the superheat region. 

M P B  @PB Gl3 = wr G B  

( T P S H  ..- TP8) -QTB (6.40) 

for the boiling region, and 

MPSC Gsc Gsc = wr CPSC 

( T P B  - TPSC)  - QTSC (C.41) 

for subcoded region. 

c.3.3 

For superheated steam, the enthalpy is a function 
of both temperature and pressure. 

(C.42) 

(C.43) 

(C.443 

and, 

The steam pressure in the $ ~ ~ ~ ~ e a t i ~ g  h m p  can 
be described by the c~R~pressibility-ar4justed ideal 
gas state Eq. (C.34). 

where 

T = compressibility factor, 
R = universal gas constant, and 

MsBm = molar weight of steam. 

For the boiling lumpp 

(C.46) 

(C.48) 
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where h = heat transfer coefficient, R - 
radius of tube. 

L S H  = LTotal LSC - L B  ' 

The critical flow relationship is given by 

WSH = WS,, = WS = cvp,,,, 

ne CV BSH 

8 W S H  = CVSPsH PSH6CV 

tC.54) 

(C.55) 

(C.56) 

where Cv = valve coefficient and Cy a valve 
opening which is controlled by a control 
system. 

Equations ((2.39) through (C.41) and (C.45) 
through (C.49) form the system equations for 
the steam generator. The linearization of sys- 
tem equations will provide the linear model of 
the steam generator. The state variables 
include 

The external inputs include 

The 6 represents variation of the variable 
from reference value. In linearized equations, 
some variations of system parameters are not 
chosen as state variables, but they can be 
expressed as a linear combination of state 
variables. 

The linearized system equations for the 
steam generator can be put more conveniently 
into the form 

TXS = MXS i- NUS (C.57) 

where T and M are two 8 X 8 coefficent 
matrices and N is a 8 X S perturbation 
matrix, 

or 

The linear models for turbine and feedwater 
subsystems are not finalized and are not 
included in this report. 
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APPENDIX D. PROCEDURE FOR CLWED-LOOP OPTIMAL CONTROL 

One can make optimal controls completely closed For an infinite time regulator, A4 is constant 
whereas X and g are not. Thus, if the values of X 
and g are recorded at first n time points very close 
to to, M can be determined as follows: 

- loop with the following procedure: 

Substituting Eq. (4.15) in Eq. (4.14), one obtains 

QT 

Form the matrices G = [g(t,, g(bJ ,... g(t,)] and X 
= [x(fo), ... X(&)], G = MX or M = GX‘. These 
computations can be done off line. 

Note that if a time-varing M is desirable (for finite 
terminal time T) ,  it is possible to solve the problem 
with n initial conditions, that is X(t,), X(tQ $. 1) -... 
and from n X n time dependent matrices G(t) and 
X(t) to find M(t) for each integration step. 

The closed-loop control for the composite system 
can be formulated by 

a = - R - l  BTKX-RKI”,I;B1’MX 
which has a solution 

g ( ‘ )  “1 (‘?r(2)g(tQ) -- -R-’ BT ( K  + M ) X  == -FX 

The matrices R, B, K, and M are obtained from 
decentralized calculations. The gains are computed 
off-line, the on-line calculations for real-time 
closed-up loop control is minimal. 

0 , r H K  (r)CL + LT cT K ( r ) X ( r ) ] d r  

--- M ( T , I ) X ( t ) .  

For complete derivatian, please see Jamshidi 1983. 
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