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T h i s  report represents the  proceedings af the 
W o r ~ ~ ~ o p  e n t i t l e d  ""Planning and Sensing far Auto 
tion.'' The meeting was h e l d  August 18-19, I985 
with, and j u s t  prior to the ~ ~ t e r ~ a ~ i o ~ a ~  Jo int  

tificial I n t e l l i g e n c e  at the Univers i ty  of e 
geles . 

The workshop was organized around several issues developed to 
focus  a t t e n t i o n  and c l a r i f y  workshop p r i o r i t i e s .  The i s s u e s  
ealt with methods for "world mapping" and ~ ~ ~ ~ ~ ~ w ~ ~ ~ ~ '  i n  

~ ~ ~ ~ ~ u c ~ ~ r e ~  environments, approaches to real-time ~~~~~~~~ with 
sensor f e e ~ ~ a ~ k ~  computer arch i tec tures  an 
t h r s ,  sensor i n t e g r a t i o n ,  and ~ c e ~ ~ a ~ r i ~  ~ ~ ~ r e ~ ~ ~ ~ ~ ~ ~ ~ n  an 

a t i o n .  A series of overv iew papers ~Q~~~~~~~ herei 
as background f o r  d i s c u s s i o n .  Written summaries of 

group d i s c u s s i o n s  were prepared during the aeeting and are 
included in these proceedings. 

V 
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The Center f o r  Engineering Systems Advanced Research ( C E S A R )  was 
established in 1983 at the Oak Ridge National Laboratory (QRNL) 
to address long-range, energy-related research in intelJ igent 
control systems. These systems are intended to plan and perform 
a variety of tasks in unstructured environments, given only 
qualitatively specified goals. The Center provides a framework 
f o r  merging concepts from the fields of artificial and machine 
intelligence with advanced control theory. 

In order to enhance cooperation with universities, laboratories, 
and industry, CESAR periodically organizes and conducts special- 
ists' workshops. The first of these, held i n  Leesburg, Virginja 
on November 2-4, 1983, was the D O W C E S A R  Workshop on Research 
Goals and Priorities in Intelligent Machines. A major accom 
plishment of this study was to identify those fundamental 
research areas that are not being addressed s u f f  iciently by 
other organizations, and have a relatively high potential 
for medium- and long-range impact on the desjgn of intelligent 
machines f o r  energy-related environments. The proceedings of 
this workshop are available fram CESAR upan request. 

This report represents the proceedings of the second DOE/CESAR 
workshop entitled "Planning and Sensing for Autonomous Naviga- 
tion." The meeting was held August 18-19, 1985 in conjunction 
with, and .just prior to the International Joint Conference on 
Artificial Intelligence at the University of  California. Los 
Angeles. Initial solicitations of interest were distributed in 
the January-March time frame; these were followed with official 
invitations far participation. The meeting attendance was kept 
relatively small ("30) t o  foster informality and free exchanges; 
however, thp demand was such that a waiting list developed and 
not all interested parties could be effectively accommodated. 
The list o f  attendees, along with associated biosketches,is 
provided in Section V. They represent a broad cross section of 
university, laboratory, and industry. 

The workshop was organized around several issues which were posed 
to the participants in advance of the meeting. These questions 
served to focus attention and clarify priorities. The issues 
were : 

1. How can "world mapping" and "discovery" best be accomplished 
in unstructured environments? 

2. What are the most promising approaches for real-time 
planning with sensor feedback from execution? 

3. What are the most suitable computer architectures for the 
"brain" of an intelligent machine? 



4 .  Can v i s i o n  dependent  n a v i g a t i o n  i n  u n s t r u c t u r e d  e n v i r c m e n t s  
work e f f e c t i v e l y  i n  r e a l  t i m e ;  hov: i s  t h e  i n f o r m t i o n  
obi i i incd  b e s t  inte2:r;iteii w i t h  dilCil froni o t l ~ u r  S P ~ P S O L  s? 

5 .  %ha t  a r e  Ihe  {ba;?st pi m i s i n g  approaches  toward unc t - r ta in ty  
r e p r e s e n t a t i o n  and p ropaga t ion?  

I t  was r e c o g n i z e d  from t h e  o u t s e t  t h a i  t h e s e  qucs i io r i s  a re  
h i g h l y  c o r r e l a t e d ;  dur.j.ng tile rrreet-in~ i t  !*J~.S d ec ided  t o  merge 
q u e s t i o n s  2 and 4 .  

I n  o r d e r  t o  e f f e c t i v e l y  d i s c u s s  t h e s e  h i g h l y  comp!ex issiipc., a 
series of overv iew p a p e r s  were presented T h e s e  p a p e r s ,  p r e  
s e n t e d  i i r  f u l l  i n  S e c t i o n  11 ,  a r e  l isted b ~ l n w :  

1 .  A l b e r t o  E l f e s :  "Mu1 t i p l e  L e v e l s  of  X c 2 r e s e n t a t i o n  and 
Problew Solv i r ig  Usiiig Maps froif, Soliar Data" 

2 S t a n  Rssensche in  and Lesl i e  K a e l b l i n g .  "The S y n t h e s i s  of 
D i g i t a l  Machines w i t h  P rovab le  Epistemir P r o p e r t i e s "  

3 Jacob  Barhen:  "An I n t e l l i g e n t  Machine QpPraLitw S y s t e x  fob 
Hyp-cube  E n s m b l e  Architecturv" 

4 .  S c o t t  Harmon: " P i a n n i n g  f o r  T r a n s i t  i n  Unknown N a t u r d l  
T e  r r a i ri 'I 

5 .  E d  Oblow: "0-Theory : P. Hybrid U n c e r t a i n t y  Theory" 

E l f e s  d~ . ; c r ihe t l  h i s  Dolphin sys t em,  a p ~ u b a b i l i t y - ' o ; r s ~ i  5nw-n:' 
map r e p r e s e n t a t i o n  i n  m u l t i p l e  l e v e l s  of r e s o l u t i o n .  u sed  f o r  
s u c c e s s i u l  i n d o o r  a n d  o t l t d o n r  n a v i g a t i o n .  X o s ~ n s c h r i n  and 
Kae lb l i i i g  have  adop ted  a d r s i g n  approach  u s i n g  epistcmi t, l o g i c  
i n  t h e  fo rma l  a n a l y s i s  of t h e  r o b o t ' s  i n f o r m a t i o n  s t a t u s ,  and 
u s i n g  mstaprograms t h a t  a u t o m a t i c a l l y  c o n s t r ~ r c t  r e a l  t L r n ~  
c o n t r o l  p r o g r a m s  a m e n a b l e  t u  th i s  t y p e  of fo rma l  a n a l y s i s  
Barhen d i s c u s s e d  a n  i n t e l l i g e n t  machine opprating sys tem based 
upon a v i r t u a l  t i m e  paradigm i n c l u d i n g  schedui  i n g  a r t !  loqd  
b a l a n c i n g  t h e  a c t i v i t i e s  o f  m u l t i p l e  p a r a l l e l  p r o c e s s o r s .  
Harmon p r e s e n t e d  a~ approach  f o r  navigation i r i  i i n k n ~ ?  natrirsl  
t e r r a i n  iii which t h e  r o u t e  planrring problem is  s a b d i v i d e d  inLo 
" o r i ~ n t ~ e r i n g "  u s i n g  dtrraain s p p r i f  i c  k n u w l e d g e  and "glrrhal 
t empora l  p l a n n i n g "  which i s  more probPew independen t .  F i n a l l y ,  
Oblow o f f e r e d  an  u n c e r t a i n t y  t h e o r y  f o r m u l a t i o n  based  on t h c  
Dempster S h a f e r  approach  and i n t e n d e d  t o  b r i d g e  t h e  gap  between 
frizzy s e t  t h e o r y  and Bayes ian  i n f e r e n c e  t h e o r ~ y  . P r e s ~ n t e t  i o n  of 
t h e s e  f i v e  overv iew p a p e r s  c o n s t i t u L c d  t h e  %ore I"ormal p a r t  of 
t h e  workshop 
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Fol lowing  the overv iew p a y e r s ,  each of o u r  d i s c u s s i o n  l e a d e r s  
l e d  t h e  g roup  i n  a d d r e s s i n g  t h e  workshop themes 1. i s t e d  above 
( r e c a l l  q u e s t i o n s  % and 4 were merged). S e c t i o n  I i i  c o n t a i n s  
t h e  in fo rma l  d i s c u s s i o n  summaries p r e p a r e d  by J i m  Cr'nwIey Stan 
Rosenschein,  Jacob Barhen, and Pet.er Chec?seman. The discussion 
on each  of these  s u b j e c t s  was l i v e l y  and i n t e r e s t i n g .  VLSI and 
c o n c u r r e n t  coniput.ation are needed f o r  real --time robotic systems ; 
more hands-on e x p e r i e n c e  is needed €o r  a s p e c i f i c  a r c h i t e c t u r e  t o  
be recommended. Worl model ing w a s  seen as Ea prohl.em dependent.  
h i e r a r c h y  r a n g i n g  from w a l l  ( o r  road)  f o l l o w i n g ,  'io geomet r i c  
model. i ng ,  o\ i ject  discoverers, and s t r a t e g y  l e a r n e r s  in var ious  
degrees of s o p h i s t i c a t i o n .  High- leve l  and low- leve l  p lanning  

c o o r d i n a t e d  i f  t i m e l y  response tr:, e ~ ~ ~ ~ . ~ . ~ ~ m ~ n ~ ~ ~  events is t o  
g u a r a n t e e d .  Tkis s e c t i o n  a l s o  p r e s e n t s  what i s  now fondly known 
as  t h e  "Cheeseman Challenge" and sa e of t h e  correspandenee 
r e l a t e d  t o  c o n s i s t e n t  and comprehensive unce r t a in ty  a n a l y s i s .  

p r o C e S S @ s  proCf?ed af:. different tint3 Scales ,  bUt IllluSt be 

The group discussions were n o t  i n t e n d e d  t o  provjdeb the f i n a l  
word on t h e s e  complex issues. Rathe r  t he  CESAR Workshop was 
iritended t o  p r o v i d e  a useful  forrim fns  t~chnical int~?rchange on 
such  imnportani: i s s u e s  Other w r i t t e n  feedback from participants 
is  a l s o  inc luded  i n  this s e c t i o n .  

The  positive feedback  r e c e i v e d  from t h i s  meeting eaacs.,urages a . t~  

t o  b e g i n  p l a n n i n g  ou r  n e x t  mee t ing .  e welcome your suggestions 
f o r  recommended s u b j e c t  areas .  
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OAK WlDGE HAT18 aa ~~~~~~~~~~ POST OFFICE BOX X 

OPERATED BY M.APXIN MAFIIi'fTA ENERGY SYSTEMS. IPIC 
OAK RIDGE, TENNESSEE 37831 

March 2 2 ,  1985 

To : W3 i -kshop P a r  t i  c i p a n t s  : A r t  i f  i c i a l  l r i t e l  1 i gence and 
Mohilp Robots 

From: C . H .  W e i s b i n ,  D i r e c t o r ,  C e n t e r  f o r  E n g i n e e r i n g  
S ~ S ~ ~ R R S  Advanced Research  (CESAK) 

S u b j e c t  : IJOE/CESAR Workshop "P lann ing  and Sens ing  f o r  Autono 
?wus Naviga t ion"  August 18-19, 1985 

I n  b e h a l f  of t h e  Department of Energy's O f f i c e  of Basic 
E n e r g y  S c i e n c e s .  t h e  Oak Ridge N a t  i n n a l  LabomCory Program 
i n  I n t e l l i g e n t  X a c h i n e s  (CESAR) p lana  t o  h e l d  i t s  1985 
t e c h n i c a l  workshop  " P l a n n i n g  and Sens ing  f o r  Autonomous 
N a v i g a t i o n , "  on August 18-19, 1985. This  meet ing  shou ld  be 
of s i g n i f i c a n t  i n t e r e s t  t o  a t t e n d e e s  of t h e  S t .  Louis  
Workshop o n  " A r t i f i c i a l  I n t e l l i g e n c e  and Mobile R s b o t s ,  " 
sinace bo th  meetirlgs r o n c e r n  similar r e s e a r c h  themes.  i . e . ,  
s p a t i a l  r e p r e s e n t a t i o n ,  real-t imr: p l a n n i n g ,  p e r c e p t i o n .  
advancca computer a r c h i t e c t u r e s ,  e t c  . 

I I .  MEETING - ............. LGGISTICS : . 

The DOE/CESAR meet ing  w i l l  be h e l d  a t  UCLA on August 18-19, 
1985 i n  c o n j u n c t  i o n  w i t h  t h e  f o r t h c o m i n g  T n t e r n a t i o n a l  
J o i n t  C o r i f e r e n o e  on A r t i f i c i a l  I n t e l l i g e n c e .  The  CESAR 
Program i s  prepat-ed t o  pay f o r  a l l  i n c r e m r n t a l  c o s t s  ( e . 2 . .  
p r i c e  of a l l d i t i o n a l  h o t e l  f e e ,  et@. j f o r  workshop partici- 
p a n t s  who w i l l  be attending t h e  IJCAI meeting, a d d i t i o n a l  
t r a i n s p o r t a t i o n  c o s t s  f u r .  t h o s e  who do n o t  p l a n  t u  p a r t i c i  
p a t e  i n  IJACI. Based upon response t o  t h i s  ( and  r e l a t e d )  
i n i t i a l  s o l i c i t a t i o t i s ,  f o r m i  i n v i t a t i o n s  will be extended 
by C~SPH/ORKL i n  May, a n d  a t e n t a t i v e  agenilit w i l l  be 
d i s t r i b u t e d  i n  June .  

We c u r r e n t l y  a n t i c i p a t e  a t t e n d a n c c  of " 2 5 ,  vi%h i n v i t a t i o n s  
ex tended  t o  t e c h n i c a l  l e a d e r s  sf advanced pregrams r e l a t ed  
t o  planni i ig  and  s e n s i n g  by i n t e ? l i g e n t  iiiachines I I n i t i a l  
i n fo rma l  c o n t a c t s  have Seen made with i n d i v i d u a l s  a t  S R I ,  
FMC,  N O W .  CMU, e t c .  The f i r s t  ntarn;ng (August 18) will 
have o v e r v i e %  p r e s e n k t i o n s  ; tiit. r e m i r i d e s  of the w~rXsFrop 
w j l l  i n v o l v e  free wheel ing  d i s c u s s i o n s  and pa-ilels.  



i c  ipa ing i n  t h e  ~~~~~~~A~ 
osl-kslnop please complete the fo l lowing  form arid reLcarri it 

t o  : 

Dr. C. W ,  Wuisb-in,  Director 
Engineering Systems Advanced Research 
atiorial Laboratory 

B u i l d i n g  Ex125 -- Room 6 N  
P . 0 .  Box x 
Oak Ridge, 'i'N 37831 
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AGENDA 

CENTER FOR ENGINEERING SYSTEMS ADVANCED RESEARCH ~ ~ ~ K ~ ~ O ~  

August 18 and 19, 1985 

Sunday, August 18.- 

8:OO - 10:15 

10:15 - 10:30 

10:30 - 12:OO 

12:OQ - 1:30 

1:30 

3:OO 

5:30 

-. M o n d a ~  August 1 3  

8:OO - 10:15 

1O:15 - 10:30 

10:30 - 12:QQ 

12:oo - 1:30 

1:30 - 3:OQ 

3:OO - 3:15 

3:15 .- 6:OO 

ADJOURN 

First t h r e e  overview papers and plenary 
discussion 

Coffee Break 

Last two overview papers 

Lunch and informal discussion 

Break  u p  into small subgroups to prepare 
draft answers to workshop themes 

Coffee Break 

Draft responses to C .  K. Weisbin 

Draft responses presented in plenary session 
for feedback by e n t i r e  group 

Coffee Break 

Draft responses continued 

Lunch and informal discussion 

Break up in to  small subgroups to revise draft 
based on morning discussion 

Coffee Break 

Presentation o f  final responses to workshop 
themes 





FULL PAPERS 





1 7  

ILL PAPERS 

Paper 1 

Abstract 
This paper describes u sonar-based niappirrg and navigazion system j&r ~ ~ ~ f f t ~ o ~ l ~ u s  mobibe sohts Q ~ e r u ~ i t ~ ~  in 

unknown arid unuruclureel surroundings. The s y s t m  uses somr range lo build a ~ M ~ ~ ~ - ~ e ~ e i e ~  an9 multi- 

faceded description of lhe robof S operaling environmenl. Sonar map are represenled in Ihe sp&m along .weral 

dimensions: [he Abstraction axis, rhe Geographical axis and the Resolution axis. Diferen! kinds of problem- 

solving acfivilies can be gerjfomed and different levels of performance can be achieved by working wirh these 

mulfiple representafions of ntups. The major modules of' ihe BoNC system are described and relaied io lhe 

various mapping represeniarions used. The syskmi is also sifuaied within h e  wider context of developing an 

advanced software architecturefor aulonomous mabik tvbols 

. ~ ~ ~ r o d ~ c t ~ o i ~  
The BoIpbm system is intended to provide sonar-based mapping and navigation for an autonomous mobile 

robot operating in unknown and unstructured environments. T h e  system is completely autonomous in the 

sense that it has no a priori knowledge of its surroundings and also carries no user-provided map data. It 

acquires data R~QIII the real world through a set of sonar sensors and uses Che interpreted data to build a 

multi-leveled and multi-faceted description of the robot's operating environment. In Cruising mode, the 

system acquires data, builds maps, plans safe paths and navigates towards a given goal. In Exploralion mode, 

it can wander around and collect enough information SQ as to be able to build a good ~ e ~ ~ ~ t i o ~  of its 

environment 
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The system is intended for indoor as well as outdoor use; outdoors, it may be coupled to other systems, such 

as vision, to locate landmxrks that would serve as intermediate or final destinations, 

In the course of &is pager, we will briefly describe a genera? framework for mobile robot software, situate 

the present system within this framework, discuss the multiple representations used for sonar maps as well as 

thcir usc in diffcrcnt kinds of problem-solving activitics, and conclude with a dcscription of thc overall systcin 

arch i tcctu re. 

2. A Conceptual Frame 
Rcscarch in mobile autonomous vehicles provides a very rich environment for thc dcvelopment and test of 

advanced concepts in a varicty of areas. such as Robotics, Artificial Intelligence, Sensor Understanding and 

Integration, Real-World Modelling, Planning and Control. Some research efforts, however, have tended to 

address only very specific problems in robotics and mobility, while ignoring more global issues. 

A premise of the work described in this paper is that the levels of autonomy and performance essential for a 

mobile robot will emerge on one hand through research in specific problem areas, but also, on the other hand, 

by investigating the integration and coupling of individual problem-solving elements (such as a path-ptanning 

module or a sonar mapping algorithm) into a cooperating wliole. 

In our research on the concepts and tools necessary for the development of a general architecture for 

autonomous mobile robot software, we identified seven conceptual levels of activities that are needed in a 

mobile system (Fig. 2-1): 

I, Robof Imrface:  This level takes care of the physical control of the different sensors and actuators 
available to the robot. It provides a set of well-defined primitives for locomotion, sensor control, 
data acquisition, etc. that serve as an interface, allowing the higher levels of the system to be 
programmed "device-independently". It includes activities such as actuator control by Actuator 
Modules, and dead-reckoning estimation of robot position and orientation. Inleniol Sensors 
provide infomiation on the status of the different physical subsystems of the robot, while Exfernal 
Sensors are used to acquire data from the robot's environment, 

e Sensor Inlerpretnlion: On this level the acquisition of sensor data and its interpretation by Sensor 
Modules is done. Each Sensor Module is specialized in one type of sensor or even in extracting a 
specific kind of information fi-om the sensor data. They provide infomiation to the higher levels 
using a common represestation and a common frame of reference. 

0 Sensor Znfegratiun: Here the integration of information coming from qualitatively different 
sensors is performed. This is done by taking pieces of interpreted data provided by the Sensor 
Modules and correlating them to each other. For example, geometric boundaries of an obstacle 
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VII. Global Control . 
0 Global Control of System Behaviour 
0 Scheduling of Activities 
0 Integration of Plan-Driven with Data-Driven Activities 

VI. Global Planning 

0 Task-Level Planning to provide sequences of sensory, actuator and problem-solving (software) actions 
0 Simulation 
0 Error-Recovery and Replanning in case of failure or unexpected events 

V. Problem-Solving 

e Problem-Solving Modules provide services such as Path-Planning, Obstacle Avoidance, Internal Sensor 
Monitoring, User Interface, etc. 

IV. Real-World Modelling 

0 Integration of local pieces of correlated information into a Global Real-World Model that describes the robot's 

0 Matching acquired information against stored maps 
Object Identification 

e Landmark Recognition 

environment of operation 

Ill. Sensor Integration 

0 Information provided by different Sensor Modules is correlated and abstracted 
0 Common representations and compatible frames of reference are used 

I I .  Sensor Interpretation 

Acquisition of Sensor Data vision, Sonar, Rangefinder, etc.) 
e Interpretation of Sensor Data 

I. Robot Interface 

e Set of Primitives for Robot Operation 
0 Actuator Control (e.g., locomotion) 
0 Sensor Control 

Figure 2-1: Conceptual Activity Levels for a Mobile Robot Software Architecture. 
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extracted hy sonar can be projected onto alii image provided by ihe vision subsystem and can help 
in identifying a cersain object. On this level, infomarion is aggregated and assereions about 
specific parts of the real world man be made 

e Red- World ModeIlzng Partial, aggregated and local pieces of infomation are used in the 
increnaental conw-mion ofa cohhercct Global Rcal-World Model of the robot's environment; ~ h h  
Model can hen  be used for se"dera1 orher activities, such as landmark recognition, matching of 
newly acquired infomaeiorm against already stored maps, and generation of expectancies and 
goals. 

e I',.oblnii-Sol~,irrg~: In the contcxt of ~ ~ ~ ~ O ~ O K ~ O L I S  locomotion, a variety or problcr-n-solving activities 
arc ncccssary, such as p~th-pla nn i ng, nion i tori ng of in ternall scnsors, obstaclc-avoidaoce, 
intcrfxing to a human uscr, etc. 'i'hcsc diffcrcnt activities arc performed by Scncr Modules that 
provide spccific serviccs. 

B Global Planning: 'I'his lcvcl providcs task-level planning for auta~n~rnous generation of wquenccs 
of actintor, sensor and prt~css i~g  opcrations to achieve a global goal pi-oposcd to thc robot. Other 
necessary activities include simulation, error dctccdon, diagnosis an9  recovery, and replanning in 
the caw of uncxpccsed siiuatioix or failures. 

e C;/obal ('onmd: Finally, on ihis level Supervisory Modulcs are responsible for the schcduling of 
different activities and for combining Plan-drhen with Data-driven activities in an intcgratcd 
manner SO as to achicve coherent behaviour, 

Clearly. none of iprc presently existing mobile robot systems covcrs all of the levels described above. 'I'M 

conceptual structure provides, however, a context within which several of our research efforts situate 

theniselves [2,5,6). The Dobbh~ system for sonar-based mapping and navigation, in particular, ernbodis 

several of the elements of the framework, as disccussed in Sxrion 5. 

3. Building Sonar 

3.1. Introduction 

Several of the efforts towards autonomous navigation ki? unsmctured environments have used stereo vision 

to extract 311 information from Ehc robot's surroundings [4,3, lo]. One of the major difficulties wi 

approach is that the resulting maps are typical-lly very sparse, due to the intrinsic computational expense sf 

extracting range data from stereo pairs of images. This Ihitztion led us to explore the use of an alternative 

kind of sensor, such as sonar, that could deliver range information directly. 

in sonar system is able to build dense maps of the robot's environnient and classify regions as 

EMPTY, OCCUPlED or UNKNB - The central representation of sonar mapping information is d l e d  the 

Probabilistic or SensorLeveI Local Map, which uses a medium-resolution grid (typically 0.5 tt). Infomation 
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about empty, occupied and unknown areas, as well as the associated confidence factors, is stored in the cells of 

a two-dimensional array. These sonar maps are very usehl for motion planning. They are much denser than 

those made by the stereo vision programs, and computationally at least one order of magnitude faster to 

produce. 

Presently, the cycle of operation of the sonar system is as follows: from its current position, the system 

acquires a set of range measurements provided by the sonar sensors; these readings are then ~ ~ c ~ r ~ ~ e ~  as 

providing assertions concerning empty and occupied areas, and serve to update the sonar map, The  map is now 

used to plan safc paths around obstacles, and the robot moves a ccrtah distance along the path. 

position and onentation estimatc and repeats thc cycle. 

3.2. The Sonar Sensor Subsystem 
The sonar devices chosen are Polaroid laboratory grade ultrasonic transducers IS]. esc sonar elenients 

have a useful measuring range of 0.9 to 35.0 fr, with an accuracy on tfic ordcr of B. %. 'The main lube of h e  

scnsiuvity function corresponds to a beam angle of 30' at -38 dB. ?he system is optimized for giving 

range of thc nearest sound reflcctor in its ficld of view, and works well for this purposc. 

The sonar sensory system was built at Denning Mobile Robotics, and was mounted on two different robots 

(Neplune 171 for indoor use, and the Terragalor for outdoors). It is composed of a ring of 24 Polaroid Sensors 

spaced 15' apart, and a 280 controlling microprocessor that selects and fires the sensors, timing the returns 

and providing range values. This range information is thcn sent over a serial link to a VAX mainframe, where 

the interpretation of the sonar data and the higher level mapping and navigation functions are presently 

performed. 

3.3. Approach 

In this section we will briefly review the Zaal  Map building process (described in detail in [SI). and in the 

next section we will discuss how other representations are derived from it. 

There are a number of problems inherent to the data obtained fiom h e  sonar device: the timing circuitry 

causes imprecision in the distance measured; multiple reflections or reflections away from the sensor, due to a 

low angle of incidence on a specular surface, generate erroneous readings: finally, h e  wide angle of the sonar 

beam imposes only a very loose constraint on the position of the detected object. 

These conditions led us to consider a probabilistic approach to the interpretation of range data and the 

building of sonar-based maps, 
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Our method starts with a number of range measurements obtained from Polaroid sonar units whose 

position with respect to the robot is known. Each measurement provides information about probgbly empfy 

and possibly occupied volumes in the space subtended by the beam (a 30’ cone for the present sensors). This 
occupancy information is projected onto a rasterized two-dimensional horizontal map. Sets of readings taken 

both from different sensors and from different positions of the robot are progressively incorporated into the 

sonar map. Primarily because of the wide beam angle, the sonar data provides only indircct information 

about the location of the detected objjects. The constraints obtained from individual readings are combined to 

reduce the uncertainty. As more readings are added the area deduced to be empty expands, and tbe 

expanding empty arca cncroachcs on and sharpens the possibly occupied region. Thc map bccorncs gradually 

more dctailcd. 

‘The sonar beam is modcllcd by probability distribution hnctions. Informally, thcse functions describe our 

confidence that the points inside the cone of the beam are empty and our unccrtainty about the location of 

ttic point that caused the echo. ‘I’he functions are based on the range value and on the spatial sensitivity 

pattern of the sonar. 

3.4. Representing Ma 

Local Sonar Maps are two-dimensional arrays of cells corresponding to a horizontal grid imposed on the 

area to be mapped. ‘ n e  grid has M x N  cells, each of size AxA.  In each cell we store information that 

describes its status (UNKNOWN, EEAPTY or OCCUPIED) and the associated certainty factors. The following 

convention is used to represent map infomation: 

UNKNOWN 0 

A cell is considered UNKNOWN if no information concerning it is available. A cell (xl.y) can be E h i P n  with 

a confidence factor Emp(x,,y) (corresponding to values from 0 to -1) and OCCUPIED with a degree of 

certainty Occ(.xty> ranging from 0 to 1. h e  to sonar and reflection errors, we may have conflicting 

information in a given cell (xfy). A measure of this disparity is given by: 

EV0dXfYi) = 1 - (IEmP(xtY)l + lOCC(X,Y)l) . 
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3.5. Composing Information from Several Readings 

To build a Sonar Map, we compute the emply and occupied sonar beam probability distributions for 

individual range readings, then combine them with the information already stored in the map. The position 

and orientation of the sonar sensor is used to register the beam with the map, and the beam probabilities are 

then projected onto the discrete map cells. 

Each sonar reading provides partial evidence about a map cell being OCCUPIED or EMPTY. This evidence is 
combined with existing data to refrne the status of each cell. The evidence combination rules that control this 

process allow the new evidence to enhance or weaken existing hypotheses. Different readings asserting that a 

cell is EMPTY will enhance each other, as will readings implying that the cell is OCCUPIEI); on Ihe other hand, 

evidence that the cell is Mlm will weaken the certainty of it being OCCIJPIED and vice-versa. 

One range measurement contains only a small amount of infomintion. Dy combining thc evidence from 

many readings as thc robot movcs in its cnvironmcnt, the area known to be empty is expanded. The number 

of regions somcwhcre containing an occupied cell increases, while the range of uncertainty in each such 

region dccreases. ?%e overall effect as more readings are added is a gradually increasing coverage along with 

an increasing precision in the objcct locations. Typically after a few hundred readings (and less than a sccond 

of computer time) our method is ablc to “condcnsc out” a comprchcnsivc map covering a thousand square 

feet with better than one foot accuracy in thc position of thc objects detected. 

3.6. Maps 
A typical map obtained through the method outlined above is shown in Fig. 3-1, and the corresponding 

certainty factor distributions are shown in Figs. 3-2 and 3-3. These are the maps obtained after doing a 

thresholding stcp, where OCCUPIED and EMPTY values are compared and a final decision is made concerning 

what label to attach to each cell. 

4. Multiple Axis of Representation of Sonar Mapping Information 

derived. We use the following dimensions of representation (Fig. 4-1): 

From the Probabilistic Local Maps described in the previous section, several other data structures are 

*THE ABSTRACTION AXIS: Along this axis we move from a sensor-based, data-intensive 
representation to increasingly higher levels of interpretation and abstraction. Three levels are 
defined: the Sensor Level, the Ceomeiric Level and the Symbolic Level. 
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Figure 31: A Two-Dimensional Sonar Map. Emply areas with a high ceminty factor are represented by 
white areas; lcwes certzinty factors by *' 4- I' symbols of increasing thickness. Occupied areas are 
represented by " x "  symbols, and Unknowo areas by " - "  . 'The position of the robot. is shown by 
a circle and the outline of the room and of the major objects by a solid Ene. 

@ T H E  GEOGRAPIIKAL AXIS: Along th is  axis we define Views, Local Maps and 1;Pobaal Maps9 
depending on the extent and characteristics of the a m  covered, 

enw RBOLLTION AXIS: Sonar Maps are gencaatsd at different values of grid rewlution for 

different applications. Some computaths can be perfomed mtisfactarily at low levels of detail, 
while others need high r even mtaldgle degrees of resolution, 
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Figure 3-2: The Occupied Areas in the Sonar Map, This 3-D view shows &e Certainty Factors Occ(xi,y). 

4.11 The ~~~~~~~~i~~ Axis 

e first kind of wnar map built from the sonar range readings uses the ~ ~ o ~ ~ ~ i ~ ~ s ~ i c  representation 

described earlier. A ~ ~ ~ - ~ ~ ~ ~ ~ s i o n ~ ~  grid covering a lirnjatcld area of interest is used. l’lhis map is derived 

directly from the interpretation ofthe sensor readings and is, in a sense, the description closest to the red 

world. It serves as the basis from which other kinds of representation are derived. Along the Abstraction Axis, 

this data-intensive representation is also defined as ehe Sensor Lmelmap. 



Figure 3-3: The Empty Areas in the Sonar Map. This 3-D view shows the Certainty Factors Emp(xtyj). 

The second level is called the Geometric Level. It is built by %canning, the Sensor Lmel Map and identifying 

blobs of cells with high OGCUPIED confidence factors. These are merged into uniquely labeled objects with 

explicitly represented polygonal boundaries. If needeQ, the Same an be done with m m  areas. 
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S y m b o l i c  L e v e l  

A b s t r a c t i o n  
A x i s  

m 

A b s t r a c t i o n  
A x i s  , 0- 

m 
I G e o m e t r i c  L e v e l  

G e o g r a p h i c a l  
A x i s  

R e s o l u t i o n  
A x i s  on 

V i e w  / L o c a l  Map - 
Low Resolution 

Global Map 

Figure 4.1: Multiple A x i s  o f  Representation o f  Sonar Maps. 

The h i rd  is the Symbolic Level, where maps of larger arcas (typically Global Maps) arc destribed using a 

graph-likc rcprcsciitation. This dcwiption bcnrs only a topological cquivalcncc to thc rcal world. Nodcs 

rcprcscnt "intcrcsting" arcas, whcrc rnorc dctiilcd mapping information is ncccssary or availablc. while cdgcs 

correspond to simpler or "unintcrcsring" Inavigation;illy speaking) arcas. such as corridors. 

lliffcrcnr kinds of prohlcin-solving nctivitics arc bcctcr performed on differcnt lcvcls of abstraction. For 

cxamplc. globill parli-planning (such as how to gct from onc building wing to another) is danc on thc 

symbolic lcvcl, whilc naiigarion through a spccific officc or lab is done on the sensor-level map, whew all the 

dctailcd information about objects and frcc spacc, as well as thc associated certainty factors, is storcd. 
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4.2. The Geographical Axis  

In order to be able to focus on specific geographic areas and to handle portions of as well as complete maps, 

we define a hierarchy of maps with increasing degrees of coverage. Progressing along the Geographical Axis, 

we start with Views, which are maps generated from scans taken from die current position, and that describe 

the area visible to the robot from that place. A s  the vehicle moves, several Views are acquired and integrated 

hito a Local Map. The latser corresponds to physically delimited spaces such as labs or ofices, which define a 

connected region of visibility. Global Maps are sets of several Local Maps, and cover wider spaces such as a 

whole wing of a building, with labs, ofices, open areas, corridors, etc. 

4.3. The Resolution Axis 

Finally, along the Resolution Axis, we again smrt with h e  Local Probability Maps and generate a 

progression of them, with increasingly less detail. This pernits cemins kinds of computations to be 

performed either at lower levels of resolution with correspondingly less comyutadond expense, or eke allows 

operations at coarser levels to guide she problem-solving activities at finer levels of resolution. 

The finest sonar maps that can be obtained from the method outlined in Section 3 (considering the 

limitations intrinsic to the sensor) have a cell size of Q.1 x 0.1 14 . For navigation purposes, we have typically 

been using a O S  Fp grid for indoors and a 1.0 fe grid for outdoors. Nevertlieless, several operations an the maps 

are expensive and are done more quickly at even lower levels of resolution. For these cases wc reeduce higher 

resolution maps by an averaging process that produces a coarser description. One example of an application 

of this technique is the Map Matching procedure described in IS]: two Local Maps being compared with each 

other are f ine  rnatched at a low level of detail; the result thca constrains the search for a match at the next 

higher level of resolution. 

5. Oveaall System 
'To provide a context for thew nmuleiplc descriptions, we will bricfly prcscrmt ehe current architccturc of 

~ o ~ ~ ~ ~ ,  and show how the different dimensions and levels of representation of sonar maps interact with and 

are used by the various problcm-solving activities that happen in the system. We will also situate it within a 

more global architecture, and discuss its relationship to the conceptual framework outlined in Section 2. 
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The ovcrall architecture of the Sonar Mapping and Navigation part of the aolpbbi system is shown in Fig. 

5-1. ' n e  function of the major modules and their interaction with the different sonar map rcpresentations is 

described below: 

Sonar Control: Interfaces to and controls the Sonar Sensor Ring, providing range readings. 

Scanner: Preprocesses and filters the sonar data. Annotates it with the position and orientation of the 
sensor. 

Mapper: Using the information provided by the Scanner, generates a View obtained from the 
current position of the robot. This View is then integrated into a Local Map. 

Cartographer: Aggregates sets of Local Maps into Global Maps. Provides map bookkeeping functions. 

Matcher: Matches a newly acquired Local Map against portions of Global Maps for operations such 
as landmark identification or providing an alternative update for the global- (absolute) 
robot position and orientation estimate. 

Object Extraction: 
Identifies obstacles by merging blobs of OCCUPIED cells and extracting the corresponding 
polygonal boundaries. 

Graph Building: 

Path-Planning: 

Navigator: 

Conductor: 

Guardian: 

Supcrviwr: 

Searches for regions with simple or complex patterns of obstacles to identify "interesting" 
and "free" spaces. 

Three levels of path-planning are possible: Symbolic Pafh-Planning is done over wider 
areas (Global Maps) and at a higher level of abstraction (Symbolic Maps); Geornefric 
Pafh-Planning is done as an intermediary stage, when the uncertainty in Local Maps is 
low; and Sensor h4ap Path-Planning is used to generate safe paths, taking into account the 
certainty factors. The path generated is provided to the Navigator. 

Takes care of the overall locomotion control of the vehicle. This includes examining 
already planned paths to determine whether they are still usable, invoking the path- 
planners to provide new paths, overseeing the actual locomotion, setting intermediary 
goals, etc. 

Controls the physical locomotion of the robot vehicle along the proposed path. Provides an 
estimate of the new position and orientation of the robot. 

During actual locomotion, this module checks the incoming sonar readings and signals a 
stop if the robot is corning too closc to a (possibly moving) c-hs~cle not dctccted 
previously. It scrves as a "sonar bumpcr". 

Takes carc of the overall control ofthe system. 
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t Symbolic Map 

Graph B u i l d i n g  

I Geometr ic  
P a t h - P l a n n e r  

G e o m e t r i c  Map 

P a t h - P l a n n e r  

O b j e c t  E x t r a c t i o n  '17 
-0- 

m Supervisor 

C a r t o g r a p h e r  '1.. ...-I 

Conductor Sonar C o n t r o l  

Locomotion Sonar Sensors 

Figure 5.1:  Architecture o f  t h e  Sonar Mapping and Navigation System 
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Comparing this architecture with the conceptual framework outlined in Section 2, we can identify the 

following correspondcnce: the Soxlar Control and Conductor modules belong to 1,evcl 1; Scanning, Mapping, 

Object Extraction and Graph Building provide functions on Level 11; the Cartographer and the Matcher 

operate on Idevel IV: Path-Planning, Navigation and the Guardian are situated in I.cvel V; and the Supervisor 

is in Level VII. 

5.1. Extending the Architecture 

l’he implementation described above embodies a sequential control-flow organization. This, however, does 

not reflect the inuinsic problem-solving characteristics inherent to mobile robot software. The various 

modules involved in the problem-solving effort are frequently quasi-independent and have a low degree of 

coupling; therefore, they should conceptually proceed in parallel, interacting with each other as needed. 

It is in this context that we designed a Distributed Problem-Solving framework within which the kinds of 

parallel and coordinated activities needed for a mobile robot could be expressed naturally 121. This 

Framework offers parallelism on the process level. Conceptually, it provides a computing environment where 

the problem-solving activities are performed by several independent processes. These can communicate with 

each other through messages as well as post on or retrieve relevant information fiom multiple Blackboards. A 
set of primitives was implemented that provide message-based communication, process control, blackboard 

creation and access, and event handling [l]. 

This framework was used to design a Distributed Control System to supervise and coordinate the activities 

of a mobile robot [2]. The different tasks are handled by independent Expert Modules; each is a pair of 

(master, slave) processes, where the master controls the scheduling and the activities of the slave. 

Communication among Expert Modules occurs asynchronously over a Blackboard structure encapsulated in a 

Blackboard Monitor. Information specific to the accomplishment of an overall goal is provided through a 

Control Plan. The system can be distributed over a network of processors; an Executive local to each 

processor and an interprocess message communication mechanism ensure transparency of the underlying 

network structure. 

We have recently started the implementation of a distributed version of Dotpbin as an actual testbed for these 

ideas 161. This Control System would correspond to a Level VI1 activity. 

Moving towards a higher degree of autonomy and flexibility, we are also beginning to address the 

development of a task-level Global Planner that would automatically generate the Control Plan mentioned 

above. We are considering a hierarchical approach similar to NOAH 191, using a graph to represent the plan 
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and explicitly storing alternatives and sensor-dependent conditions as part of it.. The elemcntay o 

sensor information gahering, interpretation, actuator control and specific problem-solving activities are the 
primitives on which the planner bases its plan. 

A simplified view of an cxpandcd vcrsion of the DaIybstr systcm, including Distributed Control and a Global 

Planner. is shown in Fig 5-2, I h e  Control Blackboard storcs rlic more rclcvant pieces of high-level 

information necdcd for ovcrall coordinated bchavioiar. Complex sub-systems such as scnsor processing may 

have indepcndcnt blackboards of theis own. 

C o n t r o l  Plan 

81 ackboard 

---- 

Environment 

Figure 5-2: Generd Architecture of the ~~~~~ Syspm 
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. Tests of the System 
'I'he Whin sonar-based mapping and navigation systcm described here was tested in scvcral indoor mns in 

ciiuttercd environmcnts using h e  Neptune mobile robot 171, developed at thc obile Robot I aboratory of the 

Robotics Institute, @MU. It  was also tested in outdoor enviromment5, operating among trees, using the 

Tcrraga~or robot, developed at the Robotics Construction Laboraty, CMU. The system operated successhlly 

h both kinds ofenvironments, navigating the robot towards a given destination. 

7 .  Conclusions 
We have described a system that uses a Sensor I ~ v e l ,  probability-based sonar map representation of 

medium resolution to build several kinds df maps. Three different dimensions of representation are defined: 

the Abstraction Axis, the Geographical Axis and the Resolution Axis. These maps are used by a sonar 

mapping and navigation system that performed successhlly in indoor and outdoor environments. 

expanding the system to test distributed control and global planning mechanisms. 
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Abstract 

hlany artificial intelligence applications involve the design of systems in- 
tended to track and react to conditions in their physical environments in 
real time. Real-time performance is difficult to achieve using traditional 
A I  techniques because of their reliance on expensive runtime symbolic in- 
ference. This paper addresses this problem by describing a mathematical 
framework and design tools for analyzing and synthesizing machines with 
compiled knowledge. The concept of knowledge is formulated math-mat- 
irally in terms of the relationship between states of a machine and states 
of its environment over time. The design approach is based on the use of 
metaprograms to compute a machine description which can then be trans- 
formed either into physical circuitry or into code that simulates the described 
machine. The compilation of knowledge is facilitated by parameterizing 
machine constructors by other machine constructors and by objects usuaIly 
encoded as runtime structures. 

1 Introduction 

Many important computer applications involve the design of hardware and 
software that are part of a larger system embedded in a physical environ- 
ment. Applications of this kind arise in process control, avionics, robotics, 
and artificial intelligence; in the typical case, the computer's principal task 
is to track and react to conditions in the environment. For the system 



36 

to operate as desired, it must be designed to recognize the relevant envi- 
ronmerital conditions and to c0mpvt.e appropriate responses vahena req~ired. 
As more open-ended environments are considered and. as t h ~  conditions to 
be recognized and the respouses to be supplied become more c~niplex,  the 
job of designing real-time embedded systems becomes corwsponditlgly more 
dificult. 

The problem is particiilarly acute inn the design of highly rzactive A I  
systems, such as intelligent robots. A robot c a n  be viewed abstractly w a 
complex control system that monitors sensory inputs and acts to achieve 
or maintain certain goal conditions in its environmcnt. In simple control 
systems, facts about the environment can often be encoded as a sniall set of 
numrrical parameters. More complex kinds of infonnwatiota, however, such 
as those needed by intelligent robots, require sorresporndi g l y  more complex 
da ta  structures for their encoding. Moreover, real-time perkormmec requires 
that there be a constant hound on the number of computational opcrsnitions 
performed between inputs and outputs. 

‘I’he Artificial Intelligence Center at SRI Inteniatiornal is desigxiwg m d  
implementing a mobile robot in the tradition of Shakey [la]. The aim ob this 
project is to combine significant perceptual, reasoning, and communication 
abilities in an autonomous computer-controlicd device and. to lrava it operate 
in real time. In attempting to reconcile the gcd of maa?lipulatimg complex 
information with that of real-time operation, e have adapted a design 
approach based on (1) the use of epistemicr logic in the formal malysis 
of the robot’s information states d (2)  the U R ~  of metnprograrns that 
automatically construct real-time control pro ran-is amenable to this type 
of formal analysis. 

Real-time performance is diPGcult to achieve ming trraditiond AI tech- 
niques. This difficulty sterns, in part, from a failure to  &stin 
two types of facts that are relevant to a robot’s operation. The first of these 
can be called the dynomic facts, as they involve moment-to-moment condi- 
tions of the environment. The second type comprises the permanent or static 

facts, i.e. those which are perhaps better thought of as part of a model of the 
environment in which the robot operates. The traditional AI approach to 
the encoding of information (“knowledge representation” 1 is to think about 
all these facts as objects of the same sort m d  to encode them uniformly as 
symbolic data structures that are manipulated by the program. This ap- 
proach is attractive because it seems to offer the possibility of reducing the 
problem of designing intelligent machines to  the coueeptually simpler task 
of constructing programs that syntactically derive consequences of facts in 
a knowledge base [11,10]. 

As attractive as this strategy may be, its implementation raises serious 
technical di Kiculties which derive from the computational complexity of in- 
ference. I t  is well recognized that the more open-ended the environment, 
the more expressive the logic needed to describe it and the less tractable i s  
the problem of reasoning explicitly in the logic. In some applications, the 
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moment-to-moment synchronization of the programs with conditions in the 
surrounding world can be conveniently ignored. In such domains (e.g. the- 
orem pro17ing, medical diagnosis, geology, and organizational behavior), the 
time complexity of inference is not a critical problem; thus, the irnplementa- 
tion of intelligent information processing by means of conventional symbolic 
infprence 1 ecbniques is feasible. 

However, in the mobile-robot domain, the permanent facts relevant to 
time-critical, !ow-Ievel interpretation and decision-making are 80 complex 
that is it impossible to reason with them explicitly in real time. This point 
is hardly controversial; the assumption is generally made that inn applica- 
tions of this sort, static knowledge must be "compiled in." This paper 
explores the idea of knowledge compilation from a t h ~ o r ~ t ~ c a ~  $ t ~ d p ~ ~ ~ ~  
and suggests how it might be applied at various levels in the construction 
of intelligent systems, thus avoiding certain problematic aspects of general 
deductive inference. 

hluch work OD formalizing properties of knowledge has been done in phi- 
losophy [5,9], theoretical computer science 131, and AI [12,10,8]. Most of 
the work in this tradition is carried out in an abstract setting; the essential 
corict>pt of krrowfedge i s  not given a concrete physical or c o ~ ~ ~ i t a t i o ~ a ~  in- 
terpretation. Where such an interpretation rb given, it  is usually in terms 
of procedures that manipulate sentences of a formal language, often ignor- 
ing issues of computational complexity. The situated-automata approach 
attempts to avoid inferential complexity by providing a concrete ctrmputa- 
tional model for epist,emic logic in a framework that does not depend on 
viewing the system as manipulating sentences of a logic [14]. 

In the situated-automata framework, the concept of knowledge is ana- 
lyzed in teriiis of logical relationships between the state of a process (e.g., a 
machine) and that of its surrounding world. Because of constraints between 
a process and its environment, not every state of the machine-environment 
pair is possible, in general. A process 71 is said to know a proposition 4 in a 
situation where its internal state is s, if in all possible situations in which I 
is in state s, 4, is satisfied. This definition of knowledge satisfies the axioms 
of modal system S5, including deductive closure and positive and negative 
introspection. 

In its original formulation, situated-automata theory dealt with the state 
of a system as an unanalyzed whole. Since machines designed for real appli- 
cations can take on an enormous number of states, they must be built hier- 
archically, with the size of the state set growing as the product of the sizes 
of the state sets of the component machines. This paper extends situated- 
automata theory to hierarchically constructed machines in order to facilitate 
the epistemic analysis of composite machines. 

On the practical level, this approach has led to the development of Rex, 
a set of tools for constructing complex programs with rigorousiy definable 
epistemic properties. Instead of constructing a description of the target ma- 
chine directly, the programmer defines a procedure (the metaprogram) that, 
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when run, computes a description of the machine. The metaprogramming 
tools have the property that they produce only real-time target m 
Of course, the anetaprograin itself need not be real-time, since it is not 
intended to be coupled to the robot’s physical environment. 

In the remainder of this paper we resent a brief description of the the- 
oretical background of this work, an introduction to Rex with some simple 
examples of its application to problems suggested by the mobile robot do- 
main,  and a discussion of the synthesis problem. 

2 Thearetic 1 Background 

A useful theory of intelligent embedded systems must be capable of describ- 
ing how certain pasts of the physical world elmcode information about other 
parts over time and how their behavior exploits that information. We model 
this situation abstractly by constnicting the requisite concepts from a small 
set of primitives: space, time, possibility, and truth. 

2.1 Basic Concepts 

Let a universe LJ = ( L , T , W ) ,  where the set L (locations) is a topology 
suitable for modeling physical space, T (Lime$) i l ~  ordered set of instants, 
and I?’ (possible worlds) m abstract set of indices of possibility, Le. possible 
histories or ways the 

We define the set of propit ions  @ to be Z W x T .  Intuitively, each element 
’p E (2, is the set of world-time pairs in which that proposition holds. CP has 
the structure of a Boolean algebra (of sets). The ordering G corresponds 
to  entailment: y, E p’ means that p is less general than (Le., entails) 

‘p‘. The operations fl, U, and 7 correspond to intersection, union, and 
complement ation of propositions. The atrongest postcondition operator Sc : - CD satisfies: Sc(p)(w,t + t )  iz p ( w , t ) .  If the superscript t is omitted, 
it is assumed to be equal to 1. 

Il’e identify processes with their spatial trajectories, Le., the set of map- 
pings 7~ : 14’ x T --+ L .  a(tu, t )  denotes the volume of space occupied by 
process 7~ in world w t time t .  The set of processes inherits the structure 
of 1,; it is closed under pointwise union, intersection, and complementation, 
and one process can be a subprocess of mother. The null process is de- 
noted by [ ], and [ T I ,  ... ,rn] denotes a process tuple that is made up of 
suhprocesses w1,. . . , I C ~ .  

The wlue domain of a process r ,  written DTf is a distinguished set 
of mutually exclusive and exhaustive properties of that process. For any 
process n ,  the function ual, : W x T -+ D, associates with each world and 
h e  the lalue (or state) of n in that world at that time. Two processes n~ 
and ~2 are said to be behaviorally equivalent (written z.1 == ~ 2 )  if and only 
if they take on the same value at each world and time. Formally: 

7l-1 == K2 = VW, t .  vnl , , (w,  t )  = ual&, t )  
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In designing computational systems, we are especially interested in dis- 
crete processes, Le., processes that can be described in terms of discrete sets 
of locations, states, and instants of time. For example, registers in a digital 
computer are easily modeled as compound processes made up of flip-flop 
subprocesses with value domain { H ,  L } ,  H denoting the property of being 
in a high-voltage state and L a low-voltage state. 

A naachirie is modeled as  a pair of (possibly complex) discrete processes 
subject to behavioral constraints. The notation m ( X ,  Y )  means that output 
process Y acts as a machine of type rn with respect to input process X ,  i x . ,  
X and Y satisfy the behavioral constraints imposed by rn. When we wish 
to be concrete, we refer to these processes as dorage Zocatiom, since they 
can be realized as physical components in digital hardware. 

We shall make use of two varieties of primitive machine: pure func- 
tional machines (e.g., logic gates), symbolized by f * ,  and delay elements, 
A,. These machine types are characterized by the following formulas: 

f * ( X ,  Y )  = 'dw, t .  valy(w,  1 )  = f (val ,y(w,  t ) )  
A , ( X , Y )  EZ Vw. (tialy(w,O) = E )  

A (Vt 2 0. v a f y ( w , t  + 1) = ua!,(w,t)) .  

The $' machine uinstantaneouslyn computes the primitive function f : 
Ds -L D y ;  the output of the delay machine is the constant t, followed 
by its input ,  displaced in time by  one unit. Complex machines are ulti- 
mately made up of storage locations constrained to act as machines o€ these 
primitive types and may be built up through the use of composition oper- 
ators. One complete set of such operators consists of serial, parallel, and 
feedback compositions. These have well-understood mathematical propert,ies 
and haxre lieen studied extensively in the context of the theory of automata 
arid sn.itcliing circuits [4]. 

2.2 The Information Content of Processes 

In posi;ilile-world models of modal logics of knowledge with world-time in- 
dices, to, t i== K ( X ,  9 )  is usually defined to be true if and only if w', t' + p 
for all w ' ,  t' episternically accessible to agent X from w,  t. If the accessi- 
bility relation is an equivalence relation, the logic will satisfy the axiorns 
of modal system SS (61, including the axioms of deductive closure, positive 
introrpection, and negative introspection. One approach to formalizing the 
information content of processes woiild be to use such a modal logic of knowl- 
rdgc, s, i t h  agents identified with processes and the episternic accessibility 
relation for a process IF defined as follows: 

I t  tu, 1 w ,  w',  1' = vaf,(w, t )  = val,(w , t ) 
lJnder this definition, w x  is clearly an equivalence relation on W x T, and 
the 55 axioms are satisfied 114). 

In place of the K ( X ,  p) notation, it will be convenient to make use of a 
denotation function that maps the values of a process to their propositional 



coiltent. For a given process A and value v E D,, we define the denotation of 
t ’  for 7r as the stroiigest proposition eonsisttmt with r’s having value v .  This 
proposit ion corresponds to the idormation that the process has about its 
environment when its value is u. We formally d e h e  the denotnkbon function 
from values to propositions pr : 13, - 4p as 

r h o t a t i o n s  and knowledgv are directly related in the following way: 

The ordering 011 Q, induces an ordering on denotation functions over the 
same value domainn: 

If ct1  & 112 ,  then 

The nred for formal semantics of knowledge representations is well recog- 
i i i i t c l  hl .I1 rc<earchers. Traditionally, however, denotation fiinctions have 
hccn :tipulatcd uniformly, in the sense that the same symbols are used in 
c icrj  module to mean the same things. Furthermore, the relation between 
tlie operation of the machine and the content of the representation is often 
ignored. In situated-automata theory, a more fine-grained approach to deno- 
tation is adopted. Meanings are associated to vahes in a location-dependent 
fashion, and tlie denotation fimction depends cnicially on the behavior of 
t hc machine. The relationship between denotation and machine structure is 
the subject of the next section. 

is at  least as informative as pz. 

A machine  c a n  be seen as performing a transduction from the time series of 
values a t  its input location to values at its output location. Correspondingly, 
at the dcnotational level, each machine type has associated with it a higher- 
order function on denotation functions. We call this function the aemantdc 
transformation function of the machine; it takm the denotation function of 
the input onto the denotation function of the output. We will notate the 
sernaiitic transformation function associated with machine type m by ~ ( n ) .  
Formal!y, 

m ( X , Y )  3 p y  = r (m)( , rx) .  

For ail) machinc, the semantic transfwmationn function is entirely deter- 
mined by the transformation functions of the primitive machines and the 
interconnection of tbc primitive macbines. 
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For the pure functional machines r,  the semantic transformation func- 
tion is defined in the following way: 

u Y d ( 4  = u I 4 4  
ufl- ' ( V I )  

Essentially, the denotation function of a particular value of the output lo- 
cation ot a functional machine is a disjunction over the denotations o€ all of 
the possible valuts of the input location which could have given rise to that 
value in the outsput location. 

For Ac.  the family of delay machines parameterized by c ,  the semantic 
traiisforniation function is defined as follows: 

The proposition 'po is taken to be strongest proposition guaranteed to be 
true when  t h v  machine is started. Formally, 'po = ( (z0,Q) 1 w E W } .  The 
denotation of a value v at the output locatjon is either the strongest post- 
condition of the denotation of v at the input location if u # c or, if u = E ,  

the disjunction of that proposition with (PO. 

The deriotation function of a complex storage Iocation [ X I , .  . . ,Xa] is 
the intersection of the denotation functions of its sublocations: 

I t  follows that information is spatially monotonic; if X is a subprocess of 
l* and S carries the information that p, then so does Y .  Of course the 
converse is not true in general, and much of the 'inference" that goes on 
in an intelligent machine might be viewed a.s informotion localizetion, Le., 
causing information carried by a large piece of storage to be carried by a 
smaller piece. 

In addition, all semantic transformation functions induced by ~ a c ~ i ~ ~ s  
are monotonic. This can be seen by observing that no negstians occur in the 
definition of any of the semantic t ~ ~ s ~ o r m a t ~ o ~  functions; intersection and 
union are both monotonic functions on the domain of denotation functions. 
Even a n  inverter (ix. a primitive not' where not(Q) = I, not(1)  = 0) induces 
a monotonic semantic transformation function; 

111 E pz 2 ~ ~ ~ ~ ~ * ~ ~ ~ , ~  c ~ ~ ~ o ~ ~ ~ ( ~ * ) .  

Also. it is not the case that ~ ~ ~ ~ ~ * ~ ( ~ ~ ~ ~ ~  = i ( p ) ( O ) ;  instead r (no t* ) (p ) (  
p( I) ,  a different proposition entirely. 

G iveta machines m1 and rnz and their corresponding semantic transfor- 
mation functions, it is possible to caicufate the semantic transformation 
funclions of t h ~  compositions of these machines. Let ml o m 2  and 7n1 11 m2 
rrspvcti\ ely denote the serial and parallel compositions of m p  and tn2, and 
let , ~ n i  denotrb tlic feedback operator app8irci to m. 
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The semantic transformation function of the serial composition of mi 

and in? is simply the firnctioii composition of the semantic tramformation 
f m c t  ions. 

r(m1 m ) ( P ) ( 4  = T(m2)(.(m>(PFLP)(4 

I n  the parallel case, the semantic transformation function of the compo- 
sition of n z 1  and m2 satisfies the following equation: 

3 A Framework for 

Rex is a set of development tools for constructing complex machines hierar- 
chically. hlachiries are built by defining PI rnetaprogram that constructs an 
abstract machine description by creating stara e designators and incrennen- 
tally comtrairiing them to behave in particular ways with respect to  one 
mother. This description, which stipulates how the value of each atomic 
storage location is to be computed over time, @an then be transformed ei- 
ther into physical circuitry or into code that simulates the described ma- 
chine. This process is depicted schc atically in Figure 1. 

Figure 1: Stages in Machine Construction 

3.1 A Description of Rex 

In this section we present an informal description of the constructs that 
make up Rex, working from primitive machine constructors to  the definition 
of arbitrarily complex machine constmctors by the user. 
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3.1.1 Primitive Machine Constructors  

There are two kinds of primitive machine constructor in Rex, corresponding 
to the primitive machine types discussed in Section 2. For the A, machine, 
we have 

(init-next value ezpr), 

which denotes a storage location that i s  constrained to contain the value 
c t r h  initially and to contain at time t + 1 the value at t of the location 
denoted by ezpr. 

The  family of primitive function machines, 

(primfn ezprl . . . expr,), 

denote locations constrained to always contain the result of applying prinijn 
to the the values of the locations denoted by ezprl . . . expr,. primjn may 
be any one of a set of primitive machine constructors available to the pro- 
grammer. By convention, an identifier narnem names a machine constructor 
intuitively related to the function name, for example ifm, timesm, squarem, 
equalm, and cosm. 

3.1.2 Storage Expressions and Wffs 

We refer t,o invocations of constructors that denote storage locations, such 
as the ones mentioned above, as storage expressions. These may have be- 
havioral coiistraints associated with them arising from their construction. 
h storage expression with no behavioral constraints may be created from an 
identifier wit.1~ the form 

'I'lle form 

(if condition ezprl ezprz) 

allows the stnicture of the machine to depend on conditions that are eval- 
uated at construction time. if condition is true at the time this machine 
constructor i s  invoked, this expression denotes ezprl, else ezpr2. In order to 
impose complex constraints 011 the behavior of a particular storage location, 
we use t,he form 

(the var wf1. .. tugn), 

which binds vas to a new storage location, constrains that location to satisfy 
ulfll . . .tl.fl,*, and returns it. 



A u~f); or well-formed formula, serves to constrain the behavior of the 
storage locations it mentions, but does not denote a particular storage lo- 
cation. There are four wff forms in Rex. The first farm, 

conqtrains the storage locations denoted by cqx-1 m d  exprz t o  he behav- 
iorally equ i rdea t ,  which means that at every point in time, tach i s  to eon- 
tain the same value as the other. It is a prsgrammin error to attempt 
to constraiii two storage Iocationas to be behaviorally ~~~~~~~~~~~ if they are 
already constrained to behave iu a way that precludew this possibility. The 
actual implementation of Rex imposes the slightly stronger req~aircrnent that 
at least one of the expressions in a == form must denote an unconstrained 
storage location. 'I'he form 

(if condition tvfl w f ~ )  , 

like the i f  form in the previous paragraph, depends on the value of condition 
at the time of invocation. If i t  is true, this form imposes the constraints of 
wg1, otherwise, utfl~. The  form 

imposes the conjunction of constraints ob wfll . . . wfln. The form 

is similar t o  the ( the  I .  .) form, generating k new storage jocatioris arnd im- 
posing multiple constraints upon them but returning no storage designator. 

3.1.3 Defining New Machine @onstructore and Constrainem 

In Rex, both machine constructors and machirro: comtrairners may be hierar- 
chically defined. These correspond to storage expressions and WRS, respec- 
tively. The form 

binds thr identifier name to its definition as a machine constructor. The 
braces hold a list of parameters that are used by the mak~h in~  ronstmctw at 
construction time. The arguments denote the input locations of the machine 
under coilst ruction; ezpr denutes the (possibly compound) output etorage 
location and constrains its behavior. The form 
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is much like the defm form, binding name to its definition as a machine 
constrainer. The constraints it will impose are the conjoined constraints of 
Wfl I  . . . wfln. 

Once a machine constructor or constrainer namebas been defined through 
the use of defm or defr ,  it may be invoked as a storage expressionn or wff 
as follows: 

(name actual-pram1 . . . actual-pram,, actual-awl . . . actual-arg,). 

All of the storage locations that we have discussed so far are atomic; 
however, just as the logic admits of compound processes (see Section Z), 
storage expressions in Rex can denote compound objects. The expression 
[x . y] denotes the storage location which is the pair of locations denoted 
by x and y. A s  in Lisp, tuples (or lists) are built up from pairs, with [XI 

. [xz . ... [xn . [ ]] . . . I]  abbreviated as [ X I  x2 ... x,]. Through the use 
of the == operator, storage designators can be unified, allowing compact 
metaprograms to recursively instantiate storage and constrain its behavior. 
(See the example in Section 3.5.) 

Syntactically, we allow structured arguments in the argument fist of a 
defm form. These are handled by unifying them with the actual arguments 
when the function is invoked. Thus, 

is equivalent to 

(defm f (u) 
(the v 

(some (x J z) 
(== u [x y 21) 
(== v (g x y z ) ) ) ) )  

We also allow the first arginient of a the form to be structured, in order 
to  simplify writing expressions which denote complex storage. Thus, we can 
writ,e 

rather than 
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c i s  used as an abbreviation for the constant e machine 
constructor and i s  equivalent to 

(the x (== x (init-next c x))). 

We note that constants may have complex structure if the structure of the 
initial value is the same as that of the storage containing the constant. 
Thus, the following expression denotes a valid constant containing the triple 

(1 ,  w]: 

(the [x y z ]  (== cx y z ]  (init-next ' ( 1  2 3) [x y z ] ) ) )  

3.2 Running Sum af Squares 

As a simple introductory example, we describe the process of constructing 
a machine t,hat continually computes the running sum of the squares of 
its inputs over time. A Rex function that constmcrts a description of this 
machine can he defined as follows: 

Hex takcs the preceding text as input, and generates the following abstract 
marhine description (a schematic diagram of this machine is given in Figure 
2 )  : 

( ( P L U S  91 Y2 PLUS11 
(SQUARE INPUT T1) 
(DELAY 0 P L U S 1  T2)) 

In the aljstract machine description, the atoms INPUT, PLUSI, T i ,  an 
designate storage locations, which, for example, in a digital circuit, would 
be \vires carrying signals. The machine description can be interpreted in 
two ways. From the stmctiiral point of view, each line corresponds to B 
primitive component of the machine and the descriptbw 9 ~ s  a whole encodes 
the connectivity of the components. From the behavioral point of view, each 
line of the description imposes constraints on the behavior of the storage 
locations it mentions. 
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INPUT I PLUS I 
____I) 

Figure 2: A Simple Machine for Computing Running Sum of Squares 

Structurally, (PLUS T 1  T2 PLUS11 means that there is an Kaddern per- 
nianentlj connecting input locations Tl and 12, with output location PLUS1. 
(SQUARE INPUT T1) means h a t  location 11 will be the output location of a 
LLsquaringl component with input location INPUT. The behavioral interpre- 
tations of PLUS arid SQUARE are self-evident. Structurally, (DELAY 0 PLUSl 
T2) means that a delay element connects location PLUSl with location T2. 
Ht.haviorally, T2 ha3 the initial value 0 and at time t $. 1 has the value of 
PLUSi at time t .  The reader can easily verify that, at any point in time, the 
location PLUS1 contains the sum of the squares of all the previous values of 
INPUT. 

As a (trivial) illustration of the use of construclion-time parameters, we 
redefine running-sum as follows: 

(defm running-sum-of-squares (init) (input) 

(the sum 
(== sum (init-next init (plusm sun (squarem input)))))) 

This parameterized version of the definilion allows Rex to construct a family 
of machiries, all of which add a quantity to the running sum but differ in 
the quantity they add. 

3.3 Machine Compositions in Rex 

Various forms of machine composition (eg. serial composition, parallel com- 
position, and feedback) are expressed naturally in Rex. (See Figure 3 for the 
schematics.) Serial composition corresponds to simple function composition, 

parallel composition is achieved through pairing, 
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X 

Figure 3: Serial, Parallel, and Feedback Composition 

and feedhack conies about tlirough cyclically dependent variaXBes. 

13) iisiiig higher-order definitions in which machine coiistnictors are pa- 
rarnctcrs of other machine constructors, these compositions can be defined 
gcncricallj,  though they arc not often used in this form. The definitions are 
as folIows' : 

' If t h e  implementation is in a version of Lisp t h a t  requires funcall, these definitions 
must be modified slightly to include t h e  call explicitly. 
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3.4 Position and Orientation 

This section contains an example illustrating how Rex c be conveniently 
lased in the mobile-robot domain to construct machines that track certain 
properties of the environment. The machine portrayed s c ~ ~ ~ ~ t ~ c a ~  
Figure 4 is intended to be a submodule of a mobile-robot program. If the 
machine’s input location tracks the motor-command output of the entire 
robot, its output nil1 track the robot’s position and orientation with respect 
to  i t s  imjtial position and orientation. The new pasition and orientation are 
firnetion5 of the old position arid orientation and of the current action as well. 
T ~ F  entire machine is a serial-parallel composition of two submachines, one 
for orieriatirsn and another for position, with the output of the orientation 
machine constiluting one of the inputs to the position machine. Note that 
rcvsrsing the sequence of the == expressions woul the 
generated machine since constraints can accumulate in any order. 

have no eflect 

I[n Figure 5 we present the definitions of the various rnadufes of the 
l’osit ion and orientation machinc constructors. At the submodule level, the 
structiire of the action i s  broken down into a command and an argument. 
‘The command may be either t u r n ,  forward, or naop. If  the command is 
t u r n ,  the argument is the number of degrees the robot is turning; i f  it  is 

forward, the argument is the distance the robot is moving forward. The 
argiimmt carries no iriformation if the command is m o p .  

I n  the Kcx definitions, the locations x, y ,  and o r i e n t  always contain 
the current po4tiom and orientation, while the local variables local-x 
l o c a l - y ,  a n d  local-orient art: used to store values for the next conapu- 
tational step. 

3,s Prioritized-choice Machine 

As another example from the mobile robot domain, consider a mobile robot 
that is intended to carry out many tasks in parallel but with differing pri- 
oritirs. 145 a concrete illustration, let us imagine that the robot is supposed 
to avoid collisions, take the second possible left turn, stay p a ~ ~ ~ ~ e ~  with the 
wall on i t s  right, arid keep moving, in that order of priority. The example in 
Figure 6 shows bow Rex is used for prioritizing such activilies. For simplic- 
ity, in this example the priorities are frozen at construction time; dynamic 
prioritization can also accomplished within the Rex framework by encoding 
priorities in lhe state of the rnacbine. 
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Figure 4: Schematic Diagram of Position and Orientation Machine 



(defm position-and-orientation (action) 
(the Cpos orient1 

(== orient (orientation action)) 
(== pas  (position action orient)))) 

(defm orientation C) (Ecmd argl) 
(the orient 
(some (local-orient) 

(== local-orient (init-next 0 orient)) 
(== orient (ifm (equalm cmd %turn) 

(plusm loc a1 - or i ent arg) 
local-orient) 1) 1) 

(defm position 41 ([crnd arg] orient) 
( t h e  [x yl 
(some (local-x local-y) 

(== [local-x local-yl (init-next ' ( 0  0) [x yl)) 
(== x (ifm (equalm cmd %forward) 

(plusm local-x (tirnesm arg (cosm orient))) 
local-x)) 

(== y (ifm (equalm cmd %forward) 
(plusm local-y (timesm arg (sinm orient) 1) 
l oca l -y )  1) 1) 

Figure 5 :  Rex Definitions for Position and Orientation Machine Construc- 
tors 

(defm robot C? (data) 
(priority-choose 4 [(avoid-collision data) 

(second-left-turn data) 
(parallel-to-right-wall data) 
(keep-moving) 1 

(defm priority-choose Cnl (choice-list) 
(the choice 

(if (= n 1) 
(== choice-list [choice] 1) 
(some (head tail) 

(== choice-list [head . tail]) 
(== choice (ifm (equalm head %noop) 

(priority-choose ( -  n 1) t a i l )  
head) 1) 1 

Figure 6: Rex Definition of Prioritized-choice Machine Constructors 
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Figure 7 :  Schematic diagram of prioritized choice machine 

(EQUAL NOClPl A T1) 
(EQUAJ.. N O W 1  Is T2) 
(EQWAL NOOPI C: T3) 
( I F  T3 n c CH1) 
( I F  T2 CHI B @H2) 
( I F  TI CHZ A CH3) 
(DELAY + N O W *  NODPI NC?QP%] 

; *NOOP* is the ( c o n s t a n t )  value o f  NOOPf 

Figure 8: Machine Description of Prioritized-choice Machine 

The robo t  machine eorrstructor huiltls a machine that takes dah.  ;ns 

input and generates actions. We shall asswne we already have fo~ar machines 
that transduce values on the data line into either actions or the vahe aaoop. 
The output value of each machine indicates what the ~oboit must do to satisfy 
that machine’s goal. The metaprogram connects these machines together 
in such a way as to cause the resultant overall machine to deliver as output 
the value of the highest-priorit y submachine whow output is different from 
noop, If there is no such value, the last action i s  output, whether or not 
its value is noop. Wc emphasize that the recursion occurs at construction 
time and results in a spatia! array of components rather than a temporal 
succession of computational steps. 

Figure 8 contains thr linearized abstract machine description eomputcd 
by using the invocation (p iOr i ty -Cho05@ 4 [a b c d]) .  The storage 
location returned is CH3. 
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4 Reasoning about Episternic Properties 

4.1 Analysis 

The theoretical concepts prevnted in Section 2 can be used to analyzc the 
semantic properties of machines. The theory determines how the ~ e n O t ~ t ~ Q ~  
of the outputs depend on the denotations of the inputs and the struetiire 
of thr machine. In  practice, when these fimctions become complex, the de- 
sibqrr m a l  Find it convenient to specify the denotation function p ~ n ~ i r ~ c t ~ y  
by poitirig TZ convenient auxiliary domain A and expressing p EIS the eom- 
pwition of two functions d and e ,  where d : Dx - A ,  e : A - 
p( t7)  = e [ d ( v ) ) .  

The following i s  an example illustrating the use of auxitiary denotation 
Let Y = [ P , N ]  be a c~mpoiu;id functions for structured data domains. 

process, \\here D p  = {man,  boy, woman, gh-rl) and DN = (8,1, 
(The bold typeface is to empliasize that the symbols are to he rega 
simple data values.) Let AI  be some set of properties of indivi 
set of natural numbers, and let dl(rnan) = man, etc., and &( 
we can define 

e(b, 4) = {b, 1 3a,  p ( a b ,  t )  A agela, w *  t )  = 4- 
and set 

P Y ( [ W I )  = e ( ~ ~ ~ [ ~ ~ , d 2 ( ~ ) 1 ~ .  

This definition implies, for example, that 

pv([girl, 7])(w,E) zz 3a. g d ( a ) ( w , t )  A age(a,w,t) = 7. 

Notice that if men are constrained to be over twenty-one yearn af age, then 
if rn is a machine whose semantic transform is p y s  it is a theorem that Y 
never takes on the value [man, 7]! 

4.2 Example of Analysis 

\Ne use the tools introduced in previous sections to analyze the semantic 
properties of the orientation machine defined in Figure 4. 

Since the constraints imposed by machines are inherently relational, it 
is much easier to prove properties of machines constructed by Rex if the 
defining forms are translated into a relational version of Rex. The transla- 
tion is straightforward, and may be automated. In relational Rex, a colon is 
prefixed onto each function name, making it into a relational form. For ex- 
ample, (== x (plusm y 2)) i s  expressed in the relational form as (:plusm 
y z X I .  The other salient difference is that in a :defm Corm, the output 
locations are listed as a fourth argument. 
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The relational version of the orientation module of the position m d  
orietitation machine (see Figure 4) is: 

(:defrn orientation 0 ([cmd argl) orient 
(some (tl t2) 

( : init-next 0 orient local )  
(:plusm arg tI) 
(:equalin cmd %tarn  t2) 
( : i f m  t2 t.1 orient))) 

This form of Rex i s  significantly more tedious for a programmer to use, due 
to the necessity of naming all intermediate st.orage locatio~~s. 

The relational version of the Rex definition may then be translated into 
the logic, expressed as a conjunction of primitive machine constraints, 

Q r ient at ion( [ cmd,ar 
3Poca1, tl, t a .  

A ~ ( o s i e n t ,  l o c a l )  A 

eqrrd([cmd, %turn], t2) A 
i ! ( [ t2 ,  tl, ~scal], ssient) 

p l t 6 8 ( [ l O C a l ,  asgl, tl) I\ 

N o w ,  w e  give the denotation functions of the inputs, and derive tbe de- 
notation function of the output. The vahe  domains of the input components 
are: 

&sad = (forward, turn, mosp} 

, -1 ,q 1,2,. . .} 
The denotation function of the storage location cmd is EL. follows: 

pcma(turn) z- turning 

pcmd(naop) E sti l l ,  

whpre m o i ~ i n g ( ~ z ~ ,  t )  II Tturning(w, t ) ,  etc. The denotation function of arg 
is most conveniently described as the composition of two  functions, ars dis- 
cussed above. parg(n) = e ( d ( n ) )  where d ( n )  = n and 

(mouing(w,  t )  A dist(w, t )  = n A angie(w, t )  = 0) V 
e ( n ) ( w , t )  z ( turn ing(u , ,1 )Add i s t (w , t )  =QAarag le (w , l )  = n ) V  

(st i l /(w, t )  A dis t (w,  t )  = Q A ang/e(w, t )  = 0). 

The denotation function of o r i e n t  can be derived from the formal de- 
scription of the orientation machine and the input denotations: 

t 

 orient(^^) = ( ( ~ 1 1 )  I d ( u )  = angle(w,t')) 
t'=O 
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In other words, the storage location orient always encodes the sum of the 
angles turned through by the robot since it was started. 

4.3 Observations on Synthesis 

The metaprograrnming approach described in the Section 3 lends itself to 
the synthcsis of machines with formally specifiable knowledge properties. To 
this point we have been considering how, given a denotation function of X 
and a machine m(-Y,Yf, one can compute the denotation function of Y .  In 
practice, however, we are often interested in the inverse problem, namely, 
given the denotation function px of the input and an itatended denotation 
p y  for the output, construct a machine 7n that guarantees that p y  is indeed 
the objective denotation of the output. Formally, find an rn such that 

m ( X , Y )  3 PY = r ( tn ) (px ) .  

It is difficult to guarantee exact equality in the general case; a more 
practical goal is to synthesize a machine that induces a denotation func- 
tion satisfying specified properties. For example, we may wish to bound the 
induced denotation function above and below under the ordering E intro- 
duced in Section 2. That is, given an input denotation function p and a 
pair of hounding denotation functions 1.1- and p+ we might be interested in 
constructing a machine na such that 

1,ov er hounds guarantee Yignorance” while upper bounds guarantee ‘‘knowl- 
edge.” (Guaranteeing ignorance can be a positive goal of the designer, e.g. 
in assuring the privacy of information in data bases.) 

I n  cases where the notion of knowledge is too strong, a weaker notion 
similar to belief can tie dcfincd in terms of positive and negative knowledge 
conditions. This will allow us to build machines that &.jump to conclusions” 
based on lack of knowledge and automatically retract them as new knowledge 
is gained. For examplc, working in a modal language, we can introduce 
axioms like the following for each specific ’p of interest: 

B ( S ,  p) IT”(X, p) V (--fi-(Ay, p) A d < ( X ,  l p )  A B ( x ,  p‘)) 

where $3’ is n condition which provides sufficient evidence for X to believe p. 
Es.entualfy, thc conditions ground out in positive and negative X formulas. 
B ( S ,  p) is clearly nonmonotonic; increased information can falsify the B 
condi t ion. 
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4.4 Compiled Knowledge 

I t  is possihle to employ static structures ordinarily used at run time to con- 
trol th r  construction of efficient specialized machines. In Rex t\’ i s  amounts 
to  dcfiiiimg a machine constructor 

instpad of 

or similarly, 

(dcfrn parser (grammar) (input) ... ) 

inst rad of 

(defm parser { }  (grammar input) . . .) 

I t  should be noted that truly static processes, such as an unchanging asser- 
tional database or fixed grammar rules, carry no information beyond po and 
hence may be eiicoded directly as constraints among those processes that 
do \ a r y  over time. 

Specific strategies exist for constructing machines that  realize inference 
rulrs. Let us consider a pair of processes X and Y w i t h  value domains 
D s  and 11, . k t  the drnotatioii functio~l of X be px and the intended 

denotation fiinction of 1. be p a n d  assume that  D y  forms a lattice under 
t h e  ordering 5 whrre 

For any  element u t: D,x--, there is a unique greatest lower hound u of the set 
{ t , ’  I / I , ~ ( P I )  C p ( r 1 ’ ) )  that is also a member of the set. We take f : Dx -+ D y  
to  be the function that picks out this u; the function machine f * ( X , Y )  
viarantees that  the objective denotation function p y  entails the intended 
denotation function p. 

PY = 4 f * ) ( P . Y )  c I’ 

,4 similar construction can be performed for delay machiries, and multiple 
machines can be combined uniformly by again taking greatest lower bounds 
of tlirir r e i u l t s ,  provided their value domains have the structure of a lattice. 

‘I’his idea can be aplo i tcd  using the machinery pre.rnted in Section 3 .  
In Rex, macbinr constructors may be parameterized by other machine coli- 
structors. This facility can be used to define generic modules that take as 
parameters machine constructors which embody particular inference d e s .  
The generic module constructs a composite machilie that  a t  each point in 
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tinic combines the results produced by the separate inference machines. The 
denotation of any  value generated by the composite machine is g-uaranteed 
to the strongest representable proposition that follows from the results of 
tlie inditidual inference modules. The following i s  an example of it generic 
maclririe of this sort, The parameters are each machine constructors: the se- 
mantic transform associated with each indrule parameter corresponds to a 
rule of inference; the glb parameter coiistnicts a machine which takes great- 
est lower bounds in the laltice which is the target domain of the iaference 
rules. as described above. 

(defm combine-infrules (infrulel inf rule2 inf rule3 glb) (data) 
(glb (infrulel data) 

(glb (infrule2 data) 
(inf rule3 data) 1 ) 1 

5 Related Work 

Our approach i s  similar in spiril to work by Johnson [7] on tlie synthesis 
of digital circuits from recursion equations. Johx~son’s work i s  based on 
the transformat ;on of recursive behavioral specifications of a circuit into 
realizations. Similar rnethods have also been iised by Hillis and Chapman 
for rirruit design [I] ,  arid by Goad for model-based visiori [2], Res  also 
bears snrne rcsemhlance to dataflow languages, e.g. Lucid [XS],  arltliough our 
semantics are location-oriented rather than stream-oriented as in Lucid and 
other clat a-flow languages. 

Implement at ion Stat us 

The Rex system has been implemented in Zetalisp and Common Lisp and is 
currently rtinning on the Syrnbolics 3600, DEC 2060, and Sun M’orkstation. 
Rex is implemented as an  extension to Lisp making use of Lirrp’s macro h- 
cil ity for special syntactic forms. Rex definitions rrsult in the creatiori of 
Lisp functions that comtruct niacliine descriptions hy  collecting and prop- 
agating constraints on storage locations of the target machine. Equational 
constraints are resolved by using a variant of the unification algorithm. hn 
abstract machine description computed by Rex may be realizecl iu digital 
hardware, since it is virtually a circuit diagram and seems well suited for 
inplcmmtat iorr on fine-grainrd parallel architectures such as the Conmc- 
tion Machine. Ilowever, it i s  also suitable for realization a3 code in con- 
ventional languages for sequential hardware. Our current ~ ~ ~ ~ ~ r ~ ~ ~ t a t ~ ( ~ n ~  
for instance, supports eo& grxleration in bo& Lisp and C. The congm- 
encp closure algorit m is employed to eliminate conmion subcomputations; 
a topolngicnl sort i performed to order variable assignments (storage loca- 

tion updates) according t o  ata dependency in the abstract machine. 
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The Rex environment is presently being used to implement complex 
robot control programs for SRI’s mobile robot. 
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ABSTRACT 

The research we conduct f o r  the  Department of Energy 
[ O f f i c e  of Basic Energy Sciences], the  United States A i r  
Force [Wright Aeronatlt ical Laborator ies]  and the United States 
Army [Human Engineering Laboratory] invo lves the development o f  
dynamic resource a1 l o c a t i o n  (scheduling and load-balancing) 
a lgor i thms i n  a v i r t u a l  t ime environment. These a lgor i thms w i l l  
be embedded i n t o  a v i r t u a l  t ime i n t e l l i g e n t  machine operat ing 
system. Our emphasis i s  on app l i ca t i ons  character ized by s t ruc-  
t u r e s  i r r e g u l a r  i n  t ime and space, w i t h  i r r e g u l a r i t i e s  unpredic- 
t a b l e  i n  advance, and which might be as o f ten  communication- 
bound as compute-bound. 
e x p l o i t  advanced computer a rch i tec tu res  f o r  machine i n t e l l  i gence 
problems, the  generic IMOS/VT methodology i s  targeted a t  a wide 
spectrum o f  concurrent computation requi rements, extending from 
" coa r s e  -g r a  i n '* arch i t e c t  u res t o  " f  i ne -gra i n I' connect i on -mach i ne - 
t y p e  systems. Our cur ren t  implementation framework focuses on 
hypercube ensembles. 

Since our u l t i m a t e  ob jec t i ve  i s  t o  

I. INTRODUCTION 

For t h e  successful rea l - t ime operat ion of a wide range o f  autonomous 

o r  semi-autonomous in te l l i gence - ta rge ted  robo t i c  systems, i t  i s  essent ia l  

t h a t  t he  computers on board be able t o  " th ink "  f a s t  enough. The cur ren t  

consensus i s  t h a t  wh i le  the  microprocessors a t  the  hear t  o f  any computer 

This work i s  c u r r e n t l y  funded by the  U.S. Department o f  Energy (Of f i ce  
o t  3asic  Energy Sciences), the U.S. Army (Human Engineering Laboratory) 
and t h e  U.S. A i r  Force (Wright Aeronautical Laboratories). 

* 
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wi71 probably not kcome much faster ,  there i s  a cont inu ing t rend  f o r  

them t o  become smal ler  and cheaper. Thus the key t o  imre powerful com- 

pu te rs  (i.e., f a s t e r  t h i n k i n g )  i s  t o  have rmny processors cooperat ing i n  

t h e  s o l u t i o n  o f  a given problem. Such systems are def ined as "concurrent"  

r a t h e r  than p a r a l l e l ,  t o  avoid the  " lockstep"  connotat ion associated w i t h  

t h e  l a t t e r .  

The development o f  concurrent computers, p a r t i c u l a r l y  i n  the context  

o f  i n t e l l i g e n t  machines, ra ises  several cha l leng ing  issues. How powerful 

should each processor be? How should the  processors communicate w i t h  

each o ther?  Ho should the  workload be d iv ided among the processors? 

How does one make sure t h a t  processors are  not s i t t i n g  i d l e  wa i t i ng  f o r  

i n p u t  from o ther  processors? The Center for  Engineering Systems Advanced 

Research (CESAR) a t  the Oak Ridge Nat ional  Laboratory (ORNL) has recen t l y  

i n i t i a t e d  a program which s t a r t s  from some o f  the m s t  advanced an 

m is ing  developments i n  concurrent computation. It addresses research 

requ i  red  t o  develop an e f f i c i e n t  systems ' envi ronment i n c l  ud i  ng dynami (3 

resource a l l o c a t i o n  (i.e., load-balancing/scheduling) a l g o r i t h  

v i r t u a l - t i m e  operat ing system s u i t a b l e  f o r  a wide range o f  rea l - t ime 

app l i ca t i ons .  

The computer design k i n g  i nves t i ga ted  a t  ORNL/CESAR i s  based on a 

"hypercube" a rch i tec tu re ,  The system, b u i l t  by NCUBE Corporation, was 

designed from the  ground up t o  be op t ima l l y  implemented i n  s ta te -o f - the-  

a r t  VLSI. It provides u ~ m a t ~ ~ ~ d  raw performance s ince up t o  1024 pro-  

cessors, each o f  about the  power o f  one and a h a l f  VAX 11/78O, can be 

connected t o  t h e i r  ne r e s t  boolean hypercube neighbors and communicate 

on l y  through message passing. Since VLSI technology i s  usedp t he  t o t a l  
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volume o f  such a system i s  much less than one cubic meter. Recent re-  

search a t  the  C a l i f o r n i a  I n s t i t u t e  o f  Technology (Caltech) has shown a 

s i m i l a r  design t o  be one of the most powerful  and ve rsa t i l e .  

Our u l t i m a t e  i n t e n t  i s  t o  develop a " V i r t u a l  Time'# I n t e l l i g e n t  

Machine Operating System (XMOSfVT), t o  p rov ide  a general ized framework 

f o r  implementing machine i n te l l i gence .  This type o f  operat ing system i s  

expected t o  be espec ia l l y  s u i t a b l e  f o r  hard-real  - t ime environments, as 

encountered i n  autonomous machines o r  SDI app l ica t ions ,  s ince processors 

w i l l  be able t o  t h i n k  ahead i n  " v i r t u a l  t ime",  issue a se t  o f  t e n t a t i v e  

commands, and modify them on ly  i f  new in fo rmat ion  warrants it. It i s  

t h i s  t h i n k i n g  ahead which, f o r  problems i n v o l v i n g  thousands o f  processors 

and o f  processes w i t h  a t ime-vary ing in te rconnect ion  s t ruc tu re ,  evens out 

t h e  workload no t  on ly  i n  t ime but  a lso  between processors. 

Cur ren t l y  we are invo lved wi th the  development o f  a "gener ic"  vers ion 

o f  IMOSfVT and suppor t ing algor i thms. I n  p a r t i c u l a r ,  s ince the  emphasis 

i s  on e x p l o i t i n g  advanced computer a rch i tec tu res  f o r  machine i n t e l l i g e n c e  

app l i ca t i ons ,  t he  v i r t u a l  t ime methodology needs t o  be ta rge ted  a t  a wide 

spectrum o f  concurrent computation requirements, extending from "coarse- 

g r a i n "  a rch i tec tu res  (e.g., the ORNL/NCUBE hypercube, the  BBN b u t t e r f l y  

mu1 t ip rocessor )  t o  "f i ne-gra i n" connect i on-machi ne-type systems. 

ment o f  a few se lected IMOS/VT modules has j u s t  been i n i t i a t e d ,  us ing 

bo th  t h e  NCUBE machine and an ORNL-enhanced vers ion o f  the  Cal tech hyper- 

cube s imulator ,  This e f f o r t  represents the  f i r s t  basic steps towards the  

goal o f  successful  operat ion o f  complex d i s t r i b u t e d  systems i n  hard r e a l -  

t i m e  env i  ronments. 

Develop- 
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I n  Sect ion I 1  w l i n e  some o f  the  c r i t i c a  

c o n t r o l  o f  i n t e l l  i gent ch ines us ing  d i s t r i b u t e d  

issues r e  

con cu r r e n  t 

a t e d  t o  t h e  

processors. 

Design c o n s i d e r a t i o n s  i n  t h e  devel op e n t  o f  a v i r t u a l - t i m e  o p e r a t i n g  

system and i t s  supporting a lgor i thms are addressed i n  Sect ion I I I  and I V .  

We conclude by i n d i c a t i n g  key m l l e  stones f o r  a " f u l l - f l e d g e d "  implemen- 

t a t i o n  o f  t h e  V i r tua l -T ime Methodology. 

11. CONTROL OF INTELLIGENT MACHINES USING CONCURRENT PROCESSORS: 
CRITICAL IiSlJES 

Advanced autonomous robots ,  such as t h e  HERMI(€$-I1 p r o t o t y p e  c u r r e n t -  

l y  being developed and t e s t e d  a t  CESARl  o r  the  Hexapod wa lk ing  machine 

c o n s t r u c t e d  by Ohio State U n i v e r s i t y , *  and o t h e r  intell i gence-targeted 

machines o f  the f u t u r e 3  are  g e n e r a l l y  composed o f  a v a r i e t y  o f  asynchro- 

nous ly  c o n t r o l l e d  components. For a robot ,  these components may i n c l u d e  

man ipu la to r  arms, e l e c t r o - o p t i c a l  sensors, sonars, n a v i g a t i o n  

c o n t r o l l e r s ,  etc... 

o f  the assoc ia ted  r o b o t i c  processes, i t  was env is ionede t h a t  a Robot 

Operat ing System (ROS) should be developed, t o  p rov ide  a genera l i zed  

framework f o r  implement ing machine i n t e l l i g e n c e ,  through real - t ime 

c o n t r o l  o f  a d i s t r i b u t e d  mul t i rn icroproeessor  system. I n  t h e  f o l l o w i n g ,  

I n  o rder  t o  t a k e  advantage o f  t h e  d i s t r i b u t e d  n a t u r e  

e f i r s t  rev iew some recent  advances i n  nessage-passing a r c h i t e c t u r e s ;  we 

then address some c r i t i c a l  issues o f  s p e c i f i c  i n t e r e s t  t o  t h i s  workshop. 

a. 

The r a t i o n a l e  f o r  our approach l i e s  i n  recent  advances i n  VLSl 

technology5s6 which d r a m a t i c a l l y  reduce t h e  c o s t  o f  computation. 

b a s i c  t r e n d  i s  t o  use t h e  s t a t e - o f - t h e - a r t  VLSI t o  i n t e g r a t e  an e n t i r e  

The 
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processing system on a s ing le chip, including communications l inks,  

memory in ter face and 32-bit  processor, r e s u l t i n g  i n  smaaser and Cheaper 

processors comparable i n  performance t o  t h e i r  larger  and more expensive 

predecessors. 

decade, is the mjor technological dr ive behind concurrent computation, 

3' ,e., the use o f  an ensemble o f  sma? 1 computers tha t  work concurrently on 

pa r t s  of a complex problem, and coordinate t h e i r  computations e n t i r e l y  by 

sending messages t o  each other. 

t o  the successful development o f  several fami l ies o f  such "ensemble 

machines." Work a t  Caltech, f a r  example ranges i n  scope from the "cosmic 

cube" ( i n i t i a l l y  64 nodes connected i n  a Boolean 6-cube, using 8086/8087 

16-b i t  processors and cu r ren t l y  upgraded t o  68020's) t o  the "mosaic ex- 

periment" (which involves s ingle-chip nodes), In a s im i la r  vein, the 

much f i n e r  gral  n "connection machi ne" being devel oped by Thi n k i  ny Machines 

Inc. i s  reported7 t o  have implemented processor-to-processor communication 

through a fast  message rou t i ng  system t h a t  forms a bypercube. 

t r i n s i c  cha rac te r i s t i cs  o f  hypercube ensembles, which are b r i e f l y  summar- 

i z e d  below, when put i n  perspective o f  the ROS requirements, provided us 

w i t h  strong incent ives t o  configure the "brain" o f  fu ture HERMIES robots 

as homogeneous hypercubes o f  appropriate dimensionality. 

This trend, which we see as continuing over the next 

Such considerations have recent ly led 

The i n -  

By "hypercube ensemble machine" we r e f e r  t o  a Mul t i p le  Ins t ruc t i on  

M u l t i p l e  Data (MIMD) multiprocessor design i n  which N=Zd i d e n t i c a l  ( i ,e. ,  

homogeneous) nodes are connected i n  a binary d-dimensional cube topology 

us ing f u l l y  asynchronous b i d i r e c t i o n a l  channels. For i l l u s t r a t i v e  pur- 

poses, a few hypercubes of low order are shown i n  Fig. l, where c i r c l e s  
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F i g .  1 .  Hypercube A r c h i t e c t u r e  i n  d Dimensions. An 
order-d hypercube i s  constructed r e c u r s i v e l y  
from two o r d e y - ( $ - l )  cubes by connect ing 
nodes having a Ha 

i den t i fy i ng number ( d o t t e d  1 i nes)  . 
ing d is tance  of one, 
gni  f i c a n t  b i t  o f  t h e i r  

denote nodes and l i n e s  r e f e r  t o  communication channels. I t  i s  important  

t o  n o t i c e  t h a t  hypercubes can be constructed i n  a modular fashion,  i.e., 

an srder-d hypercube i s  constructed from two order- (d  -1) cubes by con- 

n e c t i n g  appropr ia te  nodes, 
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Several  a r c h i t e c t u r a l  advances o f  ensemble machines are o f  spec ia l  

s i g n i f i c a n c e  t o  us. 

t o  a l l o w  d i r e c t  implementat ion o f  convent ional  programming cons t ruc ts .  

I n  p a r t i c u l a r ,  these m u l t i p r o c e s s o r s  t y p i c a l l y  i n c l u d e  s p e c i a l  s w i t c h i n g  

hardware t o  a l l o w  each processor t o  access t h e  memory o f  o thers.  

o f  problems are  assoc ia ted  w i t h  these t i g h t l y  coupled mu1 t i p r o c e s s o r  

a r c h i t e c t u r e s .  O f  p a r t i c u l a r  impact i s  t h e  f a c t  t h a t  hardware c o s t  and 

complex i ty  grow much f a s t e r  than l i n e a r l y  w i t h  the  s i z e  o f  t h e  machine, 

r e s u l t i n g  i n  an ever  i n c r e a s i n g  loss o f  e f f i c i e n c y  o f  the  so f tware  as t h e  

number o f  processors i s  r a i s e d  (e.g., as i n  CMU's C . m m ~ ) . ~  On t h e  o t h e r  

hand, research a t  Cal t e c h  and e l  sewhere has i n d i c a t e d  t h a t  a r c h i t e c t u r e s  

communicating through message pass ing (e.g., such as hypercube ensembles) 

have b e t t e r  p r o p e r t i e s .  

Prev ious mul t ip rocessors*  were g e n e r a l l y  cons t ruc ted  

A range 

Two a r c h i t e c t u r a l  c h a r a c t e r i s t i c s  make t h e  hypercube ensemble machine 

p a r t i c u l a r l y  a t t r a c t i v e  f o r  CESAR a p p l i c a t i o n s .  

mun ica t ion  t i m e  between nodes. For example, cons ider  a 12-dimensional 

cube (N=212=4096 processors).  

g r i d .  

a p a r t ,  but o n l y  12 i n  t h e  former. The second c h a r a c t e r i s t i c  r e f e r s  t o  

symmetry. The system looks t o p o l o g i c a l l y  i d e n t i c a l  from t h e  p o i n t  o f  

v iew o f  each node t h e r e  are  no corner  vs. edge, o r  r o o t  and l e a f  nodes as 

i n  r e g u l a r  g r i d s  o r  t rees.  This  p r o p e r t y  w i l l  s i m p l i f y  t h e  dynamic r e a l -  

l o c a t i o n  of subcubes by ROS, t o  whatever task r e q u i r e s  a d d i t i o n a l  com- 

p u t i n g  power. 

The f i r s t  r e f e r s  t o  com- 

It i s  homomorphic t o  a 64 x 64 square 

However, t h e  most d i s t a n t  nodes i n  t h e  l a t t e r  are 126 channels 
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machines as '%rains" o f  f u t u r e  HEWMHES robots  (or, e , g . ,  o f  autonomous 

land vehic les,  f u t u r i s t i c  a i  rp?aness space s t a t i o n s ,  pon systems,. 0 .  ) 

i s  t h e  ~ ~ ~ ~ l o ~ ~ ~ n t  o f  adequate a l g o r i t h m s  f o r  concurrent  computation, It 

should be pointed out  t h a t  t h i s  task i s  f a r  more d i f f i c u l t  i n  t h e  frame- 

work o f  i n t e l l i g e n t  systems, than f o r  the  u s u a l l y  demanding computations 

encountered in the c l a s s i c a l  fielets o f  science and engineering.10 

l a t t e r  ( i n c l u d i n g ,  f o r  example, m a t r i x p  grid or f i n i t e  element 

formulat ions' ' )  the a l g o r i t h m  s t r u c t u r e  i s  so r e g u l a r o  t h a t  the cor re-  

I n  the 

sponding processes (a "process" i s  s lmply  an i ns tance o f  a sequent ia l  

program a M ~ ~ ~ ~ ~ e d  by s a g e  pass ing p r i m i t i v e s ,  and my represent,  f o r  

example, computat ion o f  an equat ion term) can be napped d i  r e c t l y  anto the 

hardware topology.  

F o r  i n t e l l i g e n t  machine appl icat . ions,  t y p i c a l  process s t r u c t u r e s  are  

i r r e g u l a r  and a l s o  i n v o l v e  nsn laca l  communications. T h i s  r e q u i r e s  t h a t  

a n  optima? (o r  near-optfrn I )  mapping o f  t h e  process s t r u c t u r e  (task 

graph) onto the ensemble be computed.12 

t u r e s  (i.e., those w i t h  a t i rne-vary ing topo logy)  where the mapping 

~ v e n  f o r  Dts ' ta t ic44 process struc- 

can be computed p r i o r  t o  execut ion,  t h i s  endeavor i s  e x t r e  e l y  d i f f i c u l t ,  

p a r t i c u l a r l y  when precedence c s n s t r a ~ n t s  are  i n v o l  ued. A p r o t o t y p e  

mapping system, ROSES (ROS Experimental  Scheduler) developed for our DOE 

r o b o t i c s  a c t i v i t i e s ,  i s  c u r r e n t l y  be ing tested,l* and shows e x c e l l e n t  

promise.13 

achieved i s  the  so lu t ion  o f  t h e  i n v e r s e  dynamics equations. 

An a p p l i c a t i o n  f o r  w h i c h  a near-opt imal  mapping has been 
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The s i t u a t i o n  becomes considerably more complex i f  the  process 

s t r u c t u r e  evolves dynamically, as may be requi red fo r  i n t e l l i g e n t  ma- 

chines operat ing i n  unst ructured environments. Complications inc lude the  

development o f  appropr ia te methodologies f o r  rea l  -t ime mapping and remap- 

p ing  o f  task graphs onto the  machfne's topology, the c a p a b i l i t y  f o r  pro- 

cesses t o  spawn or a n n i h i l a t e  other  processes, and most impor tan t ly  fo r  

t h e  operat ing system t o  be capable o f  load-balancing the  a c t i v i t i e s  af 

a l l  processors t o  achieve optimal u t i l i z a t i o n  and throughput. Our 

approach i s  o u t l i n e d  i n  the  f o l l o w i n g  section. 

111. INTELLIGENT MACHINE OPERATING SYSTEM 

Our i n t e n t  i s  t o  develop essent ia l  components o f  a methodological 

framework f o r  rea l - t ime systems capable o f  f u l l y  e x p l o i t i n g  the  fundarne 

t a l  computational breakthrough o f fe red  by ensemble machines f o r  con- 

cu r ren t  computation. 

resource a l l o c a t i o n  (scheduling and load-balancing) a lgor i thms i n  a v i r -  

t u a l  t ime environment, The a p p l  i ca t ion  areas ta rge ted  might include 

e i t h e r  autonomous robot ics ,  avionics, o r  SDI tasks, w i t h  an i n i t i a l  

demonstration l i m i t e d  t o  a r e l a t i v e l y  "simple" problem. In the  f o l l o w i n g  

discussion, i n  order  t o  f i x  the  ideas, a l l  nomenclature will  r e f e r  t o  

robot ics ,  

A Phase-1 e f f o r t  attempts t o  develop dynamic 

a. Basic Concepts 

Each o f  the  many a c t i v i t i e s  tak ing  place i n  a robo t i c  system (egg., 

v is ion ,  sensing, manipulation, ...) w i l l  be represented by many asynchro- 

nous i n t e r r u p t a b l e  e n t i  t i e s  c a l l e d  "processes" o r  "objects". Processes 

may be grouped dynamically i n t o  "tasks". I n  p a r t i c u l a r ,  device con t ro l  

processes w i  11 correspond to ,  t rack  and con t ro l  each hardware component. 
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I n  the same vein,  equat ion se ts  ( e . g . ,  the  i n v e r s e  dynainics equat ions)  

w i l l  be p a r t i t i o n e d  i n t o  precedence-constrained processes. 

It should be ernphastzed t h a t  i t  i s  h i g h l y  d e s i r a b l e  t h a t  an ensemble 

machine be dynamical ly  r e c o n f i g u r a b l e  i n t o  a set  o f  ensembles o f  lower 

d i m e n s i o n a l i t y .  For example, on t h e  ORNL/NCUBE, one 6-dimensional cube 

i s  equ iva len t  t o  e i g h t  3-dimensional cubes, o r  t o  one 5-dimensional and 

two 4-dimensional cubes, e t c .  The i n t e n t  i s  t o  a s s i g n  major robot  a r t i -  

v i t i e s  t o  s p e c i f i c  p a r t i t i o n s ,  The corresponding processes w i l l  be 

d i s t r i b u t e d  among t h e  processors of each ensemble subset, and should be 

movable between them a t  any t ime t o  preserve t h e  l o c a l i t y  o f  communication 

and l o a d  balancing. This i s  a l s o  e s s e n t i a l  t o  i n s u r e  sus ta ined system 

performance when t h e  machine s i z e  i s  sca led up. Obviously, dynamic 

r e c o n f i g u r a b i  1 i t y  i s  d e s i r a b l e  bath f o r  "caarse" as we1 1 as " f i n e - g r a i  ned" 

concur ren t  computat ion ensembles. 

b .  V i r t u a l  Time Envi ronment 

One o f  t h e  p r i n c i p a l  f u n c t i o n s  of  an o p e r a t i n g  system f a r  an I n t e l -  

l i g e n t  Machine i s  t o  coard ina te  processes, t h e  a c t i v i t i e s  o f  which may 

r e f e r  t o  times o t h e r  than real t i m e  (i.e., w a l l - c l o c k  t ime) ,  There are  

times, which t o g e t h e r  will be severa l  c a t e g o r i e s  o f  such "non-real  " 

1 irmped under t h e  name " V i r t u a l  Time"e 

(1) One category o f  o'non-real'' t me a r i s e s  i n  s imulatr 'on of  t h e  

f u t u r e ,  a necessary element o f  p lanning. When the task o f  s i m u l a t i o n  i s  

c a r r i e d  ou t  by a group o f  asynchronous processes running c o n c u r r e n t l y  on 

a number o f  processors, each process w i l l  i n  general be a t  a d i f f e r e n t  

p o i n t  o f  t h e  s i m u l a t i o n  - i.e.., a t  a d i f f e r e n t  " v i r t u a l  t ime".  I t  i s  the  
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r e s p o n s i b i l i t y  of the opera t ing  system t o  coord inate the i n t e r a c t i o n  of 

these processes ( v ia  in ter -processor  messages) i n  a manner which (a)  pre- 

serves the  l o g i c a l  consistency o f  the wor ld  model, (b)  is as e f f i c i e n t  as 

poss ib le ,  and ( c )  i s  t ransparent  t o  the  system's user. 

(2 )  Another category o f  U i r t u a l  Time i s  f u t u r e  rea l  time. Commands 

o r  d i r e c t i v e s  t o  e f f e c t o r s  o f t e n  must have a rea l - t ime dimension. For 

example, a d i r e c t i v e  t o  a robot arm may cons is t  of a t r a j e c t o r y ,  

compr is ing a ser ies  of  motions, which are t o  be coordinated i n  t ime w i t h  

t h e  t r a j e c t o r y  o f  another robot  arm. A planning task issues streams o f  

d i r e c t i v e  messages - and messages changing e a r l i e r  d i r e c t i v e s  - t o  the 

e f f e c t o r  tasks. The ac t ions  o f  d i f f e r e n t  e f f e c t o r s  must remain coor- 

d ina ted  i n  s p i t e  o f  changes, delays, and so fo r th .  The opera t ing  system 

must p rov ide  f a c i l i t i e s  f o r  the  coord ina t ion  of t iming,  under these con- 

d i t i o n s .  

( 3 )  Yet another category o f  V i r t u a l  Time ar ises  i n  ca l cu la t i ons  

(e.g. so l v ing  equat ions) which, i n  order t h a t  r e s u l t s  be obtained w i t h  

s u f f i c i e n t  speed, must be c a r r i e d  out asynchronously (i . e ,  "chaot ic  

r e l a x a t i o n " )  by a group o f  concurrent processes. 

To implement these concepts, our work b u i l d s  upon the  bas ic  tech-  

niques o f  Time-Warp simulat ion,14 and extend them as needed f o r  rea l - t ime 

implementation. The Time-Warp mechanism i s  used e s s e n t i a l l y  t o  speed up 

s imu la t ions  by so lv ing  the  problems i n  (1) above. I n  a s imu?at ion,  each 

process (usua l ly  represent ing a p a r t i c u l a r  i n d i v i d u a l  component o f  the 

s imulated system) keeps t rack  o f  i t s  own s imu la t ion  t ime (ST). An i n t e r -  

process message must be stamped w i t h  the  ST a t  which i t s  rece iver  process 

must ac t  upon i t ,  and each process maintains a queue o f  i t s  i npu t  mes- 

sages, arranged i n  order o f  ST. 
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Under a Time-Warp based o p e r a t i n g  system, a process w i l l  a c t  a t  any 

time upon i t s  i n p u t  message o f  lo  e s t  ST. I f  l a t e r  a message o f  lower ST 

a r r i v e s ,  t h e  process "rolls back" t o  a s i m u l a t i o n  stage p r i o r  t o  t h a t  ST, 

cont inues  forward again, and issues an "anti-message" f o r  each p r e v i o u s l y  

i ssued message now found t o  have k e n  i n c o r r e c t ,  When a process rece ives  

a~p anti-message t u  a message not yet acted  upon, these two a n n i h i l a t e  

each other. If the message has k e n  ac ted  upon, t h e  process r o l l s  back 

t o  a p r i o r  s i m u l a t i o n  stage. Thus under Time Warp a process may execute 

whenever a ne ssage a r r i v e s  and deadlock cannot occur as it does w i th  

p r e v i  ou s met hods 1 o g i  es . 15 

The o p e r a t i n g  system we are i n  the process o f  b u i l d i n g  w i l l  p r o v i d e  

f a c i l i t i e s  f o r  c o o r d i n a t i n g  var ious types o f  V i r t u a l  Time (VT) i n c l u d i n g  

s i m u l a t i o n  t i m e  and f u t u r e  r e a l  t ime. Our c u r r e n t  implementat ion on t h e  

enhanced Calltech hypercube s i m u l a t o r  i n c l u d e s :  

0 F a c i l i t i e s  f o r  pass ing messages between processes, queuing i n p u t  

messages t o  a process i n  o rder  of VP-stamp, and s t a r t i n g  process 

execut ion  on r e c e i p t  of messages; 

rp mechanisms f o r  t h e  s i  t i a n s  r e q u i r e d  f o r  i n t e l l i g e n t  

p lann ing ,  i n c l u d i n g  anti-messages, a n n i h i l a t i o n  o f  queued 

by t h e i r  anti-messages (and v.v.), an r o l l  back t o  p r e v i  ous s t a t e s  ; 

The use o f  anti-messages as the  

comnands ( e . g . ,  t r a j e c t o r i e s  as communicated from p lann ing  tasks t o  

e f f e c t o r  tasks)  which have not  y e t  been a c t e d  upon; 

0 Support f o r  t h e  response of e f f e c t o r  tasks t o  c a n c e l l i n g  o r  changing 

a f  prev ious commands - t h e  d i f f e r e n c e  froin s i m u l a t i o n  r o l l b a c k  being 

t h a t  p rev ious  a c t i o n s  i n  t h e  r e a l  wor ld  cannot be erased. 
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U1 t imate ly  the IMOS/VT opera t ing  

Warp methods t o  meet the  demands 

system would thus apply and extend Time 

o f  implementing rea l - t ime con t ro l  w i t h  a 

s e t  o f  concurrent processes running on a mul t ip rocess iny  ensemble. 

c. Fundamental Design Charac te r i s t i cs  o f  IMOS/VT 

As po in ted  out  e a r l i e r ,  there  are roughly two classes o f  appl ica-  

t i o n s  for  concurrent computation ensembles. We s h a l l  r e f e r  t o  them i n  

t h e  f o l l o w i n g  as “Class- I  and Class- I1  i n  the  f o l l o w i n g  discussion. 

C lass - I  app l i ca t ions ,  genera l l y  representa t ive  of the problems encountered 

i n  the  c l a s s i c a l  f i e l d s  o f  science and engineer ing are character ized by a 

very regu la r  ( c r y s t a l l i n e )  s t r u c t u r e  i n  space and t ime t h a t  i s  known s ta -  

t i c a l l y ;  t h e i r  model o f  communication assumes no loss  o f  in format ion,  and 

they  are o f  computat ion- in tens ive nature. Class-I1 app l i ca t i ons  tend t o  

have the  opposi te  c h a r a c t e r i s t i c s ,  i-e., they are i r r e g u l a r  i n  space and 

t ime, w i t h  the  i r r e g u l a r i t i e s  sometimes unpred ic tab le  i n  advance; poss i -  

ble l oss  o f  i n fo rma t ion  dur ing  communication (e,g., loss of  some sensor 

readings t o  perform an operat ion a t  h igher  r a t e )  may occur, and they are 

j u s t  as o f t e n  communication-bound as compute-bound.l6 These d i f fe rences  

p rov ide  the  fundamental gu ide l ines f o r  our research and pervade a l l  

aspects o f  the IMOS/VT design. 

IMOS Process Management. For Machine I n t e l l i g e n c e  (i .e., Class-11) - 
appl i ca t i ons  we do not  expect t o  know i n  advance the  s izes o r  computa- 

t i o n a l  demands o f  a l l  our tasks, which may expand o r  cont rac t  i n  numbers 

o f  processes depending on the  environment. 

v ide  runtime mon i to r ing  and load-balancing of var ious kinds. 

app l i ca t i ons  (espec ia l l y  p lanning)  i t  w i l l  be r o u t i n e  t o  create and 

dest roy tasks and t h e i r  processes f requent ly .  Processes must be small 1, 

and c rea t i on  and des t ruc t i on  operat ions w i t h i n  IMOS must be optimized. 

Thus, we need IMOS/VT t o  pro- 

I n  some 
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IMOS Memory Management. A much more f l e x i b l e  approach i s  necessary. 

processes are dynamical ly  expanded, cont rac ted ,  created, destroyed, 

dup l i ca ted ,  and moved. The i r  communication p a t t e r n s  are  l i k e l y  t o  be 

i r r e g u l a r  and changing, r e q u i r i n g  dynamic b u f f e r  a l l o c a t i o n  and f l a w  

c o n t r o l  . 
IMOS Message Communication and I Synchronizat ion.  We expect very 

f requent  communications, w i t h  p o s s i b l y  g rea t  i r r e g u l a r i t y  i n  t ime, l e n g t h  

and space p a t t e r n s  o f  communication, Hence b u f f e r i n g ,  f l o w  c o n t r o l  and 

packet ing  must be prov ided by IMOS. Po achieve the  h ighes t  p o s s i b l e  p e r -  

formance ra te ,  some l o s s  o f  i n f o r m a t i o n  d u r i n g  message communication may 

be unavoidable, Message r o u t i n g  s t r a t e g i e s  must a l s o  be more complex, 

because of t h e  desi r e  t o  r o u t e  around congest ion or  f a i  l e d  nodes or chan- 

ne ls ,  which would otherw ise  cause deadlock, Furthermore, i f  processes 

a r e  i n  mot ion t h e  message r o u t i n g  s t r a t e g i e s  must handle moving ta rge ts .  

Synchron iza t ion  i s  a l s o  d i f f i c u l t  t o  handle, s ince  t h e  r e c e i v i n g  

process does no t  n e c e s s a r i l y  know how many messages t o  expect ( i f  any!), 

o r  from "whom", o r  when. An approach suggested by J e f f e r s o n  would 

r e q u i r e  t h e  o p e r a t i n g  system must cause a "sof tware i n t e r r u p t "  i n  t h e  

r e c e i v i n g  process when a mssage a r r i v e s .  

i n  motion, o rder -preserv ing  communication i s  expected t o  be c o s t l y .  

F i n a l l y ,  i f  processes can be 

IV. LOAD BALANCING IN HYPERCUBE MULTIPROCESSORS 

Load ba lanc ing  a lgor i thms w e  r e q u i r e d  f o r  d e a l i n g  e x p l i c i t l y  w i t h  

t h e  a l l o c a t i o n  o f  resources i n  a concurrent  computation ensemble. The 

goal i s  t o  min imize execut ion t ime by evenly d i s t r i b u t i n g  t h e  task loads 

across t h e  system, w h i l e  m i n i m i z i n g  i n t e r p r o c e s s o r  communication. The 
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d i f f i c u l t y  i n  s o l v i n g  t h i s  problem l i e s  i n  the  c o n f l i c t  o f  cons t ra in t s  

over a con f igu ra t i on  space which grows exponent ia l l y  w i t h  the  number o f  

tasks. I n  p a r t i c u l a r ,  the  goal o f  min imiz ing in te rprocessor  communica- 

t i o n ,  t o  avoid s a t u r a t i o n - e f f e c t  bot t lenecks which degrade performance, 

requ i res  t h a t  tasks be "c lus te red"  on few, adjacent nodes; on the  o ther  

hand, t o  even t h e  processor loads requ i res  t h a t  tasks be spread out over 

a l l  nodes. 

The load balanc ing problem i s  c lose ly  re la ted  t o  mul t iprocessor  

schedul ing,  a subject  mat te r  which has been s tud ied  ex tens ive ly  over 

t h e  past twenty years, and f o r  which exce l l en t  reviews can be found in 

t h e  l i t e r a t u r e .  Major d i f f i c u l t i e s  a r i s e  when the number o f  tasks re- 

qu i red  by a p a r t i c u l a r  a lgo r i t hm exceeds the number o f  a v a i l a b l e  pro-  

cessors, and/or when the  in te rconnect ion  topology o f  the task graph, as 

obta ined from t h e  precedence cons t ra in ts ,  d i f f e r s  from the  interconnec- 

t i o n  topology o f  the  computation ensemble, Optimal schedules are i n  

general extremely d i f f i c u l t ,  i f  not impossible t o  obta in ,  s ince f o r  an 

a r b i t r a r y  number of processors, unequal task processing times and non- 

t r i v i a l  precedence cons t ra in t s  the  problem i s  known t o  be NP-complete. 

1. Basic Concepts i n  Load Balancing 

S t a t i c  load balanc ing methods permanently assign newly created pro-  

cesses t o  what appear a t  t h a t  moment t o  be the  best nodes. 

cesses are  no t  moved once t h e i r  execut ion i s  i n i t i a t e d ,  under the  

assumption t h a t  t h e i r  runt ime c h a r a c t e r i s t i c s  do not l a t e r  change i n  such 

a way as t o  cause nodes t o  become very unbalanced. Load balanc ing thus 

occurs only when a new process i s  created. For precedence const ra ined 

These pro-  

tasks  t h i s  represents the cur ren t  s t a t e  o f  the a r t .  



To adapt t o  p o t e n t i a l  changes i n  t h e  runt ime c h a r a c t e r i s t i c s  o f  

p r o c e s s e ~ ~  one needs t o  develop "dynamic" load ba lanc ing  a lgor i thms.  

Such a1 gorithms may reqtai r e  t h a t  processes be m i  g r a t e d  d u r i n g  the i  r 1 i f e -  

t i m e  t o  b e t t e r  nodes t o  prov ide  much needed e f f i c i e n c y ,  p a r t i c u l a r l y  f o r  

a l a r g e  ensemble t h a t  shares m u l t i p l e  a c t i v i t i e s .  Load ba lanc ing  

occur  a t  any t ime, r a t h e r  than be ing  l i m i t e d  t o  t imes when new processes 

a r e  created. 

To address t h e  load ba lanc ing  problem, we are  c u r r e n t l y  e x p l o r i n g  t h e  

a p p l i c a b i l i t y  o f  t h e  s imulated annea l ing  method.17 

2. S imulated Anneal ing 

K i r k p a t r i c k  e t  a l .  h a w  p o i n t e d  o u t  the analogy between t h e  behaviior 

of  condensed matter a t  low temperatures and combinator ia l  o p t i m i z a t i a n  

problems.17  hey propased a new o p t i m i z a t i o n  m e t h o d ~ l o g y ,  r e f e r r e d  t o  as 

"s imu la ted  anneal ing",  which uses techniques suggested by s t a t i s t i c a l  

mechanics t o  f i n d  global  optima of systems w i t h  l a r g e  numbers of  degrees 

o f  freedom. The s imulated anneal ing a l g o r i t h m  can be sketched as 

follows. Consider a combina tor ia l  o p t i m i z a t i o n  problem s p e c i f i e d  by a 

f i n i t e  set C of c o n f i g u r a t i o n s  (or  s t a t e s )  X, and by an o b j e c t i v e  Tune- 

t i o n  € de f ined aver X.  Frorn e q u i l i b r i u m  s t a t i s t i c a l  mechanics we know 

t h a t  a l l  C o n f i g u r a t i o n s  X = ( ~ 1 ~ . . . ~  XN) are  poss ib le ,  b u t  t h a t  t h e  pro- 

b a b i l i t y  o f  observ ing a given  X i s  governed by the  canonical d i s t r ibu -  

t i o n :  
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Here 0 r e f e r s  t o  the product kT o f  the  Boltzmann constant by the  absolute 

temperature f o r  a physica l  system, and w i l l  represent a control parameter 

[ " e f f e c t i v e  temperature"]  i n  the  op t im iza t i on  analogue. 

then t o  f i n d  the  con f igu ra t i on  X which induces the minimum value o f  E. 

The problem i s  

The a lgo r i t hm s t a r t s  from an i n i t i a l  s t a t e  X and fo l l ows  a sequence 

o f  anneal ing temperatures e,, el,.rr,0i9... where 8 i + l  < 8 i .  

a lgo r i t hm can be summarized as fo l lows:  

Cl.03 

The 

loop over temperature index i 

CZ.0) s e t  e=ei 

C2.11 loop over sample s i z e  a t  temperature 8 

C3.01 generate new s t a t e  X '  = F(X) where 

F represents a h e u r i s t i c  t ha t  tends t o  

s e l e c t  s ta tes  w i t h  lower E 

r3.11 AE = E ( X ' ) - E ( X )  

C3.21 I f  A€ 6 0 then 

accept new c o n f i g u r a t i o n  uncondi t ional  l y  

i . e .  X = X '  

Else 

accept new conf igura t ion  only 

t h e  Met ropo l is  Criterion, i . e  

r = uniform-random ( 0 , l )  

I f  r < exp[-AE/e] then X = X '  

End i f  

i f  i t  s a t i s f i e s  

C2.21 end loop over sample s i r e  a t  temperature e 

C2.31 compute average < E > j  a t  temperature 0 

C2.43 I f  (<E>i-<E>j-I ) /<E>j  < E then d isp lay  r e s u l t s  and stop 

C1.11 end loop over temperature index i. 
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As noted a l ready,  an e s s e n t i a l  f e a t u r e  of t h e  Met ropo l is  procedure i s  

t h e  p o s s i b i l i t y  t o  i n c l u d e  s t a t e s  h i c h  increase the  value o f  t h e  ob jec-  

t i v e  f u n c t i o n .  This  allows eventual  escape f rom l o c a l  minima o f  E i n  

t h e  c o n f i g u r a t i o n  spacep thus reducing t h e  chances o f  entrapment i n  a 

subopt imal s o l u t i o n .  Current  areas o f  a c t i v e  research address t h e  deve- 

lopmen o f  methods f o r  e f f e c t i v e  s e l e c t i o n  of  new c o n f i g u r a t i o n s  C i a @ . ,  

s e l e c t  on o f  t h e  f u n c t i o n  F], as well as the  de terminat ion  o f  appro- 

p r i a t e  annea l ing  schedules T i  .e., s e l e c t i o n  o f  anneal ing temperatures 

81 and sample s izes  a t  these temperatures]. 

3. Implementat ion Approach 

We a r e  e x p l o r i n g  both s t a t i c  and dynamic load balancing. The imp le-  

menta t ion  i s  be ing  c a r r i e d  ou t  w i t h i n  t h e  framework o f  t h e  ROSES system12. 

The c u r r e n t  v e r s i o n  o f  ROSES was developed t o  p rov ide  un ique ly  powerfu l  

schedu l ing  c a p a b i l i t i e s  f o r  mapping precedence-constrained task graphs 

o n t o  a concurrent  computation ensemble. Al though t h i s  problem i s  

l e t e ,  ROSES achieves near-opt imal s o l u t i o n s  by combining h e u r i s t i c  

techniques f o r  hand1 i n g  t ime complex i ty  w i t h  special ins tances o f  

a b s t r a c t  data s t r u c t u r e s  t o  handle space complexi ty.  C u r r e n t l y  ROSES 

assumes a non-preemptive schedul ing approach: henever thew i s  a pro- 

cessor  ready t o  be assigned a task, an i n d i v i d u  1 assignment i s  made. 

Each assignment corresponds t o  a "base p o i n t " ,  i.e., one my vary  the 

schedi i l ing s o l u t i o n  on ly  by changing each i n d i v i d u a l  assignment, while 

t h e  t ime p o i n t  and processor under c o n s i d e r a t i o n  remain unal tered.  A t  

each base p o i n t ,  a17 tasks ready t o  be assigned (because t h e i r  precedence 

r e q u i s i t e s  a re  s a t i s f i e d )  c o n s t i t u t e  a "set  o f  a l t e r n a t i v e s ' '  ( o r  A-set). 

The A-set i s  cons t ruc ted  and u p d a t e d  i n  such a way as t o  c o n t i n u a l l y  



s a t i s f y  the  precedence cons t ra in ts .  Choosing a process (i .e. task)  f o r  

execut ion from an A-set i s  guided by h e u r i s t i c s  combined w i t h  graph- 

t h e o r e t i c  impasse de tec t ion  techniques. 

ROSES i s  being mod i f ied  so t h a t  s t a t i c  load  balanc ing would i nvo l ve  

t h e  implementation o f  the  s imulated anneal ing a lgo r i t hm a t  the A-set 

l eve l .  The mod i f ied  ROSES kernel  would then be run on the  NCUBE can- 

t r o l l e r  board, p r i o r  t o  task execut ion on the  nodes. 

To implement dynamic load balanc ing we need t o  s i g n i f i c a n t l y  extend 

I n  p a r t i c u l a r ,  we need t o  a l l ow  f o r  task preemp- t h e  ROSES methodology. 

t i o n ,  and t o  prov ide a d d i t i o n a l  support by developing th ree  classes of 

a lgor i thms t o  be implemented by the  opera t ing  system res iden t  on each 

node o f  the hypercube. The f i r s t  c lass w i l l  con ta in  in format ion ex- 

change algor i thms, t o  be responsib le  f o r  the continuous exchange of load 

i n fo rma t ion  and " task b idd ing"  data between the  processors. The second 

c lass  of algor i thms w i l l  be used by each processor t o  monitor I t s  own 

load on a continuous bas is  i n  order t o  determine whether i t  can guarantee 

the  execut ion o f  newly a r r i v i n g  tasks, or whether such t a s k s  should be 

mi grated. 

mechanisms need t o  be implemented t o  move both code and data, and t o  

re rou te  the l o g i c a l  communication paths. This should prov ide a s i g n i -  

f i c a n t  measure of  dynamic balanc ing on a shor t  range, f a s t  response 

scale. ROSES, a t  a h igher  h i e r a r c h i c a l  l eve l ,  would then attempt t o  

d r i v e  the  system t o  g lobal  equ i l i b r i um,  by apply ing general ized simulated 

anneal ing beyond the  A-set l eve l .  

The t h i  r d  c lass  o f  a1 g o r i  thms w i  11 hand1 e process migra t ion  ; 
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V. SUMMARY AND FUTURE DEVELOP 

Phase-1 o f  our p r o j e c t  corresponds t o  a " s b w l a t i o n 8 '  stage of  t he  

I M Q S / V T  developinent. 

and development o f  t h e  f o l l o w i n g  i tems:  

Dur ing  t h i s  p e r i o d  we expect t o  complete t h e  design 

Extend ROSES methodology1* to enable handl i n g  o f  dynamical ly  e v o l v i n g  
systems ( c u r r e n t l y  ROSES can map o n l y  s t a t i c  t a s k  graphs onto con- 
c u r r e n t  cclmputati on ensembles ) ; speci  f i c a l  l y  , a1 1 ow f o r  preempti  ve 
schedu l i ng  and add a l g o r i t h m s  fo r  

- Load i n f o r m a t i o n  exchange among subensembles ; 

- Measur ing a processor  l o a d  

- Process m i  g r a t i  on. 

Develop a1 ga r i t hms  f o r  g l o b a l  resource sal 1 oea t  i on i rs i  w g  an 
a p p r o p r i a t e l y  modif ied s imu la ted  annea l i ng  approach. 

Develop a Vi r tua l -T ime/Real  -Time k e r n e l ,  t o  control execu t ion  o f  
processes on a d i  s t r i  Ruted system through r e s o l u t i o n  o f  i n t e r -  
process c o n f l i c t s  i n  v i  r t u a l  t i m e  and under r e a l  -time c o n s t r a i n t s ;  
i ncll ude handl i ng of i n t e r - p r o c e s s  message cpueui ng and preemption by 
emergency r r~ssages .  

t i tems 11-13 i n i t i a l l y  as an IMOS/V7 s imu la to r .  The sirnu- 
l a t o r  w i l l  be r i t t e n  bath i n  C. 

long-range o b j e c t i v e  i s  the des ign  o f  ip csrnplete I n t e l l i g e n t  Machine 

Opera t i ng  System (IMOS/VT) and i t s  implementat ion on an advanced 

VkSI-based m u l t i p r o c e s s o r  system. For exper imen ta t i on  purposes on the 

advanced NCUEIE hardware, a "p ro to type"  v e r s i o n  of t h e  sys te  

developed i n  a Phase-2 e f f o r t .  The "p ro to type"  v e r s i o n  o f  IMOS/VT would 

i n c l u d e  enhanced c a p a b i l i t i e s  f o r  a l l  i tems developed under Phase-1. I n  

a d d i t i o n  a lowest  l e v e l  hardware i n t e r f a c e  w i l l  be implemented t o  p r o v i d e  

s e r v i c e s  i n c l u d i n g  l o a d i n g  of  processesp h a n d l i n g  i n t e r p r o c e s s o r  I/O, an 

asynchronous broadcast faci 1 i t y ,  real - t ime clock handler, i n t e r r u p t  and 

t r a p  handlers  f o r  I / Q ,  t imeout ,  runtirrie e r r o r s ,  e tc .  The p r o t o t y p e  ver-  

s i o n  w i l l  a l s o  p r o v i d e  a p p l i c a t i o n - o r i e n t d  development t o o l s .  
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S p e c i f i c a l l y ,  we conceive t h a t  t h e  a p p l i c a t i o n  programs o f  i n t e r e s t  

would run  above IMOS/VT as a s e t  o f  asynchronous tasks,  i n c l u d i n g :  

a Goal - d i r e c t e d  planners,  (e.g., for  manipu la to r  motion, p l a t f o r m  

motion,,..) i n c o r p o r a t i n g  s i m u l a t o r s  of p o s s i b l e  f u t u r e  scenar ios 

o f  ac t ion ,  and d e c i s i o n  mechanisms; 

0 Various c a l c u l a t i o n  tasks ,  such as that  f o r  robot  dynamics and 

control ; 

e H i e r a r c h i c a l  n a v i g a t i o n  tasks,  such as those f o r  c a r r y i n g  ou t  complex 

t r a j e c t o r i e s  w i t h  avoidance of moving obstac les;  

a H i e r a r c h i c a l  sensing tasks,  i n c l u d i n g  v i s i o n  and sensor f u s i o n .  

In summary, t h e  nex t  phases o f  t h e  p r o j e c t  w i l l  be concerned w i t h  t h e  

f u l l  implementat ion o f  IMOS/VT on t h e  NCUBE concurrent  c o m p u t a t i ~ n  

ensemble, and i t s  a p p l i c a t i o n  t o  r e a l ,  complex problems o f  i n t e r e s t  t o  

CESAR e 
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Paper 4 

PLANNING FOR TRANSIT IN UNKNOWN NATURAL T E R R A I N  

S. Y. Harmon 

Code 5 4 4 2 ,  Naval Ocean Systems Center 
San Diego,  CA 92152 

ABSTRACT 

The Ground Surveillance Robot (GSR) development has reached a 
stage where a route planning system is potentially useful. The 
GSR's route planning problem can be solved by having a 
generalized planning engine operate upon a d a t a  base containing 
orienteering knowledge and models of  the vehicle arid the 
surrounding environment. Orienteering knowledge contains 
heuristics f o r  position finding, route planning and route 
following in undeveloped terrain. Some orienteering hints 
valuable to an autonomous vehicle planning transit through 
unknown undeveloped territory are discussed. Tn addition, the 
requirements for a sufficient planning mechanism to support 
autonomous transit through unknown natural terrain are a l s o  
d i s c u s s e d .  

I NT K OD UC 'I' I O N 

Some years aqo a project began to implement an autonomous vehicle 
demonstration, called the Ground Surveillance Robot ( G S R )  I for a 
practical environment [I]. Since that time implementation of the 
numerous sensor and control subsystems, which are necessary parts 
of such a vehicle, has proceeded. From the beginning of that 
project the question "HOW will such a vehicle p l a n  its r o u t e  
through unknown natural terrain?" has been asked. For years t h e  
G S R  researchers have been too mired in the details of Tow level 
implementations to do any more t h a n  define the present 
limitations in planning systems for unknown natural terrain [ 2 ] .  
This is not to imply that over these years the route planning 
question has been neglected. While this paper will not answer 
the route planning question completely it will address the issue 
and reflect a current stste of thought slightly tainted by the 
realities of implementation. 

The GSR's goal is to transit to a known location o v e r  unknown 
natural terrain. The present architecture provides a uniform 
v i e w  of highly processed sensor information through a blackboard 
which represents the best assessment of the world condition at 
any time [ 3 ] .  This assessment is built from numerous f;ometimes 
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overlapping sensor sources. The blackboard represents sensor 
information on: the relative location of nearby ( < 10 m) 
obstacles/hazards, rough abso3.ute geographic position (w/i 100 rfl, 
every 90 min), vehicle speed, heading, roll angle and pitch angle 
(w/i 0.05 m/s & 1.0 dey) and an uncertain, incomplete and 
inaccurate terrain modcl  containing informat.ion on obstacle 
statistics, terrain variability and terrain surface nature. The 
blackboard also contains relative location estimates of local 
terrain features for relative navigation. The bulk of t.he 
terrain information is constructed from high resolution gray 
level imagery, low resolution color imagery & point range 
estimates collected from cameras and a computer controlled laser 
range finder mounted on a computer controlled transport system 
[ 4 1 .  

Needless to say numerous authors have discussed the route 
planning issue and related topics. Many of the techniques which 
have been developed deal with space in terms of free space and 
obstacles where space  can be traversed and obstacles cannot [5- 
161, For the most part, these techniques provide solutions to 
the obstacle avoidance problem which is extremely useful in a 
structured well mapped environment such as a modern automated 
factory. However, the G S R  philosophy is that this problem should 
be handled at a low level. by the locomotion control system using 
potential field avoidance techniques similar to those discussed 
in [17 ,1 .8 ] .  While this approach does not guarantee an optimal 
path for short range travel it does fr3e the limited 
onboard computational resources for higher level planning 
activity to optimize for long range t.ravel. In the GSH, the 
division between low level route planning a n d  high level route 
planning occurs where the simple free space/obstacle 
representation fails and detailed terrain modell.ing is necessary. 
Similar concepts have been suggested in the form of  hierarchical 
planners [ 1 9 - 2 2 ] .  However, the G S R  approach is the simplest of 
all those described and distributes planning activity to lower 
subsystems more than others. A limited number of techniques 
reduce space to go and no-go regions on a large scale for outdoor 
domains [5,14,16,23,24]. However, all but one of these uses a 
map provided before the journey begins. The GSR has no a priori 
map. 

Most of the existing route planning efforts use some form of tree 
or graph representation of traversible space and they search the 
graph using cost functions and heuristics for optimization 

include [ 5 , 6 , 8 - 1 1 , 1 3 - 1 6 , 1 9 , 2 1 , 2 2 , 2 4 ] .  Other 
formulating the problem as an optimal control problem and 
minimizing a cost function described in state space 
representation [ 1 2 1 ,  a wandering standpoint algclrithm to search 
space [ 2 0 ]  and a combination of a script based problem solver, 
special purpose algorithmic problem solvers and domain specific 
production rules [ 2 3 1  - Most of these problem solving techniques 
are tailored quite specifically to route search and, therefore, 

a p p r o a c h e s 
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offer no solution to other problems related to finding one's way 
in the great unknown such a s  how to collect sufficient 
information from the surroundings to make intelligent decisions 
about which way to proceed. In fact the planning of activities 
solely to collect information has been described as a special 
case of problem solving for which there is likely no general 
purpose algorithm E211. 

The global planning problem, where obstacle avoidance is ignored, 
can be described as planning a connected series of paths to a 
point at the fringe of sensor coverage in the direction of the 
goal location considering the relations between the environmental 
and vehicle constraints. This statement assumes that the vehicle 
always proceeds toward the goal to the frontier of its sensing 
ability, a technique used by others with mobile robots planning 
transit in unknown areas [ 7 , 8 , 1 6 1 .  Environmental constraints are 
imposed by slope, terrain variability, obstacle density, ground 
cover and terrain surface composition. Vehicle constraints 
include limited ability to deal with slopes, finite vehicle size, 
minimum required surface normal and shear strengths, finite fuel 
capacity, load and time dependent fuel consumption and finite 
sensor range and field of view. Most of the references cited 
above approach some aspect of this overall problem. However, in 
the GSR the global path planning problem is seen in a more 
general way. The planning mechanism is decoupled from the 
domain. Decoupling the domain independent activity from the 
domain dependent activity is not new but has not been done in any 
of the techniques discussed above. Even the generic graph search 
techniques couple their planning mechanism to the domain through 
embedded cost functions and heuristics. 

Decoupling the global route planning problem produces two 
subproblems, orienteering and planning. Orienteering is the 
human skill of finding a route through unknown natural terrain. 
This skill has been practiced for thousands of years by humans 
and its principles are discussed in several sources [ 2 5 - 2 7 1 .  

On the other hand, planning is a much more difficult problem. 
Generalized planning mechanisms are very poorly developed. 
Although some progress has been made in the areas of evidential 
and temporal planning many capabilities demanded by route 
planning in a complex environmant are as yet unavailable in a 
single mechanism. One solution to this problem is to develop a 
planner composed of several different planning mechanisms each 
appropriate €or different special situations [ 16 ,23 ] .  While this 
solution addresses the problem of generality it does so by 
increasing the complexity of the planning mechanism rather than 
of the data base upon which the planner operates. It a l s o  
introduces the problem of meta-planning, a much more poorly 
understood problem than just planning for a specific domain. 
Clearly, a single general planning engine able to perform route 
planning for an autonomous mobile robot would be the best 
solution. 



The r e m a i n d e r  of  t h i s  p a p e r  d i s c u s s e s  some o r i e n t e e r i n g  
p r i n c i p l e s  r e l e v a n t  t o  au tonomous  v e h i c l e  t r a n s i t :  and  some of  t h e  
r e q u i r e m e n t s  f o r  a p l a n n i n g  e n q i n e  i d e a l l y  s u i t e d  f o r  t h e  r o u t e  
p1.anning p r o b l e m  e x e c u t e d  i n  a n  au tonornous  r o b o t .  

O r  i e n t e e r  i n g  

O r i e n t e e r i n g  is  t h e  a r t  o f  p a t h  f i n d i n g  t h r o u g h  unknown t e r r i t o r y  
[ 2 5 ] .  T h i s  k n o w l e d g e ,  l i k e  o t h e r  f o r m s  o f  human k n o w l e d g e ,  is 
c o n t a i n e d  by  v a r i o u s  s o u r c e s .  The knowl.edcje i s  s t r o n g l y  
e n v i r o n m e n t a l l y  d e p e n d e n t  so  p a t h  f i n d i n g -  knowledge  v a r i e s  w i t h  
d i f f e r e n t  t e r r a i n  t y p e .  Models  o f  v a r i o u s  e l e m e n t s  o f  t h e  
e n v i r o n m e n t  ( e . g . ,  t e r r a i n  s t r u c t u r e ,  v e g e t a t i o n  c o v e r a g e ,  
w e a t h e r ,  c e l e s t i a l  o b j e c t s )  a r e  n e c e s s a r y  f o r  s u c c e s s f u l  
o r i e n t e e r i n g .  O r i e n t e e r i n g  knowledge  c o n s i s t s  o f  i n f o r m a t i o n  f o r  
d i r e c t i o n  f i n d i n g ,  r o u t e  p l a n n i n g  and  r o u t e  f o l l o w i n g  t e c h n i q u e s .  
Examples  o f  t h i s  j - n f o r m a t i o n  a r e  p r e s e n t e d  b r i e f l y  b e l o w ,  

D i r e c t i o n  f i n d i n g .  S e v e r a l  r e l i a b l e  t e c h n i q u e s  e x i s t  f o r  f i n d i n g  
a b s o l u t e  d i r e c t i o n  i n  unknown t e r r i t o r y .  The m o s t  r e l i a b l e  a n d  
unambiguous  t e c h n i q u e s  r e l y  upon c e l e s t i a l  o b : j e c t s  b u t  t h e r e  are 
o t h e r  t e c h n i q u e s  which  d o  n o t .  The N o r t h  S t a r  and  t h e  S o u t h e r n  
C r o s s  c a n  p r o v i d e  a r e a s o n a b l y  a c c u r a t e  n o t i o n  of  a b s o l u t e  
d i r e c t i o n .  The d i r e c t i o i i s  of  r i s i n g  o r  s e t t i n g  Sun o r  Moon also 
p r o v i d e  a b s o l u t e  d i r e c t i o n  126 ,271 .  The d i r e c t i o n  of  shadow 
movement p r o d u c e d  by  t h e  l i g h t  f rom e i t h e r  t ,he Sun o r  Moon 
i n d i c a t e s  t h e  west t o  e a s t  d i r e c t i o n s  d u r i n g  most  of t h e  d a y t i m e  
when o t h e r  c e l e s t i a l  c l u e s  a r e  n o t  a v a i l a b l e  [ 2 5 , 2 6 ] .  However ,  
a l l  o f  t h e s e  t e c h n i q u e s  a s sume  t h a t  t h e  s k y  and  c e l e s t i a l  o b j e c t s  
a r e  v i s u a l l y  a c c e s s i b l e .  I n  t r a v e l  i n  d e e p  c a n y o n s  o r  u n d e r  a 
f o l i a g e  c a n o p y  t h e  s k y  is  l a r g e l y  u n a v a i l a b l e  and  o t h e r  
t e c h n i q u e s  m u s t  be u s e d  

F o r t u n a t e l y ,  many n a t u r a l  e n v i r o n m e n t a l  s i g n s  c a n  p r o v i d e  
d i r e c t i o n i n f o r ma t i o n . By knowing t h e  d i r e c t i o n  o f  the 
p r e v a i l i n g  w i n d s  i n  a g e o g r a p h i c  a r e a  o n e  c a n  f i n d  d i r e c t i o n  from 
d r i f t e d  snow, s a n d  o r  d u s t  r i p p l i n g ,  l e a v e  s h e d d i n g  and  t r e e  
d e f o r m a t i o n .  The t h i c k e s t  moss g r o w s  on  t h e  s e a s o n a l l y  c o o l e s t  
s i d e  of  t r e e s  a n d ,  f o r  s o l i t a r y  t r e e s ,  t h i s  is t h e  n o r t h  s i d e ,  
A l s o  f l o w e r s  f a c e  t o w a r d  t h e  soc l th  t o  r e c e i v e  t h e  mos t  a v a i l a b l e  
s u n l i g h t  [ 2 7 1  . T h e s e  a n d  o t h e r  e n v i r o n m e n t a l  s i g n s  g u a r a n t e e  
knowledge  o f  g l o b a l  o r i e n t a t i o n .  T h i s  knowledge  is c r i t i c a l  f o r  
p a t h  f i n d i n g  t o w a r d  a known g o a l  l o c a t i o n .  

R 0 u t . e  p l a n n i n g .  The p r o c e s s  o f  r o u t e  p l a n n i n g  w i t h o u t  a map 
i n v o l v e s  c o l l e c t i n g  i n f o r m a t i o n  a b o u t  t h e  s u r r o u n d i n g s  u s i n g  
s e n s o r  r e s o u r c e s  a n d  u s i n g  t h a t  i n f o r m a t i o n  t o  d e c i d e  t h e  mos t  
e f f e c t i v e  r o u t e  t o  t a k e  to t h e  g o a l .  S t a r t i n g  w i t h  a b s o l u t e l y  no 
i n f o r m a t i o n  a b o u t  t h e  l o c a l  t e r r a i n  t h e  r o b o t  m u s t  p l a n  a c t i o n s  
t o  collect s u f f i c i e n t  t e r r a i n  knowledge  t o  b e g i n  success f i i l  



t r a n s i t .  However ,  i f  t o o  much t ime is  s p e n t  b u i l d i n g  t h e  
e n v i r o n m e n t a l  model  t h e n  t h e  v e h i c l e  w i l l  n o t  b e  a b l e  t o  r e a c h  
t h e  g o a l .  T h u s ,  t h e r e  m u s t  b e  a b a l a n c e  b e t w e e n  t i m e  s p e n t  
c o l l e c t i n g  t e r r a i n  i n f o r m a t i o n  a n d  t ime s p e n t  a p p r o a c h i n g  t h e  
g o a l  l o c a t i o n .  The t ime n e c e s s a r y  t o  c o l l e c t  t e r r a i n  i n f o r m a t i o n  
d e p e n d s  h e a v i l y  u p o n  t h e  c o m p l e x i t y  of  t h i s  t e r r a i n .  I n  f l a t  
d e s e r t  c o u n t r y  t h e  r o b o t  c o u l d  p r o c e e d  d i r e c t l y  t o w a r d  t h e  g o a l  
w i t h  l i t t l e  o r  no a d d i t i o n a l  t e r r a i n  i n f o r m a t i o n  o t h e r  t h a n  t h a t  
c o l l e c t e d  d u r i n g  t h e  j o u r n e y .  In more  complex  t e r r a i n  t h e  r o b o t  
may f i r s t  n e e d  t o  p r o c e e d  t o  t h e  h i g h e s t  l o c a l  t e r r a i n  f e a t u r e  t o  
s u r v e y  t h e  s u r r o u n d i n g s .  A t  t h a t  t i m e ,  t h e  e x i s t e n c e  a n d  
r e l a t i v e  l o c a t i o n s  of  m a j o r  t e r r a i n  f e a t u r e s  s h o u l d  b e  n o t e d  
i n c l u d i n g  m o u n t a i n  p e a k s ,  r i v e r s ,  l a k e s ,  l a r g e  o p e n  a r e a s ,  
v a l l e y s  a n d  c a n y o n s  [ 2 6 ] .  T h i s  p r o v i d e s  i n f o r m a t i o n  a b o u t  good 
a n d  bad  p a t h s  a s  well  a s  l a n d m a r k s  €or  r e l a t i v e  n a v i g a t i o n ,  

S e v e r a l  h e u r i s t i c s  h a v e  b e e n  d e v e l o p e d  t o  a i d  p l a n n i n g  a r o u t e  
t h r o u g h  u n d e v e l o p e d  t e r r i t o r y .  F o r  i n s t a n c e ,  t r a v e l i n g  on  r i d g e s  
a n d  d i v i d e s  is  e a s i e r  t h a n  t r a v e l i n g  i n  v a l l e y s  o r  a l o n g  
s t r eams .  The v e g e t a t i o n  i s  o f t e n  l e s s  d e n s e ;  t h e  o u t l o o k  i s  
b e t t e r  f o r  l a n d m a r k  n a v i g a t i o n  a n d  t h e r e  a r e  f e w e r  s t r e a m s  and  
swamps t o  c ros s  [ 2 6 ] .  F o l l o w i n g  s t reams is  d i f f i c u l t  b e c a u s e  o f  
f o r d i n g ,  d e t o u r s  and  t h i c k  v e g e t a t i o n .  I n  m o u n t a i n o u s  t e r r a i n  
t h e  f a l l s ,  c l i f f s  a n d  s i d e  c a n y o n s  a s s o c i a t e d  w i t h  r i v e r s  a n d  
s t r e a m s  c r e a t e  s i g n i f i c a n t  d i f f i c u l t i e s  f o l l o w i n g  the d e s i r e d  
r o u t e .  I n  f l a t  c o u n t r y ,  s t r e a m s  m e a n d e r ;  v e g e t a t i o n  i s  d e n s e ;  
swamps a r e  common a n d  o u t l o o k s  a r e  r a r e .  A d v a n t a g e s  i n  f o l l o w i n g  
s t r e a m s  a r e  t h a t  t h e y  may l e a d  t o  i n h a b i t e d  a r e a s  a n d  t h e y  g i v e  
u n m i s t a k a b l e  r e f e r e n c e  i n  s t r a n g e  c o u n t r y  1261. I f  s t r e a m s  m u s t  
b e  c r o s s e d  t h e  c u r r e n t  i s  s l o w e s t  and  t h e  d e p t h  is  s h a l l o w e s t  a t  
t h e  w i d e s t  p l a c e s  [ 2 6 ] .  A l s o ,  t h e  i n s i d e  b e n d s  p r o v i d e  s h a l l o w s  
f o r  e x i t i n g  t h e  s t r e a m  ( n o t i n g  t h a t  i t  is  o f t e n  e a s i e r  t o  g e t  
i n t o  a s t r e a m  t h a n  t o  g e t  o u t  o f  i t ) .  I f  swamps a r e  e n c o u n t e r e d  
e m e r g e n t  v e g e t a t i o n  u s u a l l y  i n d i c a t e s  more s u p p o r t i v e  g r o u n d  t h a n  
a r e a s  of  mud o r  o p e n  w a t e r  [ 2 & 1 .  M o u n t a i n o u s  a r e a s  p r e s e n t  
s p e c i a l  d i f f i c u l t i e s  f o r  p a t h  p l a n n i n g .  The many r i d g e s  and  
v a l l e y s  i n  s u c h  t e r r a i n  s i g n i f i c a n t l y  i n c r e a s e  p l a n n i n g  
c o m p l e x i t y  a n d  p r e s e n t  p r o b l e m s  f o r  p a t h  f o l l o w i n g  and  p o s i t i o n  
f i n d i n g .  I n  t h e s e  a r e a s ,  f o l l o w i n g  r i d g e s  o r  v a l l e y s  i s  o f t e n  
e a s i e r  t h a n  c r o s s i n g  them 1261.  

R o u t e  f o l l o w i n g ,  Once a r o u t e  h a s  b e e n  p l a n n e d ,  f o l l o w i n g  t h a t  
r o u t e  t h r o u g h  complex  t e r r a i n  may b e  d i f f i c u l t ,  e s p e c i a l l y  i f  i t  
is c o v e r e d  w i t h  t h i c k  v e g e t a t i o n ,  b e c a u s e  o f  t h e  many d e t o u r s  
f o r c e d  by u n t r a v e r s i b l e  e n v i r o n m e n t a l  f e a t u r e s .  A s  a r e s u l t ,  
s e v e r a l  t r i c k s  h a v e  b e e n  d e v e l o p e d  t o  f o l l o w  a d e s i r e d  r o u t e .  
S t r a i g h t  l i n e  t r a v e l  is  possible by t r a v e l i n g  on  t h e  l i n e  fo rmed  
b y  t h r e e  l a n d m a r k s  ( i . ? . ,  o n e  b e h i n d  a n d  two i n  f r o n t ) .  When a 
l a n d m a r k  is p a s s e d  a n o t h e r  on  t h e  d e s i r e d  c o u r s e  is c h o s e n .  T h i s  
t e c h n i q u e  p r o v i d e s  a n  e a s y  way t o  v i s u a l l y  f o l l o w  c't s t r a i g h t  l i n e  
e v e n  i n  t h e  most: complex  t e r r a i n  [ 2 7 ] .  T r i a n g u l a t i n g  f rom l o c a l  



landmarks can be used to identify points at which course changes 
are necessary. The landmarks should be outstanding features such 
as mountains, ridges, drainage patterns and uniquely 
distinguishable vegetation [ 2 6 ] .  These landmarks can be used to 
relocate a desired path if a detour is necessary d u e  to some 
untraversible environmental feature [ 2 7 ] .  At night fixing on a 
single star in the direction of desired travel will also assist 
holding a constant course 1261.  

Planning 

Unfortunately, the heuristics described above are not sufficient 
in themselves to accomplish ylobal route planning. An underlying 
planning mechanism is required. Several generic planning 
mechanisms have been proposed but few of them have been 
implemented f o r  mobile robot purposes. Several requirements for 
such a planning engine can be formulat.ed. 

The desired mechanism must plan in time over widely different 
time scales. It should be able to respond in seconds to an 
unexpected emergency and be able to relaLe events occurring over 
several hours, The desired planning engine must simultaneously 
model many different environmental conditions and respond to a 
wide variety of circumstances. The planner must handle uncertain 
and incomplete information which is received incrementally over 
time from several different sensor sources. This implies that 
the planning must be a continuous process of creating 
expectations of future situations and corresponding action plans 
to manipulate those situations toward the desired goals. 
Planning with both goals and constraints should be possible. 
Since t h e  r o b o t  can change its position without the planner's 
help the planner needs to synchronize its activity with real time 
occurrences, This is not to imply that the planner must be a 
real time planner since, in the CSR, much of the obstacle 
avoidance planning load is supported by the locomotion processor 
which runs in parallel with the global planner. T h  i s 
organization relieves the planner o f  the need to respond quickly 
if the vehicle absent mindedly stumbles into some hazard. In the 
GSR, these circumstances are safely stabilized by the locomotion 
controller before the planner is needed. A s  a result, t h e  GSR 
planner must only be able to respond within a few minutes f o r  
most situations b u t  i t  must keep pace with the evolution of those 
situations so as to prevent getting hopelessly behind. Ideally, 
the planning engine will also be independent of the application 
specific data base and it should be a uniform and simple 
mechanism which operates upon a large domain dependent data base. 



C O N C L U S I O N S  

This paper has discussed breaking the route planning problem in 
unknown natural terrain into a domain specific part and a domain 
independent part. The domain specific knowledge can be derived 
from orienteering information sources. The domain independent 
part is planning. Several requirements for a sufficient planning 
mechanism have been presented. Today no sufficient g e n e r a l  
purpose planning engine has been introduced which meets all of 
these criteria although several mechanisms have been developed 
which have approached subsets of these requirements. 
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0 - T H E O R Y  - A HYBRID U N C E R T A I N T Y  T H E O R Y  
E. M .  O B L O W  

A B S T R A C T  

A hybrid uncertainty theory is developed to bridge the 

gap between fuzzy set theory and Bayesian inference theory. Its 

basis i s  the Dempster-Shafer formalism ( a  probability-like, 

set-theoretic approach), which is extended and expanded upon s o  

a s  to include a complete set of basic operations for manipula- 

ting uncertainties in approximate reasoning. The new theory, 

operator-belief theory ( O T ) ,  retains the probabilistic flavor 

o f  Bayesian inference but includes the potential f o r  defining a 

wider range o f  operators like those found in fuzzy set theory. 

The basic operations defined for OT i n  this paper include 

those for: dominance and order, union, intersection, complement 

and general mappings. A formal relationship between the member- 

ship function in fuzzy set theory and the upper probability 

function in the Dempster-Shafer formalism is a l s o  developed. 

Several sample problems in logical inference a r e  worked out to 

illustrate the results derived from this new approach a s  well 

as to compare them with the other theories currently being 

used. A general method of extending the theory using t.he 

historical development o f  fuzzy set theory as an example is 

suggested. 

1 )  Introduction 

The problem of  dealing with uncertainty in inference and 

reasoning processes is a complex and difficult one. The 

information available f o r  reasoning is often uncertain, 

imprecise, and even vague. Approximate means o f  dealing with 

the propagation of such data through inference models is 



c r u c i a l  to the s i u @ @ e s s  o f  any machine intelligence program. A l -  

though no complete solution t o  this p r o b l e m  is at harid, several 

different approaches have been pursued The u s e  of classical 

Bayesian inference theory (BIT) for instance, is o n e  such 

a p p r o a c h  t o  this problem which has yielded some ~ u c c e s s l * ~ .  

M o r e  recently, several attempts derived from set-theoretic 

formalisms have provided o t h e r  insights into its solution. The- 

s e  latter methods are represented b y  Z a d e h ' s  fuzzy set t h e o r y 3  

(PST) a n d  De pster-Shafer belief ( D S T ) .  An excellent 

unified review of all three o f  these theories is presented by 

P r a d e 7 .  Suitable background material for this p a p e r  can be 

f o u n d  i n  this latter review article and the extensive list o f  

references cited therein. Preliminary presentations o f  this 

paper also suitable for background material appear i n  

I n  the present article, a different approach to the 

uncertainty problem will be developed. The motivation behind 

attempting t o  develop another approach in this a r e a  c a n  better 

be understood by taking a closer look at the strengths and 

weaknesses o f  each of the three uncertainty methodologies just 

mentioned. F o r  instance, BIT has a strong, well established 

probability basis but is weak in its applicability to problems 

which are formulated in s e t  theoretic language. P S T ,  on the 

~ t h e r  hand, has a strong a n d  highly developed set theory 

background b u t  its basic membership function and set operators 

are less intuitive a n d  physical t h a n  those using probability 

concepts. I n  between? t h e s e  two extremes lies D S T ,  which has 

both 8 probability and s e t  theory basis. Its strongest p o i n t  i s  

the capability of representing such concepts as noncom 

v a c u o u s  belief. On the other hand, however, it lacks thc 

extensive mathematical developments necessary f o r  l ~ l ~ r e  general 

applicability. In addition to these observations, it should be 

n o t e d  that each of these theories gives quantitatively 

different results in application. 10rayesl t h e o r e m l p 4 ,  ~ e m p s t e r 5 ~  

bination r u l e 4  a n d  fuzzy set rules for union a n d  intersect- 

ion3, the basic laws o f  BIT, DST and FST, respectively, a l l  are 
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quantitatively different ways of combining uncertainty informa- 

tian. Only in certain limiting circumstances do their results 

all tend to converge4t7. 

In practice then, it should be clear that all three 

theories (and possibly some new ones) will probably find 

extensive use in solving the inference-uncertainty p r o b -  

lem. Satisfaction with inferential results, computational 

efficiency, and ease of representation will be the final 

measures o f  success o f  any o f  these methodologies i n  any given 

problem area. 

In this paper, an attempt will be made t o  bridge t he  gap 

between P S T  and B I T  using the set-theoretic strengths o f  the 

former a n d  the probability basis o f  the latter. The f o c a l  point 

of this new approach will be the DST, which will b e  extended s o  

that additional mathematical operators c a n  be used tu p r o p a g a t e  

uncertainties in a wider range o f  problems. T h i s  hopefully will 

eliminate one of DST's perceived weaknesses compared with 

FST. The overall approach taken t o  achieve this synthesis w i l l  

tie t o  u se  the available mathematical developments in FS'T as a 

m o d e l  f o r  extending DST while r e t a i r i i n g  t h ~  probabilistic 

flavor it h a s  in common with B I T .  The resulting theory proposed 

is, therefore, a hybrid-uncertainty theory using t h e  s t r e n g t h s  

of both F S T  a n d  B I T  on a n  enhanced DST base. 

2) Basis for Q-Theory 

T h e  basic starting point for the development o f  operator- 

belief theory ( O T )  is DST. A brief outline o f  the primitive 

concepts o f  this theory needed f o r  OT a r e  given here. T h e  

reader is referred to S h a f e r 4  for more details. T o  begin, use 

i s  made of  the set of possibilities 0 ,  with e l e m e n t s  x i ~ 0 ,  and 

its power set 2O, with elements ~ € 2 ~ .  A s  in D S T ,  a basic 

probability m a s s ,  m ~ ( x ) ,  i s  assigned to each xeZ0, with the 

function m:2@->[0,1], which i s  normalized b y  

mg(x) = 1 . 
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M e r e ,  x i s  a s e t  w h i c h  i s  a s u b s e t  o f  8 ( i . e .  x C S )  a n d  i s ,  

t h e r e f o r e ,  a l s o  a n  e l e m e n t  o f  2 0  ( i . e .  x e 2 * ) .  

T h i s  n o r m a l i z e d  mass  d i s t r i b u t i o n  d e f i n e d  o n  2 °  i s  t h e  

' u n c e r t a i n t y '  o r  ' b e l i e f '  r e p r e s e n t a t i o n  o f  8 ,  w h i c h  w i l l  b e  

d e n o t e d  b y  g a n d  r e f e r r e d  t o  a s  t h e  ' b e l i e f  s e t  o f  8 ' .  A n y  

p r o p e r  s u b s e t  o f  8 w h i c h  will h a v e  R mass  d i s t r i b u t , i o n  a s s i g n e d  

t o  i t  w i l l  b e  d e n o t e d  b y  a n  u n d e r l i n e d  c a p i t a l  l e t t e r  ( e . g .  t h e  

s e t  A C Q  w i t h  m a s s  a s s i g n m e n t  nna(x) w i l l  b e  d e r i o t e d  b y  4 ) .  T h e  

s e t  0 w i l l  g e n e r a l l y  b e  u s e d  t o  r e p r e s e n t  t h e  l a r g e s t ,  f i n i t e  

p o s s i b i l i t y  s e t  u n d e r  c o n s i d e r a t i o n  a n d ,  t h e r e f o r e ,  w i l l  

r e p r e s e n t  t h e  l a r g e s t  b e l i e f  s e t .  

A t  t h i s  p o i n t  i t  s h o u l d  h e  n o t e d  t h a t .  t h e  n o r m a l i z a t i o n  

g i v e n  i n  E q . ( l )  r e p r e s e n t s  a d e p a r t u r e  f r o m  D S T ,  i n  t h a t  t h e  

a s s i g n m e n t  o f  z e r o  mass t o  t h e  n u l l  e l c m e n t  o f  z 8  ( i . e .  m ( b ) = O )  

i s  n o t  t a k e n  t o  b e  s u c h  b y  d e f i n i t i o n .  Mass c a n  b e  a s s i g n e d  

d i r e c t l y  t c r  B o r  i t  c a n  b e  a c q u i r e d  a s  a r e s u l t  o f  o p e r a t i o n s  

o n  t h e  s e t  0 .  T h i s  m o d i f i c a t i o n  i s  p r o p o s e d  t o  a l l o w  f o r  t h e  

p o s s i b i l i t y  t h a t  t h e  o r i g i n a l  s e t  8 m i g h t  n o t  h a v e  b e e n  a 

c o m p l e t e  e n u m e r a t i o n  o f  a l l  t h e  p o s s i b l e  s t a t e s  o f  t h e  s y s t e m  

u n d e r  i n v e s t i g a t i o n  t o  w h i c h  mass c o u l d  b e  a s s i g n e d .  I t  a l s o  

a l l o w s  B t o  b e  a n  e l e m e n t  o f  2 °  i n t o  w h i c h  c o n f l i c t i n g  

i n f o r m a t i o n  c a n  b e  g a t h e r e d  t o  r e p r e s e n t  i n c o m p l e t e n e s s  i n  8 .  

N o t e  h e r e ,  t h a t  t h e  u s e  o f  a n o r m a l i z e d  mass  d i s t r i b u t i o n  

f o r  a s s i g n m e n t  o f  mass t o  e l e m e n t s  o f  t h e  p o s s i b i l i t y  s e t  2 8  a s  

g i v e n  in D S T .  r e p r e s e n t s  a n  e x t e n s i o n  o f  t h e  c o n c e p t s  o f  

p r o b a b i l i t y  t h e o r y ,  a n d  O T ,  t h e r e f o r e ,  h a s  t h i s  e x t e n d e d  

p r o b a b i l i t y  b a s i s  a s  w e l l .  T h i s  n o r m a l i z a t i o n  c a n  a l s o  b e  

i n t e r p r e t e d  i n  a s e t  t h e o r y  c o n t e x t  i n  a f a s h i o n  w h i c h  t i e s  i t  

t o  F S T .  T h a t  i s ,  t h e  n o r m a l i z a t i o n  r e p r e s e n t s  t h e  m a x i m u m  

~ f f e c t i v e  c a r d i n a l i t y  o f  t h e  p o s s i b i l i t y  s e t  0 ,  w h i c h  i s  

u n i t y .  I f  m a s s e s  a r e  t r e a t e d  l i k e  m e m b e r s h i p  f u n c t i o n s ,  t h i s  

m e a n s  t h a t  a t  mos t  o n l y  o n e  member- ( a n d  p o s s i b l y  n o n e  i f  

r n e ( 8 ) = 1 )  cain be: t h e  t r u e  p o s s i b i l i t y  s e t  m e m b e r .  
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Two other constructs from DST will also be u s e d  in QT. 

These are the upper and lower probabilities denoted here as P 

and 8, respectively. Their definitions4. slightly modified, are 

given for ~ x , x ' e 2 Q ,  a s  follows: 

P ( x )  = 1 - B ( i )  , ( 3 )  

where is the complement o f  x in 8 and because of the 

normalization condition given in E q . ( l ) ,  we see that 

B ( Q ) = l - m ( d ) .  another departure from DST. I n  this new form we 

also s e e  that, in addition to i t s  original D S T  interpretations, 

B(8) can now be used a s  a measure o f  the effective cardinality 

of e _ .  
With these definitions, the basic strengths of DST, in 

being able t o  assign mass to any element of the power set o l  29  

and the ability t o  have an amount o f  belief remain uncommited 

t o  any particular element of Z Q  (i.e. P ( x ) - E ( x ) > o ) ,  are 

therefore retained in O T .  

Further developments o f  t h i s  new theory will now be made 

by extending this basic framework using analogies derived from 

the mathematical operators and structures available in FST. In 

particular a basic set o f  algebraic operators like the union, 

intersection, and complement will be proposed first, structural 

relationships will follow, s o  that order, dominance and 

equality c a n  be defined, and finally, a norm will be introduc- 

ed. 

3) Structural Relations and Norm 

In o r d e r  to develop the tools necessary f o r  comparing the 

uncertainties in various possibility sets, some dominance, 

order and size relations must first be established. For the 
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o r d e r  and dominance relations, this is n o t  a s  easy a task to 

a c c o m p I i ~ k  a s  i t  w a s  f o r  PST. That is, t h e  analogy t o  set 

inclusion can not b e  used in O T .  since the probability m a s s e s  

represent a distribution o v e r  the p o w e r  set 2 @  a n d  o n e  

normaafiized distribution is not easily included in another. In 

this case then, the concept of the moment of the distribution 

was u s e d  instead t o  define an order. 

Defining the cardinality of a set x to be 1x1  (i.e. t h e  

number of elements in t h e  s e t ) ,  the doraainance of a n y  one member 

x of a belief s e t  e over a n y  o t h e r  member x '  can b c  defined jrt 

s of a cardinality moment a s  

where ) represents dominance, x , x ' s 2 O  and the masses of x and 

X I  i n  20 are m o ( x )  and m Q ( x ' )  respectively. 

In this same vein, t h e  dominance o f  o n e  belief set A_ a v e r  

another p- where b o t h  have the s a m e  common power set 2 9 ,  is 

defined b y  

where m A ( x )  and wg(x) are the mass assignments of n a n d  g p  

respectively, in 2 O .  Equality can a l s o  be defined similarly as 

A s  defined. these relationships set u p  a partial order in 

9_ between various power set mass distributions. The m o r e  

diffuse the information content of a p o w e r  set. the more 

dominant i t  is in the o r d e r .  I n  the c a s e  o f  a l l  the RIZISS  b e i n g  

assigned t o  only a single element of 2 8 ,  two particularly 
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u s e f u l  belief s e t s :  E _ ,  with m ( O ) = I ,  and EJ_ with m ( d ) = I  can be 

defined. With these two new belief sets, i t  can be seen that, 

in an uncertainty context. this order is bounded by them, in 

that, inf[&)-FJ and sup(B_)=E_. Also in this case o f  all mass 

being assigned to an individual element o f  2 8 ,  the concept o f  

set inclusion is a limiting case o f  this order, in that, if 

x ’ C  - x then x )i x ’  . 
Finally, the moment sums appearing in Eq.(5) c a n  be 

normalized to unity by dividing b y  the cardinality o f  the 

possibility set to define the concept o f  a size o r  n o r m ,  / / ,  

a s  

The limits o f  this norm are s e e n  t o  b e :  /g/max=/E-/=l and 

/€J-/,in=N-”O. 

4) Intersection and Union Operations 

The most important operators needed f o r  any uncertainty 

algebra are those that allow information from various s o ~ r c e s  

to effectively be combined. I n  D S T ,  Dernpster’s r u l e  o f  c o r n b i n a -  

tion4 is the only operator available f o r  pooling uncertainty 

information. It has very strong intuitive a p p e a l ,  in t h a t  it is 

based on both a probabilistic and set-theoretic approach. The 

proportionate distribution o f  mass between possibilities using 

mass products, which lies at the heart of this scheme, is a 

fundamental rule o f  combination in probability theory4. S e t  

theory operations are used, on the other hand, to assign the 

resulting mass products to e a c h  member of the possibility power 

set. These two strong points make this rule the best choice f o r  

the first fundamental operator o f  O T ,  that is, the intersection 

operator 0 .  The definition o f  the intersection o p e r a t o r  f o r  

the case C_ = &OB, where 4, E, and G_ have power sets 2 0  with 
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e n t s  a , b , ~ e 2 ~  and masses m~(a). mg(h) and m c ( e )  respective- 

ly, is therefore4 given a s  

where it is easily shown4 that O , < m , - ( c ) $ 1  and unit normalization 

o f  m a s s e s  i n  C_ is retained. 

I n  this scheme, the m a s s  in any elemtrnt o f  C_ (i.e. mc(c)) 

is given by t h e  sum o f  all the mass products in which the 

elements a o f  A- and b o f  F3_ intersect in c .  This is the essence 

of D e m p s t e r ' s  combination rule except f o r  the fact that m a s s  .is 

allowed t o  fall into t h e  null set 0 if a n h = d .  In D S T  these 

resulting m a s s e s  are renormalized into all the other elements 

o f  C - such t h a t  m c ( h ) = O .  The advantage of retaining the m a s s e s  

in d that result f r o m  sets which have no intersection. is to 

have a measure of the amount of conflict which exists between 

the two belief s e t s  being combined. Renormalization m a s k s  t h e  

fact that no cornreon ground can be found to combine such 

information. In this context also, the mass in c4 can a l s o  be 

used as measure o f  the incompleteness o f  the original possibi- 

lity sets. 

The choice of a suitable union operator to g o  along with 

the intersection rule above is a difficult one and involves 

many compromises in trying to develop the least restrictive 

algebra possible. When operator associativity, commutativity, 

unit normalization, and nonnegativity of masses a r e  considered 

essential features of this theory, the choice becomes somewhat 

easier. In this light the mass combination r u l e  m o s t  akin to 

that used in probability and group theory ( i . e .  m 1 + m 2 - m 1 * m 2 ) ,  

must b e  rejected because it violates either one o r  the other o f  

the latter two constraints mentioned above in a power set 

implementation. T h e  final choice w a s ,  therefore, made using the 

MAX and M I N  operations in F S T  as an analogy. That is, an upper 
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and lower bound to the common ground f o r  t h e  pooling of 

information was formed with the union and intersection rules of 

s e t  theory. This choice of the union operator 0 ,  f o r  the case 

C_ = A_&)&, was then 

where again because mass products are used, O < m c ( c ) < l  and the 

raasses retain unit normalization in C _ .  

H e r e ,  as in E q . ( 8 ) ,  m a s s  products a r e  used to distribute 

mass between the possibility sets to be combined, but the 

resulting mass, in this case, is assigned to the union of the 

subset o f  the elements being considered and not the intersec- 

tion. 

U s e  of the two basic operators 0 and 0 ,  together with the 
identity belief set E_ and the null belief set N g i v e s  rise t o  

the following relationships € o r  any belief s e t  g :  

f o r  E_ defined previously a s :  m g ( x ) = O  for Yx#9  and m g ( B ) = l .  

and 

for defined previously a s :  m ~ ( x ) = o  for V x # d  and m o ( d ) = i .  

In summarizing this section, it should be emphasized, that 

both the union and intersection operators were defined to u s e  

the same product rule to combine masses s o  a s  to preserve 

commutativity and unit normalization. It is the use of the s e t  
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r u l e s  PI and li f o r  f i n a l  placement o f  these masses i n  t h e  

r e s u l t i n g  p o w e r  set that distinguished t h e m .  I n  t h d s  context, 

the u s e  a f  @ a n d  a produces upper a n d  l o w e r  h o u n d s  to the 

C B R W B L U Q ~  ground between t h e  two belief s e t s  being combined. This 

ilar t o  t h a t  played by t h e  M A X  a n d  W I N  rules in 

F S T .  T h e  OT rules. however, a r e  n o t  distributive in m i x e d  

operations a n d  idempotency is also lost. T h i s  yields a s o m e w h a t  

less g e n e r a l  structural base for future developments but one 

t h a t  appears to b e  n e c ~ s s a r y ,  g i v e n  t h e  normalization condition 

w h i c h  t i e s  this theory to its probability base. 

5 )  Definition o f  C o m p l e m entation 

The last basic opcration needed to complete O T  is 

complementation. This concept c a n  b e  defined by noting that 

th i s  theory deals with t h e  power s e t  2 0  f o r  mass assignments 

and not just the possibility set 8 .  I n  a conventional power s e t  

cantext, every element of the powei- set has a complement w h i c h  

is a l s o  a m e m b e r  o f  thr p o w e r  s e t .  T o  preserve m a s s  normaliza- 

tion to unity, t h e n .  the complement o f  a belief set 43- is 

defined t o  s i m p l y  shift mass between a n  elemeriL i n  2 8  and its 

p l e m e n t  i n  2 *  s o  that 

That is. f o r  the belief s e t  8 ,  I w i t h  mass assignments m o ( x )  for 

V x s 2 @ ,  the complement set representation e _ ,  has m a s s  assign- 
c 

ments W Z $ X ) ,  where m $ ( x )  = m&) f o r  V x e 2 Q .  

This definition gives results similar to those derived 

f r o m  F S T  in the limit o f  crisp s e t s .  but in its m o s t  g e n e r a l  

form it. like F S T .  does not preserve the normal set-like rules 

f o r  a complement. T h a t  i s ,  
C 
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# E_ . ( 1 4 )  

In practical application, hawever, the normal set r e s u l t s  are 

closely approximated, as one would w a n t .  in addition, De 

Morgan's laws and involution, given as €allows: 

a r e  obeyed i n  all cases. 

The p r o o f  o f  De Morgan's laws c a n  easily be  demonstrated 

u s i n g  either the O o r  @ operators. 
E q . ( 8 )  can be u s e d  t o  define the operation A @ &  = C_ a s  

I n  the 0 c a s e ,  for e x a m p l e ,  

- 

I . -  

s o  that using E q . ( l 2 ), C_ = i % o g  is then given b y  

Noting t h a t  t h e  s e t s  a a n d  b a r e  d u m m y  v a r i a b l e s  i n  this 

e q u a t i o n ,  we can switch to a complement notation to g e t  

Applying D e  Morgan's r u l e  t o  t h e  summation i n d e x  equation a n d  

Eq.(l2) to the m a s s e s  in the summation. yields 
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which is identical t o  = xog. Thus De Morgan's law in the 
~zi = ~ 0 5 ,  i s  proven. similar manipulations prove 

E q . ( l f i ) .  

I n  summary, a basic set of rules for union, intersection, 

and complement which can be used to manipulate power  sets with 

mass assignments h a s  b e e n  proposed. T h e s e  rules allow operat- 

ions to be perfor ed that are not available in D S T  and s h o u l d  

make further developments possible using FST as a model. Des-  

pite some similarities to F S T ,  h o w e v e r ,  the actual results 

obtained with this approach will be different than t h o s e  

obtained h y  F S T  even in very simple cases, a s  is illustrated 

b e l o w .  

6) Examples and Comparison to FST a n d  BIT 

T o  give some idea how the operators defined in the 

previous sections might be applied i n  a n  approximate reasoning 

problemt, a simple example in logic will b e  worked out. T h i s  

example was chosen primarily for its simplicity, but it does 

illustrate clearly some of the differences between O T ,  D S T ,  B I T  

and F S T .  In particular, D S T  cannot b e  applied to this problem 

at a l l ,  for r e a s o n s  to b e  explained, and F S T  produces quantita.. 

tively different results. It a l s o  has some potential applicab- 

ility in expert systems, where a strict l o g i c a l  interpretation 

o f  implication r u l e s  w i t h  uncertainty might p r o v e  useful. 

Starting w i t h  a simple, s i n g l e  e l e m e n t  set @={a) a n d  its 

power s e t  Z e = ( d , t 3 ) ,  the definition o f  the complement can be 

used to reinterpret this s e t  in terms o f  t h e  logical constants, 

T a i i d  F (i.e. true and false) if we let Q = T  and d = F .  In DST, we 
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could go no further than this, since the consequent mass 

assignments would require m e ( d ) = O  and therefore m e ( 0 ) = 1 .  Any 

further operations with such single element sets would leave 

these assignments unchanged. An approach to this logic problem 

in D S T  would, for example4, have to start with a minimum o f  the 

two element set O={T,F}. The relaxation of the normalization 

condition in OT, however, allows mass in d resulting in 

workable rules f o r  dealing with single element sets. These 

rules will be illustrated below using the logical interpretat- 

ions of: 0 as AND, 0 as O R ,  * as NOT, and € o r  the two 

belief sets A_ and E, the operation xQB_ a s  the implication 

rule. 

Assigning the following masses to the belief sets o f  A_ and 

(noting the normalization condition in Eq.(l)): 

we can look at the consequences o f  operating on these sets with 

the logical constructs, A N D ,  O R ,  N O T  and implication. Note 

here, that only a single mass assignment is needed to complete- 

ly characterize the belief sets o f  & o r  B- because of the 

definition of the complement and the normalization condi- 

tion. The results to follow will, therefore. only deal with the 

values of  m(T) (i.e. the mass o f  the T power set element). T h e  

value o f  m ( F )  will always b e  1-m(T). 

A) AND - Equivalent to 0 
In Boolean logic, the result C in the operation A AND B = C  

is represented by the following truth table: 



1.08 

F 

A 

T 

I-------- 

F F 1 

F T 

T a b l e  1 .  B o o l e a n  t r u t h  t a b l e  f o r  A N D  o p e r a t o r .  

T h i s  t a b l e  r e p r e s e n t s  t h e  l i m i t i n g  b e h a v i o r  o f  b o t h  O T ,  B I T  a n d  

P S T  i n  t h i s  s i m p l e  c a s e  a s  w i l l  b e  s e e n  b e l o w .  

F o r  t h e  OT c a s e .  u s i n g  t h e  i n t e r s e c t i o n  r u l e  g i v e n  i n  

Eq.(8) and n o t i n g  t h a t  t h e  m a s s e s  f o r  T a n d  P a d d  u p  to u n i t y ,  

w e  f i n d  t h a t  t h e  logical A N D  r e s u l t ,  r e p r e s e n t e d  b y  A_aB_=G_, is 

given b y  

T h a t  i s ,  

This i s  t h e  same r e s u l t  t h a t  w o u l d  b e  o b t a i n e d  u s i n g  

u l t i p l y i n l :  p r o b a b i l i t i e s  P A  f o r  A = ( T )  a n d  p~ f o r  

8={T) t o  g e t  A * B = C .  T h a t  is, 

T h e  e q u i v a l e n t  r e s u l t  i n  F S T  i s  - .4ng=c f o r  t h e  s i n g l e  

e n t  f u z z y  s e t s  & = { T I  a n d  B - ( T ) ,  w i t h  m e m b e r s h i p  f u n c t i o n s  

/ L A  a n d  p e p  r e s p e c t i v e l y .  T h a t  i s ,  t h e  M I N  o p e r a t o r  i n  PS'T i s  
-*. 
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used and 

Pc - - MIN(P-A,~B) (26) 

Both the OT results f o r  mc(T), which are also the BIT 

results for p c ,  and the FST results f o r  pc(T) are represented 

graphically in the form o f  continuous truth tables i n  Fig.ll). 

As can be seen from this figure, the O T ,  BIT and PST 

results a r e  functions representing the Boolean truth table 

given in Table 1 .  They all have precisely the same l i m i t s  as 

the Boolean results (i.e. a s  p., p or m approach 0 or l ) ,  a n d  

have qualitatively similar behavior, although the O T  and BIT 

results are smooth functions, in general, and the PST results 

are only piecewise continuous. 

Also evident f r o m  this example, is the fact that in OT, 

with continued application of the 0 operator in a sequence of 
AND operations, the masses in the result will approach a limit 

in which mg(d)=l and m g ( O ) - 0 .  This result is typical o f  OT 

results after application o f  many 0 operations and reflects 
its probability basis. In B I T  ( i . e .  probability theory), the 

repeated compounding of probabilities results in monotonically 

decreasing results and this is precisely what the O T  results 

are duplicating. FST, on t h e  other hand, will always be limited 

in this compounding effect by the smallest value of the 

membership function in the series; it acts like a set operator, 

a s  opposed to a probability operator. Also evident in this 

simple example i s  the almost identical quantitative and 

qualitative roles played by the mass and membership f u n c  

tions. This gives an indication that these two concepts can b e  

related more rigorously. 

R )  OK -- ~ q u i v a l e n t  to Q, 
T h e  results for the logical OK can be worked out in a 

similar fashion to those presented above. In Boolean logic the 

OR operation Is represented again b y  a truth table, which in 

this case is 
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A 

T 

B 

F T 

P F 
T T 

Table 2 .  Boolean truth table f o r  the OR operator. 

In O T ,  using Eq.(9) f o r  the u n i o n  rule g i v e s  three mass 

products f o r  m C ( T ) .  This result, rewritten using only t h e  

complement of the single mass  product r e s u l t  f o r  i n ~ ( F )  is 

That is, t h e  three mass products give 

In BIT. the equivalent of the logical OR case d e p e i i d s  on 

the addition law f o r  probabilities p~ a n d  p g .  This law 

preserves normalization to unity, and f o r  this case i s  A + B = C .  

The BIT result is then 

which can a l s o  be seen to be equal t o  

The equivalence o f  the OT a n d  BIT results in t h i s  case i s  

rather interesting, in that the O T  union combination r u l e  uses 
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o n l y  mass products t o  o b t a i n  its result. OT could n o t  accommo- 

d a t e  t h e  u s e  n f  8 probability addition rule like Eq.(29) in its 

g e n e r a l  f a r ~ u l a t i o n  because o f  normalization constraints ( s e e  

t h e  d i s c u s s i o i i  in Section 4 ) .  T h e  same result, however. is 

generated by usilag the s e t  union o p ~ r a t i o n  t o  s t o r e  three mass 

products i n  the p o w e r  s e t  element T ,  which then add up to the 

probability rule result. 

By way o f  comparison again, the equivalent F S T  resnlts are 

derived f r o m  &UE=C-, using the M A X  operator. That is, 

There i s  no n e e d  t o  graph the results in this case ( o r  f o r  

that matter those for the implication rule which follow), since 

they are simply rotations o r  inversions of the same g e n e r a l  

shapes given in k'ig.(l). They all have the s a m e  limiting 

behavior a s  t h e  Boolean truth tables and the OT (and BIT) 

results are t h e  smooth analogs o f  the piecewise continuous F S T  

resu1t.s. 

A g a i n ,  a typical result o f  OT in general, is obtained i n  

this case with repeated application o f  the 0 operator. W h e n  

this is d o n e ,  the limits are s e e n  t u  b e  the reverse o f  t h o s e  

s e e n  in the intersection c a s e ,  in that now we get m,(d)=Q and 

; n e ( B ) - P .  This i s  the same limit expected from probability 

theory f o r  the addition of probabilities, a s  is evident from 

the equivalence of BIT a n d  OT in this case. F S T  produces I I O  

s u c h  l i m i t  due t o  the nature o f  the MAX operation. 

C )  Implication - Equivalent to ~ Q B -  

A s  the last part o f  this example, the strict logical 

interpretation o f  implication as XQB. will b e  u s e d  t o  

highlight the three theories. Although this is a rather 

simplistic interpretation of implication (compared t o  what 

might be done otherwise in O T  and what has a l r e a d y  been 

proposed in F S T 7 ) ,  it is r a t h e r  instructive and computationally 
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efficient. current use of certainty factors in expert systems1 

is certainly on a par with this interpretation a s  far a s  

computational ease is concerned, although the evidential basis 

of certainty factors is f a r  more theoretically developed. 

A s  in the last subsection, a Boolean truth table repre- 

senting the limits of the continuous theories f a r  A I J H = C  is 

given by 

B 

F T 

Table 3. Boolean truth table f o r  the implication operator 

Application o f  Eqs.(S) and (12) in OT to t h e  inplica- 

tion rule definition gives the following results: 

The value of mC(T) is a r e s u l t  again, in this example,of three 

mass products, which when simplified give 

Noting that the complement o f  P A  in B I T  for this c a s e  is 

I - P A ,  the B I T  results, using the Eq.(29) a s  t h e  r u l e  f o r  

addition of probabilities, are again seen to be equivalent t o  

the OT results. That is, f o r  A + B = C ,  
Iz, 
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In PST, the e q u i v a l e n t  result is obtained by taking 
h* AUg=c, w h e r e  the complement uses a me hership function of 1 - p ~  

f o r  T .  T h i s  result is simply 
-.. 

A graphical representation of these r e s u l t s  a r e  again a 

rotation of the b e h a v i o r  s h o w n  in Fig.(l). All the comments 

made f o r  the union case apply here as well. 

Summarizing the results obtained in this simple example, 

i t  s h o u l d  be clear that O T  a n d  BIT are strongly connected in a 

probability context but differ in the way they obtain similar 

results. In this sense, OT u s e s  both arithmetic and set theory 

operations while BIT uses arithmetic laws only. The qualitative 

similarities between O T  and FST are also apparent, in that t h e  

f o r m e r  is a smooth analog o f  the lateer. 

7 )  General Extensions t o  OT 

A )  Connection to F S T  

In order to make i t  easier to develop additional operators 

and concepts i n  O T ,  it is useful to make s o n e  formal connection 

between the m a s s .  n .  and the membership function, p .  The 

examples in the last section indicate how t h e s e  functions are 

related in a simple case and lead t o  the belief that a more 

general relationship can be f o u n d .  Noting the role played by P ,  

the upper probability in DST (defined in E q . ( 3 ) )  and the 

menihership function {L in F S T ,  i t  was felt that a formal 

connection could b e  made between these t w o  concepts. 

In DST, the function P ( x )  can be interpreted as the 

maximum possible belief in the member x of the power s e t  

2O. Its r a n g e  f o r  any e l e m e n t  x i s  always, O < P < l ,  even though 

t h e  masses themselves must always sum to unity. The 
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function, likewise, represents a possibility (i.e. for 

membership) and also has the same range o f  values. The 

difference between the two, in this regard, i s  only that p i s  

defined on 8 and P is defined o n  its power set 28. This 

suggests t h a t  a formal connection can be made between p a n d  P 

by restricting P ,  f o r  this discussion, to the elemental members 

of  8 ;  the defining relationship is then 

% 

f o r  VXj,xi€Q and V ~ ' e 2 ~ .  

Using the definition o f  B ( x )  given in E q . ( 2 ) ,  the same 

restriction ( i . e .  xie8) can be made, giving a relat.ionship 

between F(Xi) and B ( x i )  which i s  similarly s e e n  t o  be 

Although no unique inverse relationship can b e  postulated 

between masses m(x) and membership functions p(x) using 

Eq.(36), the above relationships do provide a useful way o f  

comparing theoretical developments and results between OT (and 

for that matter D S T )  and F S T .  

B) Extension to mappings 

As an example of the process o f  extending the range o f  

applicability of OT, the definition of a general mapping rule 

with uncertainty will be proposed here. A s  with m o s t  o €  the 

developments which will be derived from this theory, an 

analogous path to the extension o f  F S T  will be taken. That is, 

set theory rules will be expanded with the role o f  membership 

functions being played by masses. 
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Looking first a t  the definition o f  a general set mapping 

r u l e  P : a + b ,  with a , b C B .  We note that, if a i e a  and h j e b .  then 

t h e  m a p p i n g  f gives bgcf(ai}. I n  general then, f(aj} is a set 

w i t h  cardinality greater than unity and the 

characteristically a n  element-to-set mapping. If we now define 

b, to b e  the union of t h e  elements in the set f(ai} (the union 

of P being denoted by U f ) ,  we see that b,e2B. O n e  generaliza- 

tion o f  this m a p p i n e  for OT p o w e r  sets with mass  a s s i g n m e n t s  i s  

nor suggested (although this choice i s  certainly not unique). 

Thus, define the general belief set mapping F:&-+i3_. with 

A - and B ~.. having elements a e 2 A ,  b e 2 B  and m a s s e s  n ~ ( a )  a n d  m n ( b ) .  

respectively, such that, for each a mapped into b ,  if a E 2 A  and 

b e Z B ,  t h e n  b s F ( a ) .  N o w ,  letting t h e  union of the element-s of 

F(a) b e  b a ,  as before. we see that b , & Z R  and this particular 

function can b e  used to obtain the m a s s  assignments f o r  this 

mapping. That is, in assigning mass for F:A--+B.,  u s e  the 

function { b , } =  UF{a) s o  that the mass m e ( b )  in Z 8  c a n  b e  

defined as 

( V b a s 2 B  

( 3 8 )  

otherwise , 

with t h e  following mapping and function definitions 

F : 2 A - f 2 8 ,  (b,} = U F ( a )  and asZ*, b,baeZB . ( 3 9 )  

S i n c e  b, is represented b y  the relationship in E q . ( 3 9 ) .  i t  

is also clear that 

b e 2 8  h s 2 B  ba=b 
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and the final mass distribution in ZB is normalized to unity a s  

i t  was in 2 A .  

I n  essence, the OT mapping rule replaces tht: element-to- 

set nature of  the general set mapping rule i n  8 with an 

element-to-element function in Z O .  This route was taken s o  that 

a normal set mapping rule could b e  used directly in O T  without 

modification of its definition to distribute set m a s s e s  

appropriately. The rule-of-thumb used here was: collect mass 

into a s e t  common to all t h e  elements mapped into if n o  further 

information was available f r o m  t h e  mapping definition t o  d o  

otherwise. This decision converts mappings to functions, 

preserves normalization to unity and gives rise t o  a larger 

class of m a p p i n g s  i n  OT which will have unique i n v e r s p s .  T h e  

generalized rule should also provide another m e a n s  u f  attacking 

the problem o f  uncertainty propagation in expert systems, in 

that the implication rule can alternatively b e  though o f  a s  a 

general mapping (i.e element-to-set). Future development 

i n  OT will be required, however, t o  bear this c o n j e c t u r e  out. 

Before concluding, a simple example o f  a n  OT mapping will 

b e  given t o  make the concept easier to understand i n  prac- 

tice. For the case o f  8={x1,x2}, the particular mapping 

example: F:&->B_ with 4 a n d  g having elements i n  2° a n d  

respective mass assignments mA(x) and  m ~ ( x ) ,  will b e  r e p r e s e n t -  

ed in Z 0  b y  the following f i g u r e :  

Figure 2 .  O T  representation o f  t h e  mapping F : 2 A - - - + 2 B .  
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and the element mapping rule 

Using the OT mapping rule given in E q s . ( 3 8 )  and ( 3 9 1 ,  this 

mapping gives rise to the particular function b a ,  in which the 

f o l l o w i n g  r e l a t i o n s h i p s  h o l d :  

I f  ba is used now t o  distribute masses, the following figure 

can be used to represent this function and its final results: 

Figure 3 .  Final OT results € o r  the mapping F : 2 * - > 2 8 ,  

Note here that the final form o f  the itlapping is a simple 

function a n d  the mass distribution in 2 B  is normalized to 

unity. A l s o ,  a s  alluded t o  previously, this simple c a s e  might 

be useful in expert systems if the set 0 were chosen to b e  

B = ( T , P )  and the implication rule translated using such a 

general mapping. 

8 )  Conclusions 

A hybrid uncertainty theory h a s  been developed t o  bridge 

the g a p  between fuzzy set theory and Bayesian inference 
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t h e o r y .  Its basis is the Dempster-Shafer formalism (a probabi- 

lity-like. set-theoretic approach), which has been extended and 

expanded u p o n  s o  as to include additional basic operations f o r  

manipulating uncertainties in approximate reasoning. The new 

theory, operator-belief theory ( O T ) ,  retains the probabilistic 

flavor of Bayesian inference but includes the potential f o r  

defining a wider range o f  o p e r a t o r s  like those found in fuzzy 

set theory. 

The basic operations defined f o r  O T  in this paper include 

those for: dominance and order, union, intersection, complement 

and general mappings. A formal relationship between the member- 

ship function in fuzzy set theory and the upper probability 

function in the Dempster-Shafer formalism was also developed. 

Several sample problems in logical inference: were worked out to 

illustrate the results derived from this new approach a s  well 

as to compare them with the other theories currently being 

used. A general method o f  extending the theory using the 

historical development of fuzzy set theory as an example was 

suggested. 

Future development o f  OT will concentrate on devising 

efficient computational algorithms for its implementation in 

expert o r  rule-based system applications. T h e  OT union and 

intersection rules seem to have a natural basis in matrix 

algebra and are highly suitable f o r  implementation in concur- 

rent algorithmic form on a hypercube computer. Additional w o r k  

is also needed in defining suitable projection o p e r a t o r s  for 

making decisions on the basis o f  power s e t  mass assignment 

results. Definitions for suitable direct addition and subtrac- 

tion operators are also needed s o  that evidence and belief can 

b e  gathered and combined to form an initial power set mass 

assignment. 

T h e  theory will be extensively t e s t e d  in its current f o r m  

a s  part o f  the Oak Ridge National Laboratory CESAR program in 

robotics and machine intelligence9. I t  has  applicability in 

this program's planning, s e n s o r  fusion, vision and expert 

system efforts. 
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Oak Ridge N a t i o n a l  L a b o r d t o r y  

Q u e s t i o n :  What a re  t h e  most s u i t a b l e  computer  a r c h i t e c t u r e s  f o r  the 
" b r a i n "  o f  an i n t e l l i g e n t  mach ine? 

Two majo r  p o i n t s  emerged f rom t h e  d i s c u s s i o n :  

1. No s i n g l e  a r c h i t e c t u r e  can be expec ted  t o  o p t i m a l l y  s a t i s f y  the 
con f 1 i c t i n g req i remen t s of t h e  v a  r i ou s cor:ipu t a t i ona 1 a c t  i v i  t i es 
wh ich  need t o  be c a r r i e d  o u t  onboard t h e  i i i o b i l e  i n t e l l i g e n t  
r o b o t .  Three p o s s i b l e  a r c h i t e c t u r a l  approaches :.rere suggested :  

o homogeneous ensembles, i n c l u d i n g  

- coa rse  g r a i n  machines ( O K I I L  hyyercuhe,  b u t t e r f l y  
machi nes ) , 

- f i n e  g r a i n  machine ( c o n r i c c t i o n ,  r e x  mach ines ) ,  

- very  coarse g r a i n ,  

o inhomogeneous inachines, i n c l  i rd i  ng 

- " s t a r "  c o n f i g u r a t i o n  ( c e n t r a l  m a s t e r )  ( Y u t a k a  Kanayama) , 

- f u l l y  d i s t r i b u t e d  ( S c o t t  tlariiion) arid 

o s p e c i a l  purpose " c h i p s . "  (Crowley) .  

Cur ren t  exper ience  l i e s  m a i n l y  w i t h  i n h o l m y n e o u s  c o n f i g u r a t i o n s ;  such 
systems b u i  1 t from e x i s t i n g  " o f f - t h t r l - s h e l f "  t echno logy  appear t o  h a n d l e  
r a t h e r  we1 1 t h e  t a s k s  ass igned t o  thei:i so  far. t iowever ,  t h e  coi, iplexity o f  
t h e s e  t a s k s  i s  r a t t i e r  l i m i t e d  coii ipared t u  u l t i m t ~  r-equirei i ier i ts f o r  a ma- 
c h i n e  t o  o p e r a t e  autonorriously i n  u n s t r u c t u r e d  env i  ron i , ie i i t .  .l-lie corisensus 
i s  t h a t  Iiluch "hdnds-ori" e x p e r i e n c e  i s  needed w i t h  t t ie  v j r i o u s  a r c h i t e c t u r e s  
b e f o r e  a f i  rrn cornriii trrient can be made. 

2. Very h i g h  power c o n c u r r e n t  coi i iputers ( a t  low c o s t s )  a re  no l o n g e r  
i n  t t ie  rea l i i i  o f  science f i c t i o n .  As  p o i n t e d  ou t  by Alex  Parod i  , 
we need t o  adopt  a new m e n t a l  a t t i t u d e ,  i . e . ,  " t h i n k  concirrrrri t ."  
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Summary: VLSI i s  c o n i n g  o f  age ;  VLSI-based c o n c u r r e n t  c o i n F u t a t i o n  i s  
t h e  only known way t o  o b t a i r i  v a s t  i n c r e a s e s  i n  c o m p u t i n g  powcrba t  r e d u c e d  
c o s t s .  

New methods need t o  be d e v e l o p e d  t o  d e a l  w i t h  r o b o t i c  prob1ei:is i n  
r e a l  - t i n e  on such  c o n c u r r e n t  sys tems .  These i n c l u d e  t h e  d e v e l o p m e n t  o f  an 
a d e q u a t e  s y s t e m ' s  e n v i r o n m e n t  ( o p e r a t i n g  s y s t e m )  t o  prov ide  a g e n e r a l i z e d  
frair iework f o r  i u i p l e r n e n t i n g  m a c h i n e  i n t e l l i g e n c e  components.  Some i n i t i a l  
i d e a s  were p r o p o s e d  t o  a d d r e s s  t h e  c l a s s  o f  prob1er:is d e a l i n g  w i t h  t h e  c o -  
o r d i n a t i o n  o f  s y n c h r o n o u s  d i s t r i b u t e d  p r o c e s s e s .  These i d e a s  i n c l u d e  process 
management, message c o l n m u n i c a t i o n  and s y n c h r o n o u s  dynai11iC l o a d  b a l a n c i n g  
and  v i r t u a l  t i m e  m e t h o d o l o g y .  
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D O E I C E S A R  WORKSHOP: PLANNING AND SENSIRG FOR AUT0NL)MOUS N A V I ( X T 1 O N "  

Au  US t 18- 19 3 1985 

P r o f e s s o r  James Crowley 
Carneg i  e file1 1 on Uni v e r s i  t y  

Q u e s t i o n :  How can w o r l d  mapping and d i s c o v e r y  b e s t  be accompl ished i n  
u n s t r u c t u r e d  env i  ronments? 

The q u e s t i o n  was i n t e r p r e t e d  as a c a l l  f o r  a taxononly o f  t echn iques  
f o r  w o r l d  mapping i n  an u n s t r u c t u r e d  env i ronment .  The taxonomy was o rga -  
n i z e d  a c c o r d i n g  t o  t h e  way i n  wh ich  t h e  system would process da ta  f rom sen- 
s o r s .  To focus  the d i s c u s s i o n  t h e  group was g i v e n  an agenda w i t h  t i m e  
l i m i t s .  

o D e f i n i t i o n s  (10 m i n u t e s )  

o L i s t  Taxonomy (20 m i n u t e s )  

0 Discuss  Techniques (30 m i n u t e s )  

The f o l l o w i n g  i s  a sumrndry o f  t h e  d i s c u s s i o n  and c o n c l u s i o n s  f o r  each 
agenda i tern. 

1. D e f i n i t i o n s  

Ten minutes  were a l l o c a t e d  t o  c o n s i d e r  what t h e  te rms o f  t h e  q u e s t i o n  
meant and what t h e  q u e s t i o n  c a l l e d  f o r .  

The c r u c i a l  terms i n  t h e  q u e s t i o n  were seen as " w o r l d  mapping,'' 
" d i s c o v e r y "  and " u n s t r u c t u r e d  env i  ronrnent." Two te rms r e l a t i n g  t o  p r o -  
cedure  were "how" and "best be accompl ished."  How was seen as  a c a l l  f o r  a 
taxonomy o f  techn iques .  I t  was proposed t o  d i s c a r d  t h e  t e r m  b e s t ,  as bes t  
can o n l y  have meaning w i t h  r e g a r d  t o  a s p e c i f i c  s e t  o f  c o n s t r a i n t s .  

U n s t r u c t u r e d  env i  ronment was a t  f i r s t  seen t o  have two riieani ngs:  

1) no p r i o r  knowledge e x i s t s  about t h e  env i ronment ,  and 

2 )  t h e  elements i n  t h e  environment a r e  c o n s t a n t l y  changing. I t  was 
observed t h a t  t h e  laws o f  p h y s i c s  p r o v i d e  d h a s i c  s t r u c t u r e  f o r  
env i ronment .  S t a t i c  vs dynamic elements were observed t o  be 
degrees- o f  s i m p l i c i t y .  That i s ,  t h e  env i ronment  m i g h t  i n c l u d e  
o b j e c t s  i n  mot ion .  I f  so, t h e  mo t ion  may need t o  be e x p l i c i t l y  
mode 1 ed. 



125  

W o r l d  mapp ing  was ( a f t e r  some d i s c u s s i o n )  d e f i n e d  t o  be a p r o c e s s  of 
b u i  1 d i  n g  a d e s c r i  p t i  on w h i c h  may i n c l  ude  

o p l a c e s  and t h e i r  c o n n e c t i v i t y ,  

o geomet r i  c p r i  m i  t i  ves , and 

0 o b j e c t s .  

P l a c e s ,  g e o m e t r i c  e l e m e n t s  and o b j e c t s  have a t t r i b u t e s  of l o c a t i o n ,  and may 
i n c l u d e  o t h e r  a t t r i b u t e s .  

D i s c o v e r y  was seen t o  be a snyonym of w o r l d  mapping.  

2. Taxonomy 
-I___ 

The d i s c u s s i o n s  b r o u g h t  o u t  a taxonomy a r r a y e d  a c c o r d i n g  t o  what  t h e  
s y s t e m  d i d  w i t h  raw s e n s o r  d a t a .  The taxonomy i n c l u d e d :  

e F o l l o w e r s ,  

e G e o m e t r i c  F lode le rs ,  

o O b j e c t s  D i s c o v e r e r s ,  and 

0 S t r a t e g y  L e a r n e r s .  

F o l l o w e r s  USE! raw s e n s o r  d a t a  t o  " f o l l o w "  s t r u c t u r e s  such  as w a l l s ,  
r o a d s ,  b u r i e d  w i r e s ,  e t c .  The s e n s o r  d a t a  i s  i m m e d i a t e l y  d i s c a r d e d .  The 
r e s u l t  p r o d u c e d  by a f o l l o w e r  w o u l d  be a n e t w o r k  o f  p l a c e s  t h a t  can  be 
t r a v e l e d  by t h e  r o b o t ,  F o l l o w e r s  may f o l l o w  s t a t i c  o b j e c t s  ( w a l l s )  o r  
m o v i n g  o b j e c t s  ( p e o p l e ,  c a r s ,  e t c . )  

G e o m e t r i c  M o d e l e r s  c o n s t r u c t  a d e s c r i p t i o n  o f  t h e  e n v i  ronrr ient  i n  t e r m s  
o f  g e o m e t r i c  p r i m i t i v e s .  These can i n c l u d e  

o 2D l i m i t s  t o  f r e e  space ,  

Q 3D s u r f a c e  p a t c h e s ,  and 

un P r i m i t i v e s  such  as c y l i n d e r s ,  cubes,  and s u r f a c e s .  

More a b s t r a c t  p r i m i t i v e s  can  p e r m i t  i n f e r e n c e s  about; f u n c t i o n .  A 
G e o m e t r i c  M o d e l e r  may use t h e  d e s c r i p t i o n  t o  c o n s t r u c t  a map of t h e  d e -  
c i s i o n  p o i n t s  f o r  p a t h  p l a n n i n g .  P a t h  p l a n n i n g  niay a l s o  be a c c o m p l i s h e d  by 
" f o l l o w i n g "  o r  a c t i n g  d i r e c t l y  on t h e  g e o m e t r i c  model .  
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Object Discoverers co l l ec t  ensembles o f  geometric pr imit ives  in to  en t i  - 
t i e s  ca l led  "objects ."  Objects can then be "generalized" in to  c l a s ses .  
Propert ies  can be learned by experience w i t h  object c l a s ses .  Hierarchies 
o f  objects  and sub-objects can be constructed.  

Strategy Learners learn methods for  act ing on ob jec ts .  Examples may 
include "a box may be picked u p  by i t s  handle" or "a t a n k  may c r o s s  the  
r i v e r  a t  t h i s  place" or  "do no t  r ide a bicycle on t h i s  road." 

Conclusion: The sophis t ica t ion  o f  world modeling needed for  a n o b i l e  
robo t  depends on the  goals which must be accomplished. A mail del ivery 
r o b o t  can get by nicely by following a buried wire. A maintenance robo t  
must k n o w  a b o u t  ob jec t s ,  t h e i r  pa r t s ,  and  how they i n t e r a c t  t o  accomplish 
i t s  tasks .  
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DOE/CESAR WORKSHOP: " P L A N N I N G  A N D  SENSING FOR AUTORC)MOiJS N A V I G A T I O N ' t  

August 18-19, 1985 

S t a n  Rosenschei n 
Leslie Kaelbling 

Summary of Discussion on questions 2 arid 4 

I n  t h i s  session we discussed several promising approaches fur rea l -  
time p l a n n i n g  w i t h  sensor feedback f rom execution. There was general 
agreement on several major points :  "canned," s t r a i  g h t - l  ine proyrains are 
o f  l i t t l e  in te res t  i n  mobi l e  robot ics ;  many interest ing problems cannot 
today be solved i n  real time; high-level and  low-level p l a n n i n g  processes 
rnay proceed a t  d i f ferent  tirile sca les ,  b u t  must be coordinated i f  timely 
response t o  environmental events i s  t o  be guaranteed. 

Detailed discussion centered around topics which c lus te r  in to  t w o  
broad categories:  gett ing inforriation from the environment a n d  using 
information t o  guide actions.  The f o l l o ~ i n g  i s  a surnrriary of problems i n  
each area,  along w i t h  several proposed solutions.  

Get t i n g  I n  f ormat  i on 

1. (Cost of sensors) I t  i s  not  always economical t o  equip mobile 
robots w i t h  the most su i tab le  sensors. 

0 T h i s  problem should diminish w i t h  time and  w i t h  mass 
production a r i s ing  out of increased u t i l i t y .  

2. (Limited sensors) Sensors typical ly  return weak i n f o r m a t i o n ,  often 
i n  large quant i t ies .  

0 For simple tasks ,  limited information i s  often suf f ic ien t .  

o Multiple sensor readings can be integrated t o  provide 1iior-e 
precise information. 

0 For some tasks ,  specialized sensors are technically a n d  economi- 
cal  ly feasible .  

3.  (Poor models) I t  i s  d i f f i c u l t  t o  model complex physical systems, 
such as sensor systems a n d  task environments. 

d, As a f i r s t  s tep,  formal methods should be a d o p t e d  f o r  repre- 
senting information s t a t e s .  Two candidate forriialisms are 
Bayesian ( p r o b a b i l i s t i c )  models and  standard l o g i c  and  model 
theory . 
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Some o p p o r t u n i t i e s  may e x i s t  f o r  a u t o m a t i c d l l y  i m p r o v i n g  models 
t h r o u g h  l e a r n i n g .  

4. (Poor i n t e r p r e t a t i o n  t e c h n i q u e s )  Even w i  tlr b e t t e r  sensors  and 
models ,  probleri ls o f  sensor  i n t e g r a t i o n  w i l l  remain due t o  poor  
techn iques  f o r  a n a l y z i n g  and i n t e r p r e t i n g  t h e  da ta .  

@ Much r e c e n t  p r o g r e s s  i n  l o w - l e v e l  p e r c e p t i o n  has r e s u l t e d  f rom 
c a r e f u l  a n a l y s i s  of c o n s t r a i n t s  i n h e r e n t  i n  p h y s i c a l  s y s t e m .  
Fh is  a n a l y s i s  suggested ir i iproved a l g o r i t h n i i c  t echn iques ,  Th is  
approach s h o u l d  be r e f i n e d  and app l  i e d  t o  a b roader  range o f  
i n t e r p r e t a t i o n  problems.  

Us  i n 9 I n  f oriiia t i on 

1. ( Inadequa te  s p e c i f i c a t i o n  languages)  S p e c i f i c a t i o n s  o f  d e s i r e d  
r o b o t  b e h a v i o r  a r e  t y p i c a l l y  g i v e n  i n c o m p l e t e l y  and i n f o r m a l l y .  

-.. I._..___I_ 

0 S t r u c t u r e d ,  bu t  i n fo rn ia l  s p e c i f i c a t i o n  languages c u r r e n t l y  e x i s t .  
Formal methods f o r  d e s c r i b i n g  robot b e h a v i o r  may be based on 
these,  or  adapted  frorn t e c h n i q u e s  deve loped i n  o t h e r  branches o f  
computer  sc ience .  

2. ( R e l a t i n g  i n f o r n i a t i o n  t o  a c t i o n )  I t  i s  d i f f i c u l t  t o  map complex 
r e p r e s e n t a t i o n s  o f  a s i t u a t i o n  t o  a c t i o n s  which a r c  a p p r o p r i a t e  
( r e l a t i v e  t o  an o b j e c t i v e )  t o  t h a t  s i t u a t i o n .  

0 For  s p e c i a l i z e d  c l a s s e s  o f  s i t u a t i o n s  and goa ls  (e.g., n a v i g a t i o n  
by map) p a r t i c u l a r  t echn iques  e x i s t  f o r  t r a n s f o r m i n g  s i t u a t i o n a l  
i n f o r m a t i o n  i n t o  a c t i o n s  (peg. ,  g raph s e a r c h ) .  

Q For inore complex t ra i i s fo r -md t ions ,  h i e r d r c h i c a l  methods a r e  
requ  i red.  

0 An i m p o r t a n t  c l a s s  o f  a c t i o r i s  a r e  those  pe r fo rmed  w i t h  t h e  i n t e n t  
o f  a c q u i r i n g  new i n f o r i n a t i o n .  
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August 22, 1985 

DOE/CESARWorkshop: "PlanningandSensing for Autonomous Navigation" 
August 18-19, 1985, Los Angeles, C& 

Dr. Peter Cheeseman - NASA/AMES 

QUESTION: "What are the most promising approaches toward uncer- 
tainty representation and propagation?" 

Answer: Bayesian methods augumentedwith Maximum Entropy (i.e. pro- 
babilistic methods) are t& optimal representation (procedure) 
for making decisions under uncertainty. There are certain decision 
making situations (where it is possible to obtain more infor- 
mation) where probabilities are necessary - that is, a measure 
of the uncertainty of the probability value. Such second order 
probabilities bear a resemblance t o  Dempster-Shafer methods, 
but the rules of combination are different and lead to different 
results. Also, Dempster-Shafer theory does not provide an inter- 
pretive framework (i.e., how to map data into intervals and 
how t o  use the intervals for decision making. Second-order 
probabilitymethods are the best(optima1) representation (procedure) 
in situations where they are appropriate (unless it is necessary 
to g o  to higher order probabilities). 

NOTES : 

(1) Part of thedifficultyin answeringthis question is uncertainty 
about what? Since this is a robot  workshop, one of the 
most important items of information about which the robot 
is uncertain is locational uncertainty. This includes 
position (e.g., x ,  y, z )  and orientation. Provided that 
the errors associated with the robot movements are small 
and that locational information is combined in a network 
of relative transformations (with uncertainty) there is 
a first order approximation solution. This solution uses 
covariance matrices to represent the locational uncertainty, 
and a complete calculus f o r  computing the uncertain relation- 
ships between any two objects is described in Smith and 
Cheeseman (1985). 

(2) Another form of uncertainty concerns constructing the most 
probable model of the world using the available prior knowledge 
and the (noisy) data obtainable by the robot. Again the 
solution to this problem is a probabilistic/Sayesian method. 
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The basic idea is as always to combine hatever p r i o r  knowledge 
is available ( e . g . ,  detailed maps or  weak information, 
such as "planar surfaces") with information from (noisy) 
sensors. The results of such a Bayesian analysis may be 
a very weak model with a few surfaces reasonably certain 
and insufficient information for other regions. Tha t  is, 
it only provides as  strong a model as the data suggests. 
The main advantage of Bayesian methods is that they have 
a built in bias against complex (i.e., a priori unlikely) 
models, and only accepts the if the evidence really supports 
such a possibility. 

e of the difficulties in applying Bayesian methods for 
model discovery include the difficulty in 
the problem is. Many of the (spurious) a 
against Bayesian (probabilistic) approaches 
apparent ambiguity in specifying the rior probabilities, 
however, such situations are not an argu nt against Bayesian, 
but only show that the problem is still undefined. Another 
difficulty relates ts the problem experts have in estiwati 
their prior probabilities, but this should not be a proble 
for the robot, since its me ctry (past experience) is explicit. 

The use of Bayesian (probabilistic) methods is controversial, 
and many other methods of representation of uncertainty 
have been proposed ( e . g . ,  Dempster/Shafer, Fuzzy Sets. 
However, these rnethads lack an explicit interpretive framework 
which shows how to map data i n t o  the representation making 
behavior. Without such a fra ework, these alternative 
methods wi 11 continue t o  generate unsupportable claims 
and arguments that cannot be resolved. Until the proponents 
of alternative uncertainty formalisms provide an explicit 
interpretive framework and show t h a t  the result is superior 
t o  the well known and tested Bayesian methods they should 
cease to make unsupported c lairns ~ (See attached "Challenge. " ) 
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CHEESEMAN'S CHALLENGE 

August 22, 1985 

CHALLENGE 

"To those who believe that Bayesian methods (augmented with 
Maximum Entropy) do not lead to optimal decision making behavior 
under uncertainty, please show at least one examplewhere non-optimal 
behavior occurs. To prevent ambiguity concerning subjective 
probabilities, the example must concern a robot whose memory 
contents (prior experience) is known explicitly, and the robot 
must make an explicit decision with incomplete knowledge and 
limited sensor capability (i.e. a feasible robot, even if somewhat 
idealized), t o  achieve given goals." 

NOTES 

(1) "Not an optimal decision" means that there exists another 
procedure (to be given) which uses the same information which 
can be shown on average to satisfy the given goals more often. 
This definition has the following consequences: 

- It avoid debates about whether any intuitions about 
optimal behavior is better or worse by making the criterion 
the average goal satisfaction, where goals are preferred. 

- The on average requirement is to avoid a strong dependence 
on the particulars of the chosen example. 

- The same information requirement is to avoid spurious 
arguments about the robot's behavior being non-optimal 
because "if it knew A ,  then it should not have done 
what it did." (Hindsight arguments.) 

- The example should make clear how sensor information 
is t o  be used and represented. 

( 2 )  If no such example can be found, then the conclusion is 
that Bayesian methods are the optimal procedure for decision 
waking under uncertainty (at least empirically). 

Anyone who first meets this challenge will receive $50 .00  (or 
lose $50.00 if the example fails the test). Differences of 
opinion will be resolved by CESAR management. 
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Aragnst 27 ,  1985 

C. )IC. Weisbin 

-- P e t e r  

It i s  ianpossible t o  answer eBeeoemam's chal lenge  beeaase b e  does not d e f i n e  

"opt imal  d e c i s i o n  makin avior under ancemtainty.  '' 
what he nreaws by 'PBaylg.ss e thods (aagment ed w i t h  Maxi Entropy)" nox by 

It i s  w e l l  lunown t h a t  some i n t e r p r e t a t i o n s  of Bayes ian  nowiuformative 
p r i o r  may l e a d  t o  c o n t r a d i c t i o n ,  as i l l a s t r a t e d  by t h e  example below, 

I don't h o w  how t o  make e x p l i c i t  t h e  emary c o n t e n t s  sf a robot .  B u t  i t  
i s  p o s s i b l e  t o  imagine a f e a s i b l e :  r o b o t ,  even i f  somewhat I d e a l i z e d ,  
the  same memory content  a s  B, Von Mises when i t  proposed i t s  a i n e / w a t  
paradox. I f  f a c e d  w i t h  the: t sk o f  determining  t h e  o s t  probable  speed of 
an a b j e c t ,  a s  d e s c r i b e d  i n  t h e  example below, sa& B r o b o t  
by the  ambigui ty  and may be l e a d  ( a s  were Von Miser and sev 
s t a t i s t i c i a n  collele U B S ) ,  t o  ~~a~~~~ Bayesian methods a l ~ o g e t h e r ,  
s m e  t h a t  t h i s  would q u a l i f y  as " n o w o p t i m a l  behavior .  Is 

T am not 

Several  aathors have a t tempted  t o  deal. w i t h  thc Von Mises paradox. The 
well known "Desideratum o f  Consis tency" of 3aynno:s ( P r o b a b i l i t y  Theory, 

paradox has been proposed by E;. 6. Perey (0 5 9 0 8 ,  1982), 
Perey' s theory qual i f  ies a s  Bayes ian  Meth a ~ ~ ~ ~ n t e a  wi 
Elathrofry) or i s  a new dsvelo ent i s  far CE ~ a n a ~ e m ~ ~ ~  t 
n o t e  below). 

19746 i s  $ o ~ ~ ~ e ~ h a t  '*ad h o c . P P  En opin ion ,  the on ly  r e s o l n t i o a  Qf the  

Note t h a t  in P. 6. Per ' 8  theory only l i f i e s  a s  a most probable 
v e l o c i t y ,  because the q w n t i t y  d i r e e t l  i s  an i n s t a n t  of t ime f o r  
which t h e  vol  e measwe i n  t h e  i s  cons tan t  ( s e e  F. G. Perey 
p. 2 7 ) .  

Gerard de Sausslmre 

* If abandoning Bayes ian  methods q B i f i e s  as lnonoptimal behavior ,  1 have 
given an example %here B thods l e a d  t o  n ~ n o p t i m a l  behavior  and 
hence met the l e t t e r  ( i f  not t h e  s p i r i t  of t h e  cha l lenge .  On t h e  
o the r  hand i f  abandoning Bayg?sian metbs  B q u a l i f i e s  a s  optimal  behavior  
I have c e r t a i n l y  m e t  he  s p i r i t  ( i f  not the l e t t e r )  o f  t h e  cha l laaga .  
In e i t h e r  a s e p  
msmgement . remm eg: t h a t  I agree t o  ~ e t a t n  $25 t o  CES 
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Noninfonnative P r i o r  Paradox 

Assume we want t o  determine the speed of an ob jec t .  We know t he  
v e l o c i t y  of t h a t  ob jec t  t o  be constant ,  bu t  don ' t  how i t s  value.  So we 
could p lace  two marks, separa ted  by a distanocl d, a long t h e  t r a j e c t o r y  of 
the  a b j e c t ,  s t a r t  a d i g i t a l  c lock when t h e  ob jec t  passes  the  f i r s t  mark. and 
s t o p  t h e  clock when i t  p a s s e s  t h e  second mark. We now how t h a t  the objec t  
passed the  f i r s t  mark a t  t = O  and t h e  secund a t  tl t t2 .  Since the  
clock i s  d i g i t a l  t h e r e  is a small unce r t a in ty ,  one clock o s c i l l a t i o n ,  about 
t h e  time a t  which t he  ob jec t  reached t h e  second mark. 

l e  now use Bayes Theory t o  determine t h e  most probable speed of the  
ob jec t ,  

First Amroach 

- 
Determine the  most probable time, t ,  a t  which t h e  objec t  passes  the  

second mark. We use a noninformative (hence cons tan t )  p r o b a b i l i t y  
d i s t r i b u t i o n  f o r  t: I 

d t l ( t 2  - tl) f o r  tl $ t L t2 

Q otherwise 

hence. t he  most probable speed is: 

- d  --... 26 
Y 1 - - -  

t tl i- t2 

Second Approa ch 

We? know t h a t  t he  speed v i s  d / t2  L v d / t l  we eompznte the most prob- 
ab le  value 7 by now using a nowinformat ive  p r i o r  on v: 

2 

d d 
fo r  -i Y I- 1 d / t l  "d / t2  t2 

p(v)dv = 

' 0 otherwise 
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- 
In general .  v # V2. This i s  because i n  t h e  f i r s t  approach the noninforma- 
t i v e  prior i s  taken over  t ,  vhexeas i n  the seeond pproach i t  i s  taken over 
v (011 l / t ) .  Bayesian methodss by themselves,  do not specify hew t o  choose 
between the two approaches. (The above example i s  a t r a n s p o s i t i o n  of the 
w e l l  known wine/wates paradox o f  Von Misesr Probability, S t a t i s t i c s ,  and 
Trath 1 92 8 ) 
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October 1, 1985 (revised October 15, 1985) 

C. R. Weisbin 

It is impossible t o  anwel: Cheeseman's challenge because he does not define 
what he means by "Bayesian methods (augmented with Maximum Entropy) nor by 
"optimal decision making behavior under uncertainty." 

It is w e l l  k n m  t ha t  some interpretations of Bayesian non-informative 
prior m y  lead to  contradiction, as illustrated by the example belaw. 

I don't haw haw t o  make explicit the memory contents of a robot. B u t  it 
is possible t o  imagine a feasible robot, even i f  somewhat idealized, with 
the same memory content as R. Von Mises when it proposed its wine/water 
paradox. If faced with the task of determining the best estimate of the 
speed of an object, as described i n  the  example belaw, such a robot may be 
perplexed by the ambiguity and may be lead (as werevon Ezises and several 
of h i s  s t a t i s t i c i an  colleagues), to  abandon Bayesian methods aitogether. 
am not sure tha t  t h i s  would qualify as "nowoptimal behavior." 

I 

Several authors have attapted to  deal w i t h  the  Von Mises paradox. 
w e l l  known 'Qesideratun of Consistency" of Jaynes (Probability Theory, 
1974) is sanewhat Itad hoc." In my opinion, the only resolution of the 
paradox has been proposed by F. G. Perey (0-5908, 1982)- Whether 
Perey's theory qual i f ies  as  a Bayesian Method (augmented w i t h  Maximum 
Enthrow) or is a new developnent is for CESAR management t o  resolve (see 
note belaw) . 

The 

Gerard de Saussure y2rLd 

* If abandoning Bayesian methods qualifies as nonoptixnal behavior, I have 
given an example where Bayesian methods lead to  nonoptimal behavior and 
hence met  the letter ( i f  not the spirit) of the challenge. On the 
other hand i f  abandoning Bayesian methods qual i f ies  as optimal behavior 
I have certainly met the s p i r i t  ( i f  not the letter) of the challenge. 
In e i ther  case, remember that I agree t o  return $25 to  CESAR 
management. 
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Mi Chuck: 

This note is a reply to the G .  deSaussure who responded to my 
challenge to produce an example of non-opti a1 Bayesian behavior. 
What he produced is the same tired example with slightly differ- 
ent window dressing. This example surfaces over and over again, 
in fact his reply starts off, "It is well knowu that some 
interpretations of Bayesian non-informative prior may lead to 
contradiction...", which is MOT true. What IS true is that 
those who have nut taken the trouble t o  read the recent. litera- 
ture (see enclosed paper) and just repeat the arguments of 
philosophers (and others) believe that Bayesian methods have 
been discredited, even though none of the proported examples 
hold up under close examination. The reason for the challenge 
is f o r  those that have these beliefs to "put up o r  shut u p . "  
Fortunately, Gerard has provided a particular example making it 
possible to show exactly where his error is. It is those that 
rely on "it is well known . . . "  type arguments that are impossible 
to deal. with. 

Let me first respond to the specific example, then t o  the more 
general comments in Gerard's reply. 

'The solution to the proble of providing the best probability 
estimate (i.e., that which assumes the least information-not 
"the most probable") of the velocity of an object based on a 
digital clock is exactly as described in Gerard's "First Ap- 
proach." That i s ,  the information that the provides is 
that the event "the object passed the second occurred at 
some time t between tl and t2. Since what was MEASURED was the 
relevant time interval, we have no information about when the 
event occurred within this interval, and so the only unbiased 
estimate o f  the probability density within this interval is the 
uniform distribution, The mean of this distribution is: 

and SO the mast urlbiased esti ate of the velocity IS: 

v(estimate) = 2d/(tl + t2). 

A t  this point many say why not put a uniform distribution on 
log(t) or l/t o r  sin(t) o r  any other function the user is 
interested in? The answer to t h i s  apparent arbitrariness is 
that as long as the parameter is an undefined entity, then there 
is no reason for preferring one function over another. However, 
in this case, the parameter is time which we know to be a linear 
single valued parameter, and we have an instrument (a clock) 
which directly measures this parameter. Thus ,  we no longer 
have the freedom to pretend that the clock is measuring some 
function of time, which is  exactly what Gerard is doing in his 
Second Approach. Because he i s  interested i n  the velocity, he 
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assumed a uniform distribution over the possible velocity range 
EVEN THOUGH THE CLOCK IS NOT MEASURING A VELOCITY. Assuming a 
unifora velocity distribution over the time interval is equiva- 
lent to assuming a uniform distribution over d/t, since v = d/t. 
Since this is not what the clock is measuring, then the second 
approach is just WRONG---not a contradiction as claimed. 

I f ,  instead of a clock, a Doppler shift velocity meter was used 
that records which frequency range the observed reflected signal 
belonged to, Gerard's second approach would be correct and the 
other incorrect. This is because a frequency range is directly 
proportional to velocity, and since the instrument is measuring a 
frequency range, the only unbiased estimate of the frequency (if 
a single number must be given) i s  the mid-value of the range. 
If the instrument operated on say a logarithmic scale, then a 
uniform distribution o r  log(f) would be correct instead. 

As long as the definition of a problem is vague, ambiguous, o r  
incomplete, then it is impossible to assign prior probabilities, 
as indicated by Aertrand's "paradox." This is not a weakness of 
the theory as many have maintained, but is similar to the 
situation in Physics where a particular set of differential 
equations don't have a solution until the boundary conditions are 
specified. No one advocates that we throw out physics because 
we cannot solve incompletely specified problems, but that is 
exactly what those who reject Bayesian methods are doing. Once 
the various parameters of a system are identified with measurable 
quantities, and the instruments for measuring these quantities 
have been chosen, all the degrees of freedom are (usually) used 
up and the problem becomes determinate. 

I f  the prior information is weak, then the probability distri- 
bution deduced from it will also be weak [i.e., relatively 
flat). The accuracy of the probability (the mean ofthe distri- 
bution) once all the information has been digested is indicated 
by how peaked the associated probability distribution is around 
the mean value. Consequently , an interval or other representa- 
tion designed to give a measure of the accuracy of the probabili- 
ty is unnecessary. 

NOTES, 

1. I am not familiar with F. G .  Perey's work, but since he 
gets the same answer (the first approach is the only 
correct one for the particular problem), then he is probably 
also on the right path, 

2. How Rnyone can say Jayne's "desideratum of consistency" is 
"ad hoc" is quite beyond me! Consistency is consistency, 
and if you d o n ' t  like any particular desideratum, then 
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propose an alternative. The desideratum are fully explicit 
and sufficient to derive a l l  of probability theory----how 
could such fundamental requirements be ad hoc???? 

3. On the question of whether the use of logic to find the 
appropriate priors (including the use of group invariants 
methods as in the attached paper) qualifies as "Bayesian 
methods" is a question of  definition. Since Bayesian 
methods require priors before they can be applied, I 
assumed that techniques for deciding the priors wollld be 
included under the heading "Bayesian Methods" even though I 
didn't say so in the original (brief) challenge. Sorry for 
any confusion this lack of clarification might have caused. 

Well Chuck, it is up to you. . .  . a  challenge was issued and 
accepted. This reply is the answer to that acceptance, and your 
decision on whether claims in the challenge still stand o r  have 
been refuted is eagerly awaited. Please feel free to ask for 
further clarification if you think it will help. 

Peter 

P.S. If you decide that I have won, please donate the money to 
a charity of your choice. 
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From: F t  G t  FEHEY 

S u b J e c t  E CHEESEMAN'S CHALLENGE+ 

One mu.jup d i f f i c u l t y  w i t h  F ' u t c r  C h e e s e n i u n " s  CHALLENGE 
i.5 t h ~ t  N h a t  lire "E{ayesiun n l e t h o d s  ( . a u g m e n t e d  w i t h  Htb:.:j.murn 
En%,r#py)'  is not. s p e c i f i e d ,  Can ana p r e ~ i ~ f l ~ e  t h a t  whzlL F'cter 
C:hessemI:kn vietarts  b y  t h i s  are E + T +  J a y n u n '  Ecaye.j ian wethods ? 
On t - h a  a s s i i w p t ~ i a n  t h a t .  t h i s  wa. l j  what.  P e t e r  Chee~et11~11 1 l r 6 ~ ~ n t ~  
I W Q P  rencly t u  p ic :k  u p  t h e  CHALLENGE becoilse Jaynes m e t h o d s  
are i n c o m p l e t e  i n  t . h e  sense t h a t .  t h e r e  a r e  c e r t t a i n  
s i t u t 2 t i c ) n s  i n  w h i c h  t h e y  CIInnOt b e  iised and P e t e r  CheeSkxItiri 
niay h a v e  been a t  ti lass to p r o p o s e  13 b l i y e s i t i n  s s s X t i t i o n  t h a t  
wain1.d be f r e e  of c o n t r n d i c t i o n s 4  Before I h a d  u c h a n c e  to 
c h a l 1 . e n g e  P e t e r  C h e e s e m a n  w i t h  o n e  o f  t h e s e  s i t u w t i o n s ,  
Gerlird Zles tmssur re  h a d  p ic :  k e d  up  t h e  CHAl..L.ENG& nind p r e s e n  t a d  
u s i t u a t i o n  w h e r e  he 5 t a t e d  that, 13 purticular s o l u t i o n  wns 
the! c n r r e c : t  E{t3ye!iiian s o l u t i o n  a c c o r d i n g  t o  me, '1: bec~snie 
~ w ~ r e  o f  t h i s  I l f t e r  G e r a r d  h a d  sent. his leLt.c?rt a n d  I 
F ) o i r i t e d  out to h i n t  t h a t  he was wrong+  I fully e x p e c t e d  
Peter  C h e e s e n i a n  La c r u c i f y  Gerard w i t h  t h e  correct. a n s w e r  t o  
t h i s ;  p r a b l e m ,  b u t  L a  R I Y  I i n l a r e w e n t  he d i d  not d o  so tind f u l l y  
a g r e e d  w i t h  t h e  r ; o l u t i o n  t h a t  G e r a r d  h a d  w r o n q l y  s ~ i d  was 
t h e  correct ane+ F u r t h e r m o r e ,  i n  h i s  uncjwer t u  G e r a r d 9  
P e t e r  Cheeseni t in  guve sun~e d e t c l i l s  of w h l i t  he c o n s i d e r e d  .to 
be t h e  c o r r e c t  E{liyhr:iian s o l u t i o n  La a2 b r o a d  c1.as.i o f  
p r o b l e m s .  Wet. t h e r e f o r e  have no longer t u  Q S S U R I ~  whslt P e t e r  
C h e e s e a r m  meunsi i n  tl irj CHALLENGE b y  E{tiyesi.o.ri m e t h o d s  s i n c e  
he h ~ i s  explicitly s t a t e d  i n  h i s  a n s w e r  %a Germrd u h ~ t  t h e y  
lxre i n  13 b r o a d  c l a s s  o f  p r o b l e m s ,  

I t  i s  t h e  p i l r p o s i e  of t h i s  n o t e  t o  p o i n t  out. t h a t ,  w h a t  
F'ate.r C h e e s e m a n  a c l v o e ~ z t e s  is 13 correct P 1 3 y e s i 1 i n  p r o c e d u r e  
l e l ~ d s  to contradictions, In viecs o f  t h e  f tsct  t h a t  i n  h i s  
~ n f j w e r  to Gerard F.'e%er C h e e s e m a n  o b , j e c t s  s t , r o n g l y  to G E ? r a r c l  
f i n d i n g  Jaynes Desider i2 tu t I t  a f  C o n s i s t e n c y  n d  h o c ,  1 w i l l  
pre.iume t h a t  F:'etar Che_.eseNian wil.1. n o t  o b j e c t ,  i F  I u5e i t ,  
Imd c o n s e q u e n t l y  J a y n e ? ; '  t e r m i n u l ? q y ,  t.o s h o w  that t h e r e  is 
o c : o n t r a d i c t i u n  in w h a t  he, Peter  Ctim?siemrin a d v o c a t e s  
s h a u l d  be  done b y  t h e  r c r b a t ,  
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(sameLinies referred to as t h e  I,..apI12ce d i s t r i b u t i o n )  
1;I-ierr he m u s t  h a v e  no ot t , j ec t ion  i f  X titie %he t r a n s f o r m a t i o n  
v=x/f, t o  o b % l i i n  11 p r a b n b i l i l y  d i s t r i b u t i m  f a r  v to be i n  
t h e  iti-Lerva2 dv a b o u t  v +  fluing %ha t r i v i a l .  a l q a b r a  one 
o b t a i n s :  
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c l e x n d e s  the i n t e r n a P , i o n n l l y  agreed upon d e f i n i t i o n  o f  il 
secund is  b a s e d  upon t h e  f r e q u e n c y  of iI p a r t i c u l u r  
t r a r i S i t i o n  a f  c e s i i u m  i a t m s ?  S i n c e  Peter Cheesemian N I I ~ Y  sti1.l 
arqi,ie it n i ~ ~ t l e r s  haw one o b l a i n s  v2 .:: v <: v i r  l e t  us suppose 
t h a t  t h e  r - a h s t  is equj .pped w i t h  r e c l u n d w ~ t  s e n s o r s +  7'hiIt  is  
t o   sa^, i t  is e q u i p p e d  w i t h  13 c l o c k  t h a t  met2mr@s t h e  
i n t e r v a X  a.F t i m e  t k h a t  %he e h j e c t  t a k e s  t o  c o v e r  the 
d i s t a n c e  ;+tF m d  it is also e q u i p p e d  w i t h  1s " I f a p p l e r  s h i f t  
v e l o c i t y  meter' w h i c h y  s i n c e  i t  seem5 t o  matter to Peter 
Cheesemany h n s  13 l inear  scalec O n e  reason .for h a v i n g  
r @ d i i n d a n t  s e n s o r s  is t h a t  we could  check w h e t h e r  t h e i r  
o u t p u t s  are  c a n s i s t e n t  or n o t .  Let us i n m a g i n e  t h a t  t h e  
s e n % o r s  g i v e  riot o n l y  c o n s i s t e n t  cv-itpi-its, b u t  i n  f a c t  
i d e n t i c a l  o u t p u t s +  That  i s  t o  5 ~ ~ 9  t h e  c lock  g i v e s  t l  t ."; 
t 2 t  tirid the "vr;locY.ty m c t e r "  g i v e s  p r e c i s e l y  v 2  .:: v ,:f v l t  
w h e r e  v l = x / t l  cind v2=:dt2, W h a t  d o e s  P e t e r  Cheesenilin 
j.nst,ruci:, the r o b o t  to do'? If 'i h a v e  c o r r e c t l y  u n d e r s t a l s d  
the ~ b o v e  q u o t a t i o n  from h i s  answer t o  Gerardr  t h e  robot 
%ho1.116 say on t h e  ba:;:is s . F  i ts ' c l o c k  serisor" t h a t :  

a n d  on t h e  b n s i s  o f  i t s  * v e l . o c i t y  meter' t h a t  

S i n c e  we til ive v = x / t  n n d  v I - x / t l  and v 2 = x l t Z ,  t h e s e  two 
p r o b a b i l i t y  d i s t r i b u t . i o n s  tire i n c o n s i s t e n t &  T h e y  art? 
~.nccrnr; j . r , t@rnt  becatis@ I h a v e  s h o w n  t h n t  the d i s t r i b u t i o n  
F t 1 d t - d  t/ t 2 - t  1 1 t r a n  s f  o r I 5 i n t o  t h e  d i s t r i b u t i o n  
F ' ( v > d v - d v / C C v l - v 2 l * v * * ~ ) ,  a n d  n o t  t h e  d i s t r i b u t  i o n  
P ( v ) d v = d v / f v l - v 2 )  t h a t  Peter  Chees-en~un says is t h e  correct .  
EQyesiari t h i n g  t a  d o  an t h e  t l i 3 6 i s  aS t h e  ' v e l o c i t y  met,ernr 

I t  i s  p r e c i s e l y  t o  deal w i t h  s i t u a t i o n s  such Q S  t h e  one 
I tiiave j u s t  c o n s i d e r e d ?  w i t h  t h e  two d i f f e P e n t  aelers  t h a t  
g i v r  p r e c i s e l y  t h e  titime Q ~ S W ~ ~ S  frons 11 p h y s i c 1 1 1  p a i n t  o f  
v i e w  9 $hat  Jdiyries d e v i s e d  his t r a n s f o r m a t i o n  group methods 
b o s e d  u p o n  h i s  D n s i d e r a t u m  o f  C o n s i t e n c y ,  . J n y n e s  wou X. d 
insist t h a t  w h t l l e v e r  m e  m i s i q n s  t o  P ( t ) d t  o n  the b i l s i s  o f  
t h e  "c2ock meter' t r a n s f o r m s  i n t o  the F(v)dv t h a t  an@ 
assigns on t h e  h a s i s  o f  the ' u e l o c i t y  meter'r tirid v i c e  
verSQr when what  these two meters give i s  i d e n t i c a l .  

X h o p e  t o  h a v e  c o n v i n c e d  Peter Cheesenilan t h a t  what  he 
p r o p o s e s  d o e s  i n d e e d  l e a d  to 12 c o n t r a d i c t i o n ,  I t  is tmi-lsinq 
t a  me %tia t  Peter Cheesemlxn d i d  n o t  Know whaxt is claimed t o  
be %he c o r r e c t  Bayesian mswer t o  t h i s  p r o b l e n + *  since it was 
p u b Z i s h e d  i n  1'339 b y  Jef f rcys+  I n  f a c t  the d i s t * r i b u t i o n  
% h a %  one must assign t o  t ,  P ( t ) d t r  a n d  131fso t o  v I  P ( v ) d v ,  i n  
o r d e r  fur the two ~ n s w e r ~ i  t o  be consitent, is known anlonq 
E a y e s i a n s  QS t h e  Jeffrey3 d i s t r i b u t i o n ,  I t  is: 



w h i c h  t r 1 3 n ~ f ~ r i - n ~  i n t o  
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new theory  0.f p r o b a b i l i t i e s  t h a t  produces v e ~ y  precise1.y t h e  
c3nswer5 that Jaynes ocrbtains w i t h  his t ransfarmation gra1.lp 
ai*gijlmEtnt;5y when i t  c : m  b e  a p p l i e d ,  and his N W : ~ I W N I  E n L ~ a p y  
methodl when it. is a p p r a p r i a t . a  to ucjc it,, but. %hi% new 
thr?t:?rr C I ~  also sal .ve  Von Misses Water+ a n d  Wine P r w b l e m r  und 
l a d d r e s s  t h e  p r o b l e m  o f  t h e  prabability nmp1iLtade-s o f  quant.uni 
mechwiics.  I f  one were to a p p l y  what P e t e r  Cheeseman 
sugests one r;haul.d do,  to which o f  t h e  two r a t i o s ,  ri/b or 
b / ~ ,  wcstild he a p p l y  the u n i f o r m  distributian? The Sensor 
does not ,  measure e i t h e p  ratiosy i t  a b t a i n s  12 ~ n c t  b a n d  t h e n r  
c i e p e n d i n g  upon t h e  s w i t c h  SEtting an t h e  instrument, m t i k w ,  
the d i v i s i o n  a / b  or b/ar  which i t  canrmunicater; to %ha robot.* 
The answer t h a t  the robot provides cannot, be 11 f imct ian a f  
t h e  swit.ch s e t t i n g  on t h e  sensorr because i n  order  ta 
p ~ a v i d a  SONIC r e d u n d e n c y  I w i l l .  i n s i s t  t hnk  the robat, be 
g i v e n  b o t h  the ratios a / b  ond b / a ,  af  course i t  will be Lox# 
wl i i c :h  i r ;  tho r a t i o  a h  a n d  w h i c h  is the ratio b/a ,  
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Octokr 15, 1985 

C. a, Weisbin 

Francis p i n k e d  out that I had misinterpr 
Prior Problem. Conseguently,I h 
K ~ I I K W ~ ~  the pclragragh describing Francis' 
explain his approach). 1: have also re@ 
best estimate which, as pointed out by 
tion, 

After rereading Cheeseminus re se, The Well Posed Problem of Jaynes 
(prtieular3.y th ' s  kc) you of 
9/38 and 10/7 I i etatiom of 
Bayesian non-informative piar  ion. 
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Notes on the CESAR workshop: 
Planning and Sensing for Autonomous Navigation 

AugtlSt 18-19, 1985 

Ralph L. Hollis 
IBM Thomas J. Watson Research Center 

The meeting was generally an interesting one, but there was not enough time for inforiiial discussion 
among the participants. 1 felt that the theine topics were a bit too broad, and needed more focus. 
We seemed lo develop answers to the various questions at only the highest most "meta" level, as if 
we actually thought we could do a top-down design for an intelligent robot system (in two days!). 
As a result, we frequently drifted off into pbilosop1ic;ll considerations. 

I think the most useful presentations were those which were most concrete, e.g. those of Elfes and 
Harmon. I would like to see in future workshops more discussion of existing or near-term planned 
mobile robot systems, highlighting the areas of difficulty. A great deal of practical experience has 
been gained over the years by those of lis who have actually built mobile robot systems, and I think 
it would be useful to share some of this in a group. By looking at a number of different attempted 
solutions to problems, e.g. sensing in a mobile environment, or path finding, we can then hope to 
extract generalizations. 





LIST OF PARTICIPANTS 





LIST OF PARTICIPANTS 

"PLANNING AND SENSING FOR AUTONOMOUS NAVIGATION" 
August 18-19, 1985, UCLA 

Dr. Jacob Barhen 

Dr. Peter Cheeseman 

Professor James Crowley 

Dr. G. desaussure 

Dr. Martin Dudziak 

Dr. Albert0 Elfes 

Dr. W. R. Harnel 

Dr. Scott Harmon 

Dr. Ewald Heer 

Dr. Steven Holland 

Dr. Ralph Hollis 

Professor Ramesh Jain 

Dr. Leslie Kaelbling 

Dr. Yutaka Kanayama 

Dr. David Keirey 

Professor Alexander Meystel 

Professor David Miller 

Dr. E .  M. Oblow 

Dr. Alex Parodi 

Dr. Alex Pentland 

Professor K. N. Reid 

Dr. Bill Richard 

Dr. Stan Rosenschein 

Dr. Robert Tilove 

ORNL, CESAR 

NASA-AMES 

Carnegie Mellon University 

ORNL, CESAR 

Martin Marietta Aerospace 

Carnegie Mellon University 

ORNL, CESAR 

Naval Ocean Systems Center 

Heer Associates 

GM Research Laboratories 

IBM Research 

University of Michigan 

Stanford Research Institute 

Stanford University 

Hughes Aircraft 

Drexel University 

Virginia Polytechnic Institute 

ORNL, CESAR 

FMC Corporation 

Stanford Research Institute 

Oklahoma State University 

Sandia National Laboratory 

Stanfard Research Institute 

GM Research Laboratories 





RESUMES 





159 

RESUMES 

1. PERSONAL DATA 

Name : Jacob BARHEN 

Date & Place o f  B i r t h :  October 15, 1948, Sof 

: Married, one daughter 

: I s r a e l i  and French 

Mari t a? S t  atus 

C i t i zensh ips  

Visa Status 

Home Address 

Work Address 

2. DIPLOMAS 

N ov embe r 1 9 78 

November 1975 

June 1970 

S ep t ember 1968 

3. EDUCATIONAL 

10/75 - 9/78 

08/74 - 9 /75  

04/73 - 6/74 

03/72 - 3/73 

10/68 - 6/70 

10/66 - 6/68 

a, Bulgar  a 

: Permanent Resident (U.S.A.) 

: 115 North Seneca, Oak Ridge, TN 37830 
phone: 615-483-8693 

: ORNL, P.O. Box X ,  Oak Ridge, TN 37831 
phone: 615-574-6162 (FTS:  624-6162) 

Doctor of Science 
Technion - I s r a e l  I n s t i t u t e  o f  Technology 

Master o f  Science i n  t iuclear Engi neer i  ng 
Technion - I s r a e l  I n s t i t u t e  of Technology 

M a i t r i s e  es Sciences i n  Physics 
Uni ve rs i  t y  of Par is ,  France 

Diplome U n i v e r s i t a i  r e  d'Etudes Sc ien t i f i ques  
Uni v e r s i t y  o f  P a r i  s ,  France 

BACKGROUND 

Nuclear Engineer ing Techni on - I. I.T., I s r a e l  

Appl i ed Mathematics, Wei zman I n s t i t u t e  o f  Science, 
Is rae l  

Academic Reserve D iv i s ion ,  I s rae l  Defense Forces 

Nuclear Engi neer i  ng , Techni on - I. I .T. , I s r a e l  

Physics, Uni ve rs i  t y  o f  P a r i  s , France 

Mathematics, Uni ve rs i  t y  o f  P a r i  s ,  France 



160 

4. CHRONOLOGY OF EFlPLOYMENT 

06/85 - Qate : Senior  Research S t a f f ,  Engi neer i  ncj Physics & Mathematics 
D i  v i  s i  o n s  Oak Ridge Nat i  ana? Laboratory  

04/82 - 85/85 : Research S t a f f  11, Eng ineer ing  Physics & Mathematics 
D i  v i  s i  on, Oak Ri dge Nat i  m a l  Laboratory  

09/81 - 83 /82  : Hesearch S t a f f  I ,  Eng ineer ing  Physics D i v i s i o n ,  
Oak Ridge Na t i  onal I..aboratory 

10/78 - 08/81 : Research Associ ate I1 I ,  E q i  nee r i  ng Physi cs D i  v i  si  on, 
Oak K i  dge Na t iona l  Labora to ry  

10/75 - 09/78  : Research A s s i s t a n t ,  Department o f  Nucl ear  Engi n e e r i  rig 
Technion - I s r a e l  Ins t i t u t e  of  Technology 

5, CHRONOLOGY OF POSITIONS HELD 

86/85 - Qate : Head, Machi ne I n t e l  li gence and Advanced Computer Systems 
G rou p 

07/83 - 05/85 : Group Leader, Advanced Energy Systems Group: admi ni s t r a t i  ve 
and t e c h n i c a l  s u p e r v i s i o n  o f  m u l t i p l e  p r o j e c t s  

11/80 - 06/83 : P r o j e c t  Leader, Energy S y s t e m  Ana lys i s  Group: 
admi n i  s t r a t i  ve and t e c l i n i  cal superv i  s i  on o f  a p r o j e c t  
i nvo l  v i  ng 0 FTE p r o f  ess i  ona l  s 

01/80 - 10/80 : Task Leader, Reactor Methods and Data Development Group 

6. MEMBERSHIP I N  S C I E N T I F I C  ASSOCIATIONS 

Ameri can Associ a t i  on f o r  Art i f i  c i  a1 I n t e l  1 i gence : member 

Atneri can Defense Preparedness Assoc i  a t ?  on : member 

Arneri can Nucl ear  Soci e ty  : member 

IEEE : member 

Robot ics  I n t e r n a t i o n a l  : s e n i o r  member 

I s r a e l  Nuclear Soci e t y  : illember 



7. AWARDS 

Best paper award, Ameri can Nuclear Soci e ty ,  Reactor Physi cs Di v i  s i  on, 
November 1981. 

Technion Is Board o f  Governors achievement award scholarships,  i n  1977, 
1976, and 1975. The A. Kubin spec ia l  award scholarsh ip i n  1972. 

8. RECENT PROFESSIONAL A C T I V I T I E S  

Chai m a n  and organizer,  sessions on "Advances i n  Concurrent Computation," 
1985 In te rna t i ona l  Computers i n  Engi neer i  ng Conference, Boston, MA 
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FY'((85 1, $200K ( p r i n c i p a l  i n v e s t i g a t o r ) .  

Theore t ica l  Foundations f o r  Concurrent Computation; source: ORHL D i  r e c t o r  
d i s c r e t i o n a r y  funds, FY'85, $60K ( p r i n c i p a l  i n v e s t i g a t o r ) .  

I n t e l  l i y e n t  Control  Systems (Center f o r  Engineering Systems Advanced 
Research); source: DOE/BES/ERP, FY'(83 ), $2M ( p r i n c i p a l  i n v e s t i g a t o r ) .  

Devel opment of S t  ra teg i  c P1 anni ng Capabi 7 i t  i es f o r  L i q u i d  and Gaseous 
Fuels Supply; source: DOE/OPE, FY'(81+), $1.8fl ( p r i n c i p a l  i n v e s t i g a t o r ) .  

10. OTHER A C T I V I T I E S  AND HOBBIES 

Board of Di rec to rs ,  Jewish Congregation o f  Oak Ridge 

Archeology: Mayas ( c l a s s i c  pe r iod ) ;  Incas (Tiahuanaco) 

Travel ,  swimming, backgammon 

11. LANGUAGES 

Engl ish,  French, Spanish : f l u e n t  

Hebrew, German : good 
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12.  C U R R E F I T  R E S E A R C H  P U R S U I T  AND OBJECTiVES 

Machine I n t e l l i g e n c e ,  Prov ided t h e  key t e c h n i c a l  l eadersh ip  which 
resu 1 t e d ' - - m e = b l  i s hrnent at O R N l  o f  CESAR, the  Cent e r  f o r  
Eng ineer ing  Systems Advanced Research. C E S A R ' s  long- term m iss ion  i s  t o  
pe r fo rm b a s i c  research i n  i n t e l l i g e n t  c o n t r o l  systems w i t h  speci a1 empha- 
s i s  on machine intst l  l i y e n c e  and advanced computer a r c h i t e c t u r e s  for- auto- -  
nomous robots  o p e r a t j  n y  i n  h o s t i l e  environments. 

Autonomous robo ts  are g e n e r a l l y  composed of  a v a r i e t y  o f  asynchro- 
nous ly  c o n t r o l  1 ed coiiiponents such as mani p u l  a t o r  a m s ,  el e c t  r o - o p t i  c a l  
sensors, sonars, n a v i g a t i o n  c o n t r o l l e r s ,  e tc .  In  o r d e r  t o  t a k e  advantage 
o f  t h e  d i s t r i b u t e d  naturaf of t h e  associated r o b o t i c  processes, we are  
c u r r e n t l y  develop ing a V i r t u a l  -Time Robot Operat ing System (ROS/VT),  
which i s  in tended t o  p r o v i d e  a genera l i zed  frame-work f o r  implement ing 
machi ne i n t e l l i g e n c e .  Recent advances i n  VLSI technology, which have 
r e s u l t e d  i n  t h e  successfu l  development of powerful hypercube ensembles 
f o r  concurrent computat ion - a major breakthrough i n  t h e  area o f  super-  
computing - have p rov ided  us w i t h  si s t r o n g  i n c e n t i v e  t o  c o n f i g u r e  t h e  
"brain" o f  our  i n t e l l i g e n t  robot  as a homogeneous hypercube of 
a p p r o p r i a t e  d i m e n s i o n a l i t y .  It shou ld  be emphasized t h a t  an e s s e n t i a l  
step t o  ensure t h e  success of  t h i s  approach t a  machine i n t e l l i g e n c e  i s  
t h e  development of  adequate algarithms f o r  concurrent  c0mput.at.i on. 

Algorit-h!is f o r  ConcurrenE Computation. This task i s  f a r  more d i f f i c u l t  
i n  t h e  framework ..of i n t e l l  i qent r o b a t i  cs, t han  f a r  t h e  usual  ly  demandi nq 
computat ions encountered i n - t h e  cl a s s i  ea1 f i  el ds o f  s c i  ence a i d  engi - 
neer ing.  In  t h e  l a t t e r  ( i n c l u d i n g ,  f o r  example, n i a t r i x ,  g r i d  o r  f i n i t e  
element f o r m u l a t i o n s )  t h e  a l g o r i t h m  s t r u c t u r e  i s  so regu la r ,  t h a t  t h e  
correspondi  ng processes can be mapped d i  r e c t l y  onto t h e  hardware topo -  
logy.  F o r  i n t e l l i g e n t  machine a p p l i c a t i o n s ,  t h e  s t r u c t u r e s  of t y p i c a l  
processes are both i r r e g u l a r  and i n v o l v e  nonlocal  communications. Even 
f o r  " s t a t i c "  processes ( those modeling, f o r  example, t h e  a r m ' s  i n v e r s e  
dynami cs equat i  oris), t h i s  requi  res that, the  mappi ng of  t h e  process 
s t r u c t u r e  ( task graph) onto t h e  hypercube be computed p r i o r  t o  execu- 
t i o n .  This endeavor i s  ext remely d i f f i c u l t ,  p a r t i c u l a r l y  when prece- 
dence c o n s t r a i n t s  are invo lved.  A p r o t o t y p e  a lgo r i t hm,  KOSES (ROS 
Exper t  Scheduler), i s  c u r r e n t l y  being t es ted ,  and shows excel l e n t  p r o -  
m i s e  f o r  c o n t r o l l i n g  t h e  r e a l - t i m e  s o l u t i o n  of ,  e.g., t h e  i n v e r s e  dynamics 
equat ions.  

F u r t h e r  down the road, i f  we a l l o w  f o r  t h e  process s t r u c t u r e  t o  
e v o l v e  dynamical l y ,  as may be requi  r e d  f o r  rubo ts  o p e r a t i n g  i n  u n s t r u c -  
t u r e d  environments, cons ide rab le  comp l i ca t i ons  a r i se .  These i n c l u d e  t h e  
development of a p p r o p r i a t e  methodalogies f o r  r e a l  - t i m e  mapping of task 
graphs onto t h e  machine's topology,  the  c a p a b i l i t y  f o r  processes t o  
spawn o r  a n n i h i l a t e  o t h e r  processes, and more g e n e r a l l y  f o r  t h e  
o p e r a t i n g  system t o  be capable o f  "reasoning i n  tiitit?", i .e.,  h a n d l i n g  
c o r r e c t l y  a set  o f  a r t i f i c i a l  t i m e  sca les  i n  a d i s t r i b u t e d  computirig 
env i  ronment . 
Robot ics.  Current  research i n t e r e s t s  are d i  r e c t e d  toward t h e  development 
o f  e f f  i-cj ent inathemati c a l  iiiodel s for- sol v i  ng t h e  dynami cs of f l  ex i  b l  e 
arms. 



163 

13. QUALIFICATIONS, SKILLS, AND PAST RESEARCH EXPERIENCE 

L i g h t  Water Reactor Physics. Was t r a i n e d  at  t h e  Technion - I s r a e l  
I n s t i t u t e  of Technology under Pro fessor  W. Rothenstein,  a wor ld-recognized 
l e a d e r  i n  r e a c t o r  physics.  While a t  t h e  Technion, was a c t i v e l y  i n v o l v e d  
i n t h e  development o f  advanced t h e o r e t  i c a l  methods f o r  Li ght  Water 
Reactor benchmark c a l c u l a t i o n s .  I n  p a r t i c u l a r ,  authored a s o p h i s t i c a t e d  
new methodology f o r  t h e  computat ion of accurate resonance r e a c t i o n  ra tes  
i n  heterogeneous r e a c t o r  l a t t i c e s .  This  methodology i s  embodied i n  a 
un ique computer code c u r r e n t l y  i n  use both i n  t h e  U.S. ( E l e c t r i c  Power 
Research I n s t i t u t e ,  Brookhaven Nat iona l  Laboratory,  ORNL, etc. ) and 
Canada (Chalk R i v e r  Nat iona l  Laboratory) .  

Hi g h l y  speci a1 i zed i n t h e  devel apment o f  benchmark procedures f o r  
r e a c t o r  core  analys is .  P r i n c i p a l  i n v e s t i g a t o r  on a number of  p r o j e c t s  
sponsored by t h e  E l e c t r i c  Power Research I n s t i t u t e ,  A d d i t i o n a l  
exper i  ence i n  core  f u e l  management and opt i m i  zat  i on, and i n rad i  a t  i on 
t r a n s p o r t .  

Fast Breeder Reactor Physics. E x p e r t i s e  i n  neutron cross sec t ions  
genera t ion  techniques and Bondarenko formalisms, p a r t i c u l a r l y  i n  t h e  
unreso lved energy r e g i o n  and f o r  t h e  s h i e l d i n g  o f  s c a t t e r i n g  matr ices.  
Coauthored t h e  development o f  t h e  f d  r s t  major  Un i ted  States f i n e  group 
cross  s e c t i o n  l i b r a r y  based on ENDF/B-V data. The r e s u l t i n g  computer 
codes and da ta  are used by major  r e a c t o r  design o r g a n i z a t i o n s  throughout 
t h e  country.  

S e n s i t i v i t y  and U n c e r t a i n t y  Analys is ,  Demonstrated t h a t  c u r r e n t  
s t a t e - o f - t h e - a r t  u n c e r t a i n t y  a n a l y s i s  techniques f o r  r e a c t o r  sa fe ty  
problems exhi  b i t  major  s h o r t c o m i n g s .  Developed a s o p h i s t i c a t e d  new 
methodology f o r  uncer t  a i  n t y  ana lys i  s o f  ti me-dependent nonl i near systems. 
When a p p l i e d  t o  t h e  ana lys is  o f  severe t h e r m a l - h y d r a u l i c  t r a n s i e n t s  
(e.g., blowdown acc idents ) ,  t h e  new methodology, which i n c o r p o r a t e s  i n -  
bund le  measurements, achieved, f o r  t h e  f i r s t  t i m e  i n  r e a c t o r  sa fe ty ,  a 
sys temat ic  r e d u c t i o n  o f  u n c e r t a i n t i e s .  It i s  expected t o  have s i g n i f i -  
c a n t  impact on reducing margins o f  s a f e t y  r e l a t e d  costs .  

Large-Scale Systems. Responsible (management and s c i e n t i f i c  leadersh ip )  
f o r  a DOE/FE program on devel op i  ng s t  r a t e g i  c p l  anni ng capabi 1 i t i  es f o r  
l i q u i d  and gaseous f u e l s  supply. The program aims at  des ign ing  models of 
r e g i o n a l  , n a t i o n a l  and i n t e r n a t i o n a l  energy-economi c markets and t h e i  r 
l i n k a g e  t o  t h e  r e s t  of t h e  economy. The r e s u l t i n g  models are app l ied  t o  
e v a l u a t e  t h e  impact o f  s p e c i f i c  p u b l i c  p o l i c y  or  p r i v a t e  s e c t o r  i n v e s t -  
ments i n  techno1 ogy research and devel  opinent a1 t e r n a t  i ves [e. g., Enhanced 
O i l  Recovery R+D]. Q u a n t i t a t i v e  est imates o f  costs ,  b e n e f i t s  and 
associ  a ted u n c e r t a i  n t i  es requi  r e  development o f  advanced sensi  t i  v i  t y  and 
u n c e r t a i n t y  ana lys is  techniques f o r  l a r g e - s c a l e  tirne-dependent systems. 
An automated d e c i s i o n  a n a l y s i s  methodology based on s e n s i t i v i t y  theory  i s  
a l s o  being developed, t o  p r o v i d e  o p e r a t i o n a l  support  f o r  t h e  D i v i s i o n  of 
Pol i cy and S t r a t e g i c  P1 anni ng, DOE/Fossi 1 Energy. 
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14. REFEREE 

Referee, Proposal Hevi ews, Nat ional  Sci ence Fouridati  an 
Referee, Proposal Reviews, D C l E / O f f i  ce o f  8as ic  Energy Sciences 
Referee, Nuclear Sci ence and Engi n e e r i  ng 
Referee, American Control  Conference 

15. STUDENT SUPERVISION 

I n  the framework of t h e  Oak Ridge A s s o c i a t e d  U n i v e r s i t i e s  Science 
Semester at  O R N L ,  has  supervised 11 s tuden ts  s i n c e  1980 [1980 (1); 
1981 (3); 1982 ( 2 ) ;  1983 ( 3 ) ;  1984 (223.. 

16. U N I V E R S I T Y  TEACHING 

Teach graduate course " I n t r o d u c t i o n  t o  Concurrent Computation" a t  t he  
U n i v e r s i t y  o f  Tennessee (both E€ and CS Departments) 
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Dr. Crowley's research interests include dyliatnic 3-U scene a.ria\ysis, reprzsen tatiori and matci,ir:y of 

shape, and rnobile robot navigation. For his Ph.Ci. dissertation, Dr. Crawley devcdopi:rd a 

representation for shape based or1 peaks and ridges in thz Difference of Low-Pass JD,O.L.P.) 

Transform. T!iis represen tcitiori provides the basis for development of a 3-D scene analysis syr+terII, 

for a gray-scale vision system, and for applications in industrial inspection. 
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cross s e c t i o n s  required for nuclear reactor des ign  and 
B S S d  ssmerxt . 

PROFESSIONAL AND ACADEMIC HONORS 

1975 "Bes t  Paper Award'a by the Reactor Physics D i v i s i o n  of  t h e  
Nucl t a r  Society for the years 1973-74. 

1981 Reactor Physics D i v i s i o n  '' est Paper Award" a t  t h e  1981 Winter 
Meeting. 

PROFESSIONAL SOCXETZE§ 

Member - American Phys ica l  S o c i e t y  
e r i  can Nuclear S o c i e t y  

OfficetICommittee - h e r i  can  Nuclear S o c i e t y  

001'71 00176 Member, Cross S e c t i o n  s r k i n g  E v a l m t i o n  Group (CS 

O Q / 7 8  0 0 / 7 8  Invited for 3-month assignment a t  the G n t r e  II'Etudar 
de Bruy ere- 1 e- Cha te 1 
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00/ 75 

00/ 70 

09/  63 

oo/ 00 

oo/ 75 I n v i t e d  f o r  3-month assignment  a t  t h e  Cen t re  D'Etadst  
de Braye r  e- 1 e-Cha t e  1 

OO/ 73 Member, Na t iona l  Cross  S e c t i o n  Advisory Group ( N B A C )  
subcommittee on f i s s i o n  

091 64 Mutual exchange assignment .  Department do Physique,  
Cen t re  D'Etades N a c l e a i r e s  ( C W ) ,  Saclay,  France 

oo/ 00 Six r e e k s  c o n s u l t a n t  t o  LASL (77). 

OTHER SPECIAL ASSIGNMENTS 

oo/ a0 

00/ 80 

06/  7 9  

06/ 77 

06/ 77 

00/  71 

0 0 /  65 

oo/ 73 

oo/ 74 

0 9 /  84 

OS/ 85 

0 5 /  85 

P r e s e n t  

P r e  r e n t  

06 /  83 

061 a3 

06/ 83 

Pr e re n t  

06 /80  

OO/ 77 

001 76 

Member., T h e s i s  Committee, Ph.D. T h e s i s ,  U n i v e r s i t y  of 
Tenna s sc e 

Honorary P r o f e s s o r ,  Nuclear  Eng inee r ing  Department, 
U n i v e r s i t y  of Tennessee 

Chairman, I n t e r n a t i o n a l  Meetings Subcommittee of Na t iona l  
Program Committee, Am. Nucl. SOC. 

Member, S t e e r i n g  Subcommittee of Na t iona l  Program Committee, 
Am. Nucl. SOC. 

Member, N a t i o n a l  Program Committee, American Nuclear  S o c i e t y  

R e f e r e e ,  Nuc lea r  S c i e n c e  and Eng inee r ing  and t h e  P h y s i c a l  
Rev i e r  

Member, Program Committee, Reac to r  Phys ic s  D i v i s i o n ,  
bin. Nucl. SOC.  

Chairman, Program Committee, Reac to r  P h y s i c s  D i v i s i o n ,  
Am. Nucl. SOC.  

Member, E r e c n t i v e  Committee of t h e  Reac to r  Phys ic s  D i v i s i o n  
of t h e  American Nuc lea r  S o c i e t y  

Member, Program Committee and S e s s i o n  Organ ize r ,  Top ica l  
Meeting on R e a c t o r  P h y s i c s  and S h i e l d i n g ,  American Nuclear  
S o c i e t y ,  September 17-19, 1984. 

Member, General  Program Advisory Committee, I n t e r n a t i o n a l  
Conference o n  Nuc lea r  Data f o r  B a s i c  and Applied S c i e n c e ,  
May 13-17, 1985 

Member, Techn ica l  Program Committee, F i f t h  P a c i f i c  B a s i n  
Nuclear  Conference,  American Nuc lea r  S o c i e t y ,  May 1985 
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ma$%$ T o p i c  08 I"ltPeZ 
E l a s t i c  Photoprodaction of 11 Degrees Mesons in B e I i  
on Helium a t  High Energies 
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Albert0 Elfes 

l h c  Robotics Institute 
Carnegic-Mcllon University 
Pittsburgh, PA 15213 
(412) 578-8805 

Octobcr, 1985 

7070 Forward Avenut, Apt. 907 
Pittsburgh. 1’1% 15217 
(412) 521-5423 

Current Position 

Ph.11. Candidate, Electrical and Computer Engineering Department and Robotics Institute, 
Carnegie-Mcllon University, since March 1982. 
Areas of Research: Artificial Intelligence, Computer Vision and Robotics. 

Research Assistant, Mobile Robot Laboratory, The Robotics Institute, Carnegie-Mellon 
University, since-May 1982. 

Education 

Ph-D., Electrical and Computer Engineering Department and Robotics Institute, Carnegie- 
Mellon University. Expected completion date: August 1986. 
Thesis Title: A Software Archiiecturc? for Mobile Robots. Advisors: Hans P. Moravec and Sarosh 
N. Talukdar. 

MSc. in Computer Science, Instituto Tecnolbgico de Aeronhutica, Brazil, November 1980. 
Thesis Title: Knowledge Represen farion and Decisiori Process Descriprion in Medical Diagnosis. 

B.Eng. in Electronics Engineering, Instituto Tecnolbgico de Aeronsutica, Brazil, December 1975. 

Current Research Activities 

Development of a Sonar-Based Mapping and Navigation System for mobile robots. This includes 
processing of sonar range data to build occupancy maps, object extraction, path-planning and 
locomotion. The system has been tested in indoor and outdoor environments. ‘Re research is 
being conducted for the Mobile Robot Lab and the Autonomous Land Vehicle (ALV) project. 

19esign and iniplcinentation of a software architecture for mobile robots. Aspect of Sensor 
integration, real-world modelling, multi-level planning and problem-solving and distributed and 
cooperative computing are being analysed.. This research is being done for the Mobile Robot Lab. 

Dcvelopnicnt ~f a Distributed Problem-Solving framework. A general framework was developed 
and a sct of primitives was built to allow the implementation of problem-solving systems that 
opcrate by having multiple experts cooperating in the solution of a problem. ‘Ihis research is 
being sponsored by the Mobile Robot Lab and the Design Research Center, CMU. 
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Research Interests 

Artificial Intclligcncc, Cornputcr Vision. Robotics 

Mobilc Robots: Sensory Processing, Software Architccturcs, Planning and Problem-Solving, 
Sensor Integration 

Fraincworks for Distributed and Cooperative Problern-Solving 

Advanced Computcr Architectures and languages for Parallcl and Ilistribueed Processing 

VLSI and Processor Design Automation 

Positions Held 

Research Assistant, Mobile Robot Laboratory, The Robotics Institute, Carnegie-Melllon 
University, since May 1982. 

Research Assistant, Design Research Center, Carnegie-Mellon University, Summer 1884. 

Research Consultant for Denning Mobile Robotics, hc., Wobum, MA: Since 1984. 

Assistant Professor, Computer Science Department - lnstituto Ttxnolbgico de Aeronhtica (ITA), 
Brazil, since January 1981. Om leave. 
Taught Graduate level c0ursa in Artificial Intelligence, Compiler Construction and Cbmputer 
Architecture. 
Research work in Computer-Based Medical Diagnosis Systems, Knowledge Representation 
Methods and Expert Decision Process P k ~ r i p t i o ~ ~ ,  

Assistant Head, Computer Science Department., ITA, 1981 - 1982. 

Member of the ITA Faculty Senate, 1978 - 1982. 

Computer Science Program Coordinator, Computer Science Department, ITA, 1979 - 1981. 
Planned Undergraduate and Graduate Curricula in Computer Science and Engineznng. 
Supervised the departmental teaching activities. 

Head. Computation Center, H'A> 1978 - 1979. 
Supervised the operation of the computing facilities at. ITA. 
Member of the Computer Selection Cornniittce of the Brazilian Aerospace Tech~ical Center 
(CTA). 

Research Advisor for Senior Research Projects, Computer Science Department, ITA, 1977 - 1981. 
Research projects were developed in the arcas of compiler constniction, pattern recognition, 
medical expcrt systems, graphics systems, chess programs aiid knowlcdge rcpresentation methods. 



Research Taaince, Computes Science hpartment, IT A, 1974. 
Fellowship from the Wcsearch Support Foundation of %o Paulo ( ~ A ~ ~ ~ ~ ~ ”  
Development of ant. !nteractive Graphics System for Exploratory Data Analysis. 

esearch Trainee, Computer Science Department, E A ,  1973. 
~ ~ y ~ ~ o p ~ ~ ~ t  of Systems Software for Computer Science FAucation. 

Inwilted Paper: ~ ~ ~ k ~ ~ p  on Planning and Sensing for Autonomous Navigation, sponsored by 
a&ion;al Iaboratory, UCLA, L o s  Angeles, August 1985, 

h%ed Speaker: 
Center, Brash ,  Brazil, July 1983. 

f i s  - Principles and Applicalions, talk delivered at the I 

Sh~i=t Course: Z~~~~~~~~~~ to Robotics, one-week graduate-level tutorial, Electronics ~~~~~~~~ 

en4 ITA, July 1983. 
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Professional soci 

Associatior, for Computing ~ a c ~ ~ ~ ~ ~  (ACM), Student Member 

Institute of Electrial and Elmtrsnie Engincca (IEEE), Student Member 

Born: 

Citizenship: Brazilian 

Marital Status: Married, two children 

ber 09,1953, in Maceib, Brazil 

Fluent in Portuguese, Geman and English. 

Working knowledge of Spanish and French. 
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RESUME 

AM&: 

ADDRESS 2 

PHONE: 

PERSONAL DATA: 

William R s s s  WameP 

328 Dominion Circle 
Farragut, TN 37922 

Married 
Children: Luke 8, & l i s o n  5 
Height: :  5'-EIa' 
Weight: 965 lbs, 
Flgle: 26 
P h y s i c a l  Condition: Excellent 
U- S., Citizen 

PROFESSIBNAL EXPERIENCE: 

(1 )  * 12/31-Pre5ent Remote C a n t r o ' d  Engineering Task 
Leader, C o n s o l i d a t e d  Fuel Reprocessing Program, Oak 
N a t i o n a l  Laboratory (ORNL) 3 Oak Ridge, TN, 

R ~ s p o n n i  bl i tias: Development of advanced remote t-sandl i n g  
5ystems f o r  breeder reprocessing applications i n c l u d i - n  

definition and justification of technical scope, an 
execution of program p l a n  within budget  and schedule,  

advanced servomanipulatar development, Inval\sE? 

(2). 12/78-12/81 S p e c i a l  A5signment and Group Leader- sa+ 
Mathematical Methods Eraup, in Measurements a m  

Division, QRNL. 
Engi neeri ng Sect i on Pnstrumentati on and G a n t r o l s  

Respansiblilites: M u l t i p l e  activities including research 
in Coriolis mass flowrate measurements, study w.f remote 
sy5tems technology in b i g h t  Water Reactar- maintenance $ar 

preparation process madeling and autamat ion  analysis, and 
robotics, Developed p r o p o s a l  5 and performed "sal  E"S" 

presentati a n s .  

orcupat iona l  radiation ex p QSU P e rf2ductri crn, coal 

(3) 5/77-12/78 Pnstrumentatian and Control Maraager-, 
Consol idatred Fual  Reprocessing Program, ORNL. 

Responsiblities: P l a n n i n g ,  coordinatian, and executian a% 
instrumentation and cantral r e l a t e d  activities nssaciate 
w i  t k  breeder Sue1 reprocessing t e c h n a l a g y  d e v ~ l u p m e n t ,  
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Respans ib i l  i t i tx i :  $rcsce.ss i n s t r u m e n t a t i o n  enginnec-?:'-ing 
d e s i g n  and + i e l d  support in a w i d e  raglge od app l i ca t i ans ,  
dynnmi c m a d e 1  i ng and a n a l y s i s  a$ preceses ccsntral systems9 
d i g i t a l  and hybrid carnputer s i r n u l a t i a n ,  

Responsibi 1 i t ies . :  P r r p c e s s  c o n t r o l  s y s t e m s  design. A n a l o g ,  
hybrid, and d i g i t a l  smnputer simulation a+ "di i f i i cc . tXt"  
process c o n t r o l  systems. Organized car-parate pr aces5 
contra1 t e c h n o 1  o g y  develapment p r e 3 g r a m . ,  

EDUCATION: 
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1967 BSHE West V i r g i n i a  University 
echanical Engineering 

SOCIETIES: 

Tars Beta P i ,  S i g m a  i, Phi Kappa Phi 
SF Summer Teachin F t 2 H B Q W S h i p  (18 

FMC Carporation Tu i o n  Schal arslai 

Institute of Electrical and Electronics 

A m e r i c a 3  Society of Mechanical Engineers 
Engineers 

(1) ,, Disclosure: (19811 A Cantilever C o t - i d i s  Mass 
Fl a w m e t e r  

(2) Granted:  (1978) Automatic Inspection System f o r  

H a m e l ,  W p  H- Miller, and 3 -  a, Sease. 
Nuclear- Fuel Pellets or-. Rods, R *  A, Bradley,  M, R,  

BtI CAT IONS:: 

(11, H a m e l ,  - , @"Ana.lysisis af a Canti lever  C o r i r a l i s  Mass 

Tennessee 1 9  
F l a w m e t e r  630 cept, '' Ph-xb- Dissertation, tfniversity of 

(2) H a m e l ,  W, and Reid, bm , " R P ~ Q ~ E !  Systems Technalogy, 
ccupationaf R a d i a t i m  Exposure and L i g h t  ater Reactors, "* 
arkshop to elineate the E c o n o m i c ,  fechni aP, and Palicy 

Xssues +or- Remote  Maintenance i n  Energy S 
University a+ Florida, IW31. 

(41. Canright, et. al, "Transient Modeling a+ F r a t h  
FA atat i  on and Vacuum F i  1 t r a t i  on P ~ c ~ c ~ s s E ? ~ ,  '' Sympcasium can 
Instrumentation and C a n t r o l  for Focsil Energy Processer;, 
~ a n  Francisca, 19Sl. {Republished ISA Trans. ,  September 1982) 

( 5 ) .  C a n r i g h t ,  et. al, ""Dynamic Simulation a+ the Coal 
Fro th  F l o t a t i o n  Process of Cantt-a3P A n a l y s i s ,  "I Syrnposigam no 
Xnstrurnentatian and Control far  Fassil Energy FrQcesseS, 
Sam Francisco9 1981, 
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(81. Hamel, w . ,  et. aX, ""E)@S;iqn CrP$@sia +or V a u l t  
A u t o m a t i o n  in S p e c i a l  Nuclear- Material S t ~ s r a g s r ~  '' 
ORNL/NUREG-44, 1978. 

(10). Sebesta,  H-,  Warnel, bJ- and Leiqht, J., "Conditions 
+ o r  Optimal C a n t r - a l  a+ iime Delay S y ~ t e r n ~  Subject t e a  
Inequality Canstraints"', IEEE 12-th M i d w e s t  S y m p o s i u m  on 
E i r - c z u i t  Thcxx-y, Univer -s i ty  a+ Texas,, 1969. 

c. 

CAREER INTERESTS: 
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Ewald Heer 
5329 Crown A V M I J ~  

La Canada Cal I f o r n l  a 91Qll  
(213) 790-3799 

ED1JCATIOtII Unf v e r s i t y  Elanover, Germany, 1962-1964. 
a o c t o r  c.f tngirtectring Sciences (Magna Cum Lacde 1 (1964). 
Columbia l l n i v e r s i t  , New York, Mew York, 1959-1962. 

m C. E. Pro fess iona l  Degree (1962), Major i n  Engineer ing 

e M a s t e r  o m  ry- ence (1960). Major i n  Englneer ing 
Mechanics. 

Mechanics. 
C e r t i f i c a t e  f o r  "Outstanding Achievemeqt as a Graduate 
S t u  dent . " 

New York Un ive rs i t y ,  1959. Theore t i ca l  Physi cs (two courses 1 
C i t y  U n i v e r s i t y  , Mew York, '1957-1959. 
e Bachelor o f  Science (1959) ,  Major i n  Physics. 

School o f  A r c h i t e c t u r a l  Engineer i  n , Hamburg, Germany. 1348-1953. 
a A r c h i t e c t u r a l  Engineer ( I g n e  ' 

C a l  i f o r n i a  I n s t i t u t e  o f  'Techno?ogx Courses: 
SoftwareMardware Pro.iect Manaqement I1980 1 
P r o c u r e k n t  Management (1967 ) - 
Management Techniques (1967 1 
M o t i v a t i o n  by Results (1967) 

MEMBERSHIP SPGM4 X I  Honorary Saci e t y  
I N  OMEGA RHO I n t e r n a t i o n a l  Honor Soc ie ty  
S O C I E T I E S  Mew York Academly o f  Sciences 

American Associat ion f o r  the Advancement o f  Science 
American Society o f  C i v i l  Engineers 
Amerl can Society o f  Mechanical Engineers 
I n s t i t u t e  o f  E l e c t r i c a l  and E l e c t r o n i c  Engineers 
American Xns t? tu te ,o f  Aeronaut ics and As t ronau t i cs  
,Operatlotrs Research Society  o f  America 
I n t e r n a t i o n a l  Federa t ion  f o r  t h e  l h e o r y  o f  Machines and Mechanisms 
A m e n  can Management Assocf a t i o n  
Soc ie ty  o f  Manufactur ing Engineers 
Robot I n s t i t u t e  o f  America 
I n s t i t u t e  o f  I n d u s t r i a l  Engineers 

LISTED American Men and Women of Sclence 
I n t e r n a t i o n a l  Scholars D i r e c t o r y  
I n t e r n a t i o n a l  Who's Who o f  Tvi.t.? lectuall s 
Who's Who i n  the West 
Who's Who i n  Finance and Indus-Lry 
Who's Who i n  the World 
Who's Who i n  Engineer ing 
Men o f  Achievement 
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R E G 1  s- Licensed P r o f e s s i o n a l  Engineer, S t a t e  o f  Ne Ysrk sirice 1962 
TRAT I ON1 rofessianal Englitieer, S t a t e  s f  Caldfarnla since 1971 

U N J V C R S I T Y  School o f  A r c h f t e e t u r a l  Engineer ing,  Ha enrg,  1963, junior 
APPO 1 MTFfENT S co t i  r s  e : "@call e ye Phy s i c s '' ( i  n 69 rma n I 

Pennsylvania S ta te  U n i v c r s l t y ,  1965. Semlnar course :  'Iqasfc and 
Random V ib ra t i on . "  

Unf v e r s I t y  of Southern C a l l f o r n i a ,  1968. Sendor c~surse:  "Aero- 
space Structures."  

U n i v e r s i t y  o f  C a l i f o r n i a ,  hos Angeles, 1969. P l a n n e d  and t a u g h t  
g r a d u a t e  course: "Eng ineer ing  Analys ls  and Deslgn: Safety Factor  
t o  Modern S t a t i s t i c s . "  

U n i v e r s i t y  o f  Sou%hern C a l i f o r n i a ,  since 1973. 
A d j u n c t  Professor o f  I n d u s t r i a l  and Systems Engineeri pig, 

Courses t a u g h t :  

1. 

3. 
4. 
5. 
6 .  

9 
L. 

7. 

Mathematlcal Methods o f  Operations Research (graduate tour s e )  
Operations Research (graduate cau rse ) 
Network analysis and Planning ( g r a d u a t e  c o u r s e )  
Engineer1 ng Economics (senior undergreduate course 1 
Superv is ion o f  graduate s tudents  a t  masters , engtnecr lng ,  and 
doctorate l eve l s  
Va? ue and Desi s i o n  T h e ~ r y  ( g r a d u a t e  course 1 

D i r e c t e d  Research (graduate level 

Contract  Research f o r  NASA. 

Chairman of Steertng Committee on Re st ics  Educatisn. 

PROFESS1 ONAL e ember o f  t h e  A X E  Engineer ing Edascatlon Com4t tee .  Los Angeles 
COMMITTEES e c t l o n ,  1969. 

ember o f  t h e  WIAA Pro fess iona l  M e p  Educat ion Comenittee, 
970 t o  1972. 
ember o f  the NASA Csmniittee on Teleaperators and Ro 
hairman o f  t h  Panel on Mobi l i t y  U n i t s  and M i p u l a t o r s  , 1970. 
e d e r  o f  the ASA Committee on Re Systems and 

E x t r a v e h i c u l a r  A c t i v i t l e s  (RMS/EVA) ,  and Chairman o f  t h e  Lunar 
and P lanetary  Subco i t t e e ,  1971 t o  1975. 

",RLie&er o f  t h e  FdRC s c o r n i t t e e  on V i s i o n  s ince 1974, 
' Organfzed NASA Study Group on Machlne Intel  l l g e n c  and R o b o t i c s ,  
&paid served a s  Execut Ive Secre tary  under t he  c h a i r  
C a r ?  Sagan.  The Study Group's o b j e c t i v e  was t o  a 
Computer Scd ence and Automation Program nd make r ~ ~ ~ ~ ~ ~ ~ ~ ~ i ~ ~ ~  

5lnce 1979. 

g range techno? ogy deve? opmn 
n ,  ASME Technfcal C o m l t t e e  D oblcs  an$ Manlpu ln tors  
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PROFESSIOFlAL 'Executive Secretary, Executive C o m i t t c c ,  ASME Computer Engineer- 
C O W I T T E E S  i n g  u l v i r i o n ,  1980 t o  1981 
(Cont ' d )  Y t c e  Chairman, ASME Computer Engfneerfng Div%sion,  I981 t o  1982 

*Chairman, ASME Computer Englncering D iv i s ion ,  1982 t a  1983. 
.General Chairman, 1984 ASHE In te rna t i ona l  Computers 'In Engineer- 
i n g  Conference and E x h i b i t ,  August 1984. 

P E 9 f F E S I O N A L  'Organized and chaffed t h e  " F i r s t  National Conference on Remotely 
C O N F E R E N C E S  Manned Systems" h e l d  a t  the C a l i f o r n i a  I n s t i t u t e  of Technology, 

September 13-15, 1972, 
'Chairman, F i r s t  In ternat ional  Symposlum an Theory and Pract ice 
of Robots and Manipulators, Session on Kinematics and Dynamics, 
tldine, I ta ly ,  1973. 

'Chairman , 17th Annual Human Factors Society Convent ion, Session 
on Remote Control Applications, New York, 1974. 

*Organized and Chaired the "Second Conference on Remotely Manned 
Systems -0  Technology and Applications,' h e l d  a t  the Univers i ty  
o f  Southern Ca l i f o rn ia ,  June 11-13, 1975, 

.Chairman, Jo int  Automatic Control Conference, Session on Man- 
Machine Systems, San Francisco, May, 1977. 
Session Organizer AIAAJNASA Conference on Y m a r t  Sensors , NASA 
Langley Research Center, Hampton , V l r g l n i a ,  Novenber 14-16, 1978. 

*Chairman Annual Rocky Mountain Guidance and Control Conference, 
Autonomous Systems Session 
1979. 

*Chafrmn, In te rna t i ona l  Computer Technology Conference, Robots 
and Manipulators Session, ASME CENTURY 2, San Franci s to ,  
Caf i forn ia,  August 12-15, 1980. 

*Organizer and Program Chairman o f  the Conference on Automted 
Declsion Making and Problem Solv ing ,  May 19-20, 1980, NASA 
Langley Research Center. 

.Organizer of the NASA Workshop on Automation and Future Hissions 
i n  Space, Pajaro Dunes, C a l i f o r n i a ,  June, 1980. 

Keystone, Colorado, February 24-28, 

NASA AWARDS *New Technology Award f o r  "Analysis o f  Space Vehic le 
Structures Using the Transfer Function Concept ," 1969. 

*New Technology Award for  " F i n i t e  Element Formulation for 
Linear  Thermviscoelast ic  Materi  a1 s ," 1970. 
.New Technology Award f o r  "Optimum S t ruc tu ra l  Design Based on 
Re1 i abi li ty Analysl s ," 1971. 

'New Technology Award for  "Analy t ica l  Procedure f o r  Estimating 
Reliability o f  Randomly Encited Structures," 11971. 

.U, S. Patent 3-568-874 for "Pressure Seal ,* 1971. 
'New Technology Award f o r  "Optlmlzation o f  Structures on the Basis 
o f  Fracture Mechanics and Re1 i ab1 l i  t y  C r i t e r i a  ,* 1974. 

*'Hew Technology Award for "Analysis of  Linear Viscoe las t i c  
Structures ," 1979, 

.Cert i f icates of Recogni t l o n  f o r  t he  Creat lve Development o f  
Technology for t he  years 1974 and 1979. 
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J O U R N A L  " E d i t o r  f o r  "Robot I C s ,  Manipulators  and Man-Machine Systems," 
ED I TOR I n t e r n d t i o n a l  Journal  o f  Mechanism and Machine Theory, since 

1975. 

1981. 
"Associate E d i t o r ,  ASME Journal  for  Computer Engineer lng,  s ince  

'Consulting on Harbour Systems f o r  AtowPowered V e s s e l s  and 

"Consul tant an Space Systems f o r  EUROSAT, Geneva, Swl tner land,  

'Cons u 1 t a n t  on Ro bot i c Sys t ems , Log i s t i c Te chn 01 ogy 

'Consultarrt on I n d u s t r l a l  P r o d u c t l v i t y ,  TRW, s ince  1982. 

CONSULTING 
P r o t e c t l v e  St ruc tures ,  Hamburg, Germany, 1963, 

1980. 

I n t e r n a t i o n a l ,  s ince 1981. 

MISCELLANEOUS "Concel ved and developed speech control led wheel  cha i r /man ipu la to r  
system f o r  quadr lp leg i c  p a t i e n t s .  The system was demonstrated 
t o  t h e  U.S. Committee for  t h e  Employment o f  t h e  Handicapped by 
i n v i t a t i o n  o f  t h e  Pres ident  o f  t h e  Un i ted  States and t o  t h e  
Un i ted  States Congress i n  1976. 

I NDUSTRI AL EMPL O Y  MEN T 

3 FT "- Program Manager 
PROPULSION 
L.ARORATORY Autonomous Systems and Space Mechanics E 1976 t o  present.  

'Responsible f o r  l ead ing  a n d  managing t h e  JPL rosearch and 
devel opment program f a r  autonomous systems and space mechanics 
f o r  t he  space program. 

'JPL Representat ive t o  the  NASA Large Space Systems Technology 
Program, 1977 t o  1981. 
JPL Reprcsent t i ve  t o  t h e  NASA I n t e r c e n t e r  Working Group f o r  
Automated Operations, 1979 t o  1982, 

*JPL ~ ~ ~ r ~ ~ ~ ~ ~ a ~ i ~ ~  t o  the NASA Payloa orking Groupp 
1979 t o  1981. 

QChairman, JPL' Plan lng  Committee fa r  Autonomous Systems Techno- 
logy ,  1981. 

T e c h  i c a l  Manager 

Advanced Technical  Studi  es O f f l e e  , February 197l-Noverrber 1976. 

"Responsible f o r  managfng and d f r e c t l n g  advanced systems s tud les  
For t he  fo rmu la t i on  o f  m l  s s l o n  p l a n s  and devel apment requ i  re- 
ments f a r  t h e  Space T ranspor ta t i on  System and f e r  remote 
mated  e x p l o r a t l ~ n  and opera t i on  I n  space. 

Program Manager 

Lunar Exp lo ra t i on  Of f l lce Nat iona l  Aeronautics and Space Adrnl- 
n i s t r a t i o n  Headquarters  , February 1,970-1971. 

"Qn J P b  assignment t o  NASA Headquarters, responsl b l c  f o r  Apgrl l o  
Lunar Surface? Exp lo ra t i on  System def1w.l t l o n s  nagemnt  and 
eoord ina t lon  i n v o l  v lng  several NASA Centers and con t rac to rs ,  
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J PL 
{cone 'd 

GENERAL 
E L E C T R I C  

McC DDNNELL 
A I R C R A F T  
CORPORAT I ON 

PAUL 
ME 1 0 L I NG E R 

HEWITT 
ROB I NS 

D I C K S O N  
d EVANS 

H.W. H INZ,  
A r c h i t e c t s  

Research S i i p rv i so r .  

S t r u c t u r a l  Mechanf c s ,  November 1966-Februa ry 1970. 

------ 

Responsible f o r  t h e  d e f i n i t i o n ,  d i r e c t i o n ,  coord ina t ion ,  
and management o f  t h e  research and advanced development 
a c t i v i t i e s  o f  t h e  Dynamical and S t r u c t u r a l  Systems Research 
Croup as  r e l a t e d  t o  unmanned space programs. 

Manager 

Space Mechanics Systems, General E l e c t r i c ,  M i s s i l e  Space 
D i v i s i o n ,  Space Science Laboratory, one year .  

Responsible f o r  t h e  d e f i n i t i o n ,  d i r e c t i o n ,  coord ina t ion ,  and 
management o f  s t r u c t u r a l  and mechanics systems research r e l a t e d  
t o  reen t ry  systems, composite m a t e r i a l s ,  f l u t t e r ,  c o n t r o l  
problems, thermal s t resses,  economic t r a d e - o f f ,  operat ions 
research, e tc .  

Sci ent  i s t  

General E l e c t r i c ,  Miss? l e  Space n i  vdsion, Space Science Labora- 
to ry ,  one year. Studied and c o n t r i b u t e d  t o  the  t h e o r i e s  of 
systems under random environmental  inpu ts .  

S t  e Louis,  one year. Es tab l i shed t h e o r e t i c a l  procedure f o r  
mu I t 1  -component system ana lys i  s adaptable t o  exper i  rnent a1 i n p u t s  
and v e r i  f i c n t l o n .  Conducted t h e o r e t i c a l  i n v e s t i g a t i o n s  on t h e  
c o r r e l a t i o n s  between i n t e r a c t i n g  systems when subject t o  random 
envf ronmental Inputs .  

New York, 3 1/2 years. 
executed s t r u c t u r a l  and c o n t r o l  dynamics ana lys i s  o f  Bel 1 
Laboratory  TSX-1 Antenna f o r  t h e  T e l s t a r  System. 
charge of desfgn f o r  p r o t e c t i o n  o f  equipment and s t r u c t u r e s  
aga ins t  shock and excessive acce le ra t ions .  
research stutifes on ocean and ground submerged s t r u c t u r e s  
sub jec t  t o  shock and random Inpu t .  

New York, t h r e e  yea rs .  
of complex s t r u c t u r e s  and automated machine systems f o r  m a t e r i a l  
and i n d u i t r l  a1 hand1 1 ng. 

Toronto, Canada, t w o  years. Responsible f o r  ana lys fs  and des ign 
of  machines and s t r u c t u r e s  f o r  i n d u s t r t a l  handl ing.  

Completely organized, managed, and 

I n  respons ib le  

Executed t h e o r e t i c a l  

Responslble f o r  t h e  a n a l y s i s  and design 

Hamburg, Germany, t h r e e  years. Planned, organlzed, supervised, 
and adminf s te ted  the  c o n s t r u c t l o n  work and assoc ia ted  f i n a n c l  a1 
a f f a i r s  f o r  f o u r  o f f i c e  bu l l d ings .  
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Ralph L. Mol!is 

Dr. Hollis received the B.S. degree in physics from Kansas State University in 1964, and the M. 
S. degree in physics, also from Kansas State University in 1965. From 1965 until 1970 he was em- 
ployed by the Ailtonetics Division of North American Aviation, where he was engaged in computer 
siniulation of space flight vehicles. Beginning in 1970, h e  attended the University of C 'srado, re- 
ceiving the P1i.D. degree in solid state physics in 1975. After a brief postdoctoral appointment at. the 
University of Colorado, lie was a National Science Foundation / Centre Nationale de Researche 
Scientifique Exchange Scientist at IJniversite de Pierre et Marie Curie, Paris for part of 1976-77. In 
1978, he joined IBM and has worked at the IEM Thomas J.  Watson Research Center in fields of 
lilagnetism, acoustics, and robotics. We has received two IBM Invention Achievement Awards and 
is niariager of the Robot Technology group in the Automation Research department. 
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LESLIE PACK KAELBLING 

Computer Scientist 
Artificial Intelligtnce Center 
Computer Srienre and Technology Division 

SPECLALIZED PROFESSIONAL COMPETENCE 
Planning systems; coniinonsense reasoning; programming languages, and compilers 

REPRESENTATIVE RESEARCH ASSIGNMENTS AT SRI 
lmpieriientation of a graphic simulation of robot design, and implementation 

of a verifiable langi~age for robot control; 
Research on situated planning and karning. 

OTHER PROFESSIONAL EXPERIENCE 
Research Assistant, .John McCnrthy , Stanford University; research on commonsense 

Teaching Fellow, Stanford University; taught introductory computer science courses. 
Research Assistant, STAR Laboratory, Stanford Wniversity; computer programming 

rrasoriing and planning 

ACADEMIC BACKGROUND 
A.R.,  Logic and Philosophy of Formal Systems (1983), Stanford University 
hlasters Student in  Computer Science Science (l983-1984), Stanford [Jniversity 
P h  D. Student in Computer Science (1984 to present), Stanford University 
Rrscarch Fellow, Center for the Study o f  Language and Information (1985 to present), 
Stanford University 

PROFESSIONAL ASSOCIATIONS AND HONORS 
Association for Computing hlachinery 
Arn~ric3n Association for Artificial Intelligence 
Institute of Electrical and Electronics Engineers 
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July 1985 

Arti fie i a1 Intelligcnes e Laboratory 

Stanford University 
Stanford, California 94305 

Department of Computer Science 

Born: February 12, 1937 

Citizmskip: Japan 

Education: 
B.S. in Electrical Engineering 
University of Tokyo, 318 

M.S. in Electrical Engineering 
University of Tokyo, 1962 

PhD. in Electronies 

1965-1 96% 
Research %'ellow 
Cornprater Science Department 
Central Research Laboratory 
Hitachi, Ltd. 
Kokubunji, Tokyo 184, Japan 

Main activities: 
During this period, I designed the microprogramming and cpu architecture of 
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a HITAC pilot computer and the design- automation system for D new computer 
system. 

1 968- 1071: 
Assist ant Professor 
Electrical Engineering Department 
Hosei University 
Kognnei, Takyo 184, Japan 

Courses taught: 
Computability Theory 
Elementary Mathematics 

Main activities: 
During this period, I taught courses in elementary mathematics and 
introductory computer sciences. I also pursued research in the field of 
context-free language and automats theory. 

1971-1972 
Associate Professor 
Computer Science Department 
University of Eteetr~Communications 
Chofu, Tokyo 182, Japan 

Courses taught: 
Artificial Intelli, eence 
Language and Automata Theory 
Cornputability Theory 
Fortran Programming 
Assembly Language Programming 

Main activities: 
Since this was a newly created department, I participated in the 
establishment of a computer center and a corresponding curriculum plan. 
I conducted research programs for many graduate students and was the 
chairman of the graduate course. My research activities were in the theory 
of computation and robotics during this time. 

1977-1 084 
Professor 
Institute of Information Sciences 
University of Tsukuba 
Sakura, Ibaralci 305 Japan 
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Corlrses taught: 
Artificial Intgelligenee I,II,IU 
Language and Automats Theory 
Robotics 

Main activities: 
I was the coordinating head of an  elementary course in informatioa prscessirmg 
for aAB freshmen i m  the University. No other university in Japan provides 
this type ob course. My duties as head were ~ ~ ~ i ~ ~ t ~ ~ ~ i v @  
also the head of the committee to select a comprutcr system for education use. 
My research activities include construction of a family of ~ ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~ ~ $  
robots sYamabicoli,m and a novel formal system, K-system, for providing 
~ ~ ~ ~ ~ v a ~ ~ ~ ~ e  of program., More details about the robot project are given 
elsewhere in this vitae, 

aature, I was 

1984-present: 
Research Associate 
Artificial Intelligence Lab 
Department of Computer Science 
Stanford University 
Stanford, @A 0430.5 

Main activities: 

Thomas 0. Binford and am acting as a subleader of the mobile robot 
project. The SMOOTH DRIVER system is a part of the ac 
I am also responsible QZP subfields of r e d  time control of mo 

g algorithm for mobile 
robots, 

Vehicle) project sponsored 
by DARPA. T h e  Stanford group i s  cooperating B r earch Rroup at fU&DS 
who is working on the planning system ob fiv. Architecture, vkion 
interface, terrain representation and planning are again included in 
my interests. 

involved in the robotics research g a u p  directored by Professor 

1 of the world for mobile robots an 

aking a part of the ALV(Autoxaorno 

1978-1972 
Visiting Professor 
Northwestern University 

Evmston, K 60281 
ent of Electrical Engineering and Computer Science 

Courses taught: 
Operating System Evaluation and Measurement 
Computer Architecture 
Seminar in Artificial Intelligence 
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Main activities: 
I pursued research in robotics and mathematical theory of program with my 
colleagues in Japan. I also saw many professors and researchers at 
the University and other organizations engaged in the same research areas to 
discuss the latest results. 

Professional Activitiw 

Robotics Society of Japan: 
Chief of the Editorial Board, 1983; 
Director, 1983; 
Member of Editorial Board, 1983-84 

Main activities: 
I am one of the founding members of this society. f hnd worked with 
Dr. Nakano of the  Mechanical Engineering Laboratory of MITI to organize the 
society before it was was faunded in January 1983. I am now in charge 
of establishing an international edition of an international edition of the 
Journal of the Robotics Society of Japan. 

International Symposium on Industrial Robots: 
Member of the Organizing Committee for the 15th ISIR in 1Q85. 

International Con ferencc on Advanced Robotics: 
Member of the Organizing Committee for the 1985 IICAR. 

Association fur Computing Machinery: Member. 

IEEE Computer Society: Member. 

Japan Industrial Robot Association: 
Member of Special Interest Group on Standardization of Robot Languages. 

Institute of Electronics and Communication Engineers of Japan: Referee. 

In formation Processing Society of Japan: Member. 

Japan Atomic Energy Research Institute: 
Advisory Committee on Dismantling Atomic Power Plant, and research 
consultant on their project of disassembling an old atomic power-plant. 
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g i c d  Research Associafion of Medical and VIVelfare ~~~~~~a~~~~ 
Advisory Cornmitte on Development of Patient Care Mobile Robot for the 
Handicapped. I pa tkipate in designing patient care mobile robots. 

itectuse for Red Time obot Control, Real Time 
em, Trajectory Generation, Rep=  
Environment using Sonic R 
em, Planning, Coacurre 

Robot ManipuJabor Standard Lsngua 

computer vision: 
3%) Recognition by Active Control of Viewpoints, Dynamic See 
Mobile Robots, Line Fin ing by using Area Generation. 

Artificial In tell igence: 
~ e ~ ~ ~ § ~ ~ t a ~ i 0 ~  of Robot Intelligence, Production System/Prob 

77ixm-y of Programs: Equivalence, Correc t n w ,  Complexity, 
\ 
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David Miller 
Curriculum Vita 

October 14. 1985 

David Miller 
411 Clay S.W. 
Blacksburg, Va 24060 
(703) 953-0013 

Department of Computer Science 
Virginia Polytecttuic Instititute 

Blacksburg, Va 24061 
(703) 961-6075 

EDUCATION: 

l Q 8 1 r  B.A. With Honors in Astronomy, Wesleyan University, Middletown, Ct. 

1985: Ph.D. Computer Science, Yale University, New Haven, Ct. 

POSITIONS HELD: 

Full 85 -pteoent: Assistant Professor of Computer Science, Viriginia Polytechnic Institute and State Uni- 
versity, Blacksburg, Virginia 

Fall 81 -Spring 85: Research Assistant, Yale University, Department of Computer Science, New Haven, 
Connecticut 

Fall 84: Visiting Instructor, Wesleyan University, Department of Mathematics, Middletown, Connecticut 

Spring 82-Spring 84: Teaching Assistant, Yale University, Department of Computer Science, New Haven, 
Connecticut 
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CAREER HIGHLKG 

Edward M. Oblow 

Education: 

Work: 

Pub1 ieat ions:  

Meetings : 

Columbia Univ., N.Y.  

Columbia Univ., N.Y .  

B.S. 

M. s. 
Nuc1. Eng. 

Eng. S c i ,  0, 
Appl.  Phys. 

X-ray expe p i  men ts 

Col umbi a Uni vera4 ty 
Research Assoc. 

ron t ranspor t  and cross sect ion 

Oak Ridge Nat iona l  Lab. 

on t ranspar t  and cross sect ion 
and experiments s e n s i t i v i t y  

Fusion reactor shie ld ing,  
physics theory and experi- 
f a s t  reactor safety  and thermal 
i c s ,  energy-economy modeling 

Approximately 188 reports and journal 
pub1 i c a t i o n s  w i  t k  major e f f o r t s  i n  
diverse aspects a f  s e n s i t i v i t y  theory, 
fusion and f i s s i o n  reactas s h i e l d i n g  
(bath experimental and theo re t i  ea1 ) , 

por t  theory 
and fleutran C W S S  Section and trans- 

Represented U.S. i n  three i n t e r n a t i o n a l  
specialists meetings i n  reac to r  sh ie ld ing  
and s e n s i t i v i t y  theory i n  France, Aus t r i a  
and Rssssia 

19612 

1957 

1970 

1964 

1970-71 
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College o f  Engineering 
RESEARCH RESUME 

KARL N, REID, JR. 

P r o f e s s o r  and Head 
School o f  Mechanical and Aerospace Eng ineer ing  
O k l  ahorna S t a t e  U n i v e r s i t y  

ACADEN IC BACKGROUND 

Sc.D., Mecnanical Engineer ing,  Massachusetts I n s t i t u t e  o f  Technology, 1964 
M.S. , Mechanical Engineer1 ng, Oklahoma S t a t e  U n i v e r s i t y ,  1958 
B.S., Mechanical Eng ineer ing ,  Oklahoma S t a t e  U n i v e r s i t y ,  1956 

MAJOR AREAS OF INTEREST 

Systems Ana lys i s ;  Automat ic  C o n t r o l  
F1 u i d  C o n t r o l  Systems 
I n s t r u m e n t a t i o n ;  Computer-Aided Design 

PROFESSIONAL EXPERIENCE 

Head, School of Mechanical and Aerospace Engineer ing,  Oklahoma S t a t e  
U n i v e r s i t y ,  1972-present;  Professor,  1970-present;  Assoc ia te  
Professor ,  1967-19714; A s s i s t a n t  P ro fesso r ,  1964-1967. 

Chairman, CAD/CAM and Robo t i cs  Th rus t ,  Co l l ege  o f  Engineer ing,  Oklahoma 
S t a t e  U n i v e r s i t y ,  1981-present. 

D i r e c t o r ,  Center f o r  Systems Science, Co l l ege  o f  Engineer iny,  Oklahoma 
S t a t e  U n i v e r s i t y ,  1968-1972. 

I n s t r u c t o r ,  Department of Mecnanical Engineer ing,  Massachusetts I n s t i t u t e  
o f  Technology, 1960-1964; C o o r d i n a t o r  o f  Eng ineer ing  P r o j e c t s  
Labora to ry ,  1961-1963; Teaching A s s i s t a n t ,  1959-1960; Research 
A s s i s t a n t ,  1958-1959. 

Engineer ,  O f f i c e  of t h e  Post  Engineer,  U.S. Army, F t .  R e l v o i r ,  V i r g i n i a ,  
1958. 

Engineer ,  Research Departrnent, Y i c k e r s  Inc., D e t r o i t ,  Michigan, Summer 
1957. 

Consu l tan t  t o  va r ious  f i r m s  i n c l u d i n g :  Westinghouse E l e c t r i c  Corp., G u l f  
Insurance Co., S c o v i l l  Manuf. Co., L i b e r t y  Mutual  Ins.  Co., Economics 
Labora to ry ,  A i r  Products  & Chemicals Inc., S t i h l -Amer i can  Co., 
N a t i o n a l  I n s t i t u t e s  o f  Heal th ,  0. M. S c o t t s ,  Inc., Exxon Corp. 

Educa t iona l  Consu l tan t  t o  t h e  N a t i o n a l  Science Foundat ion and U.S. Agency 
f o r  I n t e r n a t i o n a l  Development; Organizer  and l e c t u r e r  a t  Summer I n s t i -  
t u t e s  on F l u i d i c s  and Con t ro l  Eny inee r ing ,  Coimbatore, I n d i a ,  Summers 
1969 and 1970. 

Co-organizer  and l e c t u r e r  f o r  two-week courses on F l u i d  Power C o n t r o l  a t  
M.I.T., 1959, 1962, and U.C.L.A., 1961; Co-organizer  and l e c t u r e r  f o r  
two-week course on i n s t r u m e n t a t i o n  f o r  Measurement and Con t ro l  a t  
M.I.T., 1963; L e c t u r e r ,  two-week workshops on F l u i d  Con t ro l  Systems a t  
M.I.T., 1965, and Penn. S ta te ,  1966; Q i r e c t o r  and L e c t u r e r ,  two-weert. 
workshop on F l u i d  C o n t r o l  Systems a t  OSU, 1968. 
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RESEARCH EXPERIENCE 

P r i n c i p a l  I n v e s t i g a t o r ,  Oak Ridge National L a b o r a t o r i e s ,  research  needs 
assessment i n  intell i g e n t  machines f o r  u n s t r u c t u r e d  env i ronments ,  

P r i n c i p a l  I n v e s t i g a t o r ,  N a t i o n a l  Sc ience Founda t ion  g r a n t  t o  t h e  A.S.M.E., 
n a t i o n a l  research  needs assessment i n  des ign methods and computer 
g r a p h i c s ,  machine dynamics, t r i b o l o g y ,  dynamic systems and c o n t r o l ,  

e l e c t r o h y d r a u l i c  se rvova lves ,  1980-present. 

5ys terns 1976-1977. 

r e s i s t a n c e  dev i ces ,  1974-1976. 

ernpl o y i  ny hydroinechani c a l  t r a n s n i i  s s i  ons, 1973-1975, 

c o n t r o l  i n  v e h i c l e  p r o p u l s i o n  systems, 191.3. 

sponsored Center  f o r  Systems Science, 1969-1912. 

models f o r  m u l t i p l e - a x i s  tasks ,  1969-1970. 

f l u i d i c s  i n  m i l i t a r y  v e h i c l e  p r o p u l s i o n  systems, 1967-1972. 

1969. 

f l u i d i c  dev i ces ,  1964-1969. 

1983-1984 

1982-1984. 
P r o j e c t  D i r e c t o r ,  Moog S e r v o c o n t r o l s  Inc. ,  dynamic b e h a v i o r  o f  

P r o j e c t  C o - D i r e c t o r ,  Corps of Engineers ,  h y d r a u l i c  t r a n s i e n t s  i n  pumping 

P r o j e c t  D i r e c t o r ,  U.S. A rmy  Harry Diamond Labs, h y d r a u l i c  v o r t e x  

P r o j e c t  D i r e c t o r ,  General  E l e c t r - i c  Cs., v e h i c l e  p r o p u l s i o n  systems 

P r o j e c t  D i r e c t o r ,  U.S. Army H a r r y  Diamond Labs, f l u i d i c  t e m p e r a t u r e  

P r o j e c t  D i r e c t o r ,  N a t i o n a l  Sc ience Founda t ion  and S t a t e  o f  Oklahoma 

P r o j e c t  D i r e c t o r ,  Boe ing  Co., S y n t h e s i s  o f  human o p e r a t o r  mat.hematica1 

P r o j e c t  D i r e c t o r ,  U.S, Army Tank Au tomot i ve  Cen te r ,  t h e  a p p l i c a t i o n  o f  

P r o j e c t  D i  r e c t o r  A1 1 i s  Chalmers, p u l  s a t i n y  f l o w  h y d r a u l  i c systems, 1966- 

P r o j e c t  D i r e c t o r ,  U.S. Army H a r r y  Diamond Labs, f l u i d  f l o w  phenornena i n  

PROFESSIONAL AFFILIATIONS 

N a t i o n a l  Sc ience Founda t ion  - Member, A d v i s o r y  Sub-Committee, Mecoan ica l  

Massacnuset ts  I n s t i t u t e  a f  Techno logy  C o r p o r a t i o n  - Mernber, V i s i t i n g  

American S o c i e t y  o f  Mechan ica l  Eng ineers  - V i c e  P r e s i d e n t ,  Soard on 

E n g i n e e r i n g  and A p p l i e d  Mechanics D i v i s i o n ,  1981-1984. 

Committee f o r  Mechanical  E n g i n e e r i n g  (1979-p resen t ) ,  

Cummunications (1984-1986);  C o n s u l t i n g  E d i t o r  (1980-1982), S r .  
Techn ica l  E d i t o r  (1976-1980), E d i t o r  (1974-1976), Assoc. E d i t o r  (1971- 
1973), ASME T r a n s a c t i o n s l J o u F n a l  o f  Dynamic Systems, Measurement -and  
Control': Chairman (i!%ij-1381) V i c e  C h a i  rman (1978-1980')-; Member 
-(T976-1981), E x e c u t i v e  Committee, Dynamic systems C o n t r o l  D i v i s i o n ;  
Chai rman, F l u i d i c s  Committee (1968-1970); Member, A p p l i e d  Mechanics 
Reviews A d v i s o r y  Commi t t e e  (1979-1952); Member, Pub1 i c a t i o n s  
Committee, Pol i c y  h a r d  Communications (1979-1981); Member, Board on 
Communications (1981-1984);  Chairinan, ASME T r a n s a c t i o n s  Board o f  
E d i t o r s  (1979-1982); Member Execut l ' ve  Committee, C e n t r a l  Oklahoma 
S e c t i o n  ( 1 9 7 2 - p r e s e n t ) .  

American I n s t i t u t e  f o r  A e r o n a u t i c s  and A s t r o n a u t i c s  (1919-p resen t ) .  
American S o c i e t y  o f  E n g i n e e r i n g  Educa t ion  (1964-p resen t ) ;  Chairrnan, 

P u b l i c a t i o n  P o l i c y  Board,  ME U i v i s i o n  (1981-1984);  A s s o c i a t e  E d i t o r  of 
Mechanical  E n g i n e e r i n g  News (1968-1978); Member, S r .  Rcsearcn Award 
Comini t t e e  (1976-1982). 
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PROFESSIONAL AFFILIATIONS 

I n t e r n a t i o n a l  Federa t i on  f o r  Automat ic  Con t ro l  - U.S. Represen ta t i ve  t o  

American Automat ic C o n t r o l  Counci l  - ASME D i r e c t o r  (1983-1984); Chairman, 

Oklahoma S o c i e t y  o f  P r o f e s s i o n a l  Engineers (1974-present) ,  
N a t i o n a l  S o c i e t y  o f  P r o f e s s i o n a l  Engineers (1974-present) .  
F l u i d  Power S o c i e t y  (1962-present) .  

I n t e r n a t i o n a l  Techn ica l  Committee on Components (1970-1974 and 1979- 
1984). 

Components Committee, (1972-1981); Chairman, I n s t r u m e n t a t i o n  Committee 
(1981-1983). 

HONORS AND AbfARDS 

E l e c t e d  ASME Fel low, 1983 
ASME Centennia l  Meda l l i on ,  1980 
Ou ts tand ing  Teacher i n  Co l l ege  o f  Engineer ing,  1967 
West3rn E l e c t r i c  Ou ts tand i  ny Teacher Award, 1972 
Oklahoma Soc ie ty  o f  P r o f e s s i o n a l  Engineers:  

Ou ts tand ing  Eng ineer ing  Achievement Award f o r  a "Center f o r  Systems 
Science a t  Oklahoma S t a t e  U n i v e r s i t y , "  1971; Ou ts tand ing  Eng ineer ing  
Acnievement $%ward f o r  t h e  "Development o f  a F l u i d i c a l  l y  C o n t r o l l e d  
Lung V e n t i l a t o r , "  1973; blonder o f  Eng ineer ing  Award f o r  t h e  
"Development o f  an E x t e r n a l  Hear t  Massage Device," 1973 

Execu t i ve  o f  t h e  Year, S t i l l w a t e r  Chapter, N a t i o n a l  S e c r e t a r i e s  
A s s o c i a t i o n ,  1980 

American Men o f  Science 
P i  T a u  Sigma, S i g m a  Tau, Phi Kappa P h i ,  Sigma X i ,  Blue  Key, Omicron D e l t a  

Kappa 
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WRK ADDRESS: 

B I  of B i l l  D. Richard 

Sandia National Lalaoratories 
Exploratory Developent Division - 5268 
P. 0. Box 5800 
Albuquerque, NM 871135 
(505) 844-8414 

2709 c m  Ct, NE 
Albuquerwe, NM 87112 
(505) 293-4017 

Bachelor of Science - Summ C m  Eaude, Mathmtics,/ 
Physics, 1974, Eastern New Mexico Uiiiversity 

m ~ t t ~  of Science, Mathanatics/Cmpiter Science, 1976, 
Texas Tech University 

Additional graduate level courses i n  Mathmatics, 
Cmputer Science and Electrical Engineering ccmpleted 
through Sandia National Labratories 

Undergraduate awards received i n  Mathematics, Physics, 
and Mil i tary Science 

5-76 to 11-80 - Sandia National Laboratories, M e m b e r  of 
L;sbratcsry Staff,  Systms Analyst specializing in 
scientific sys?xms develapent involving statistical and 

al processing applications. 

Date of Bir th  - 
Wife - Charla Annette R i c h a d  
Children - W i l l i a m  Nathaniel Richard (4-3-81) 

- Jonathan David Richard (4-16-84) 
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DR. ROBERT B. TILOVB 

Robert B .  Tilove received his Ph.D. i n  Electrical Engineering 
from the University of Rochester in 1981. He is a senior staff 
research scientist in the Computer Science Department of General 
Motors Research Laboratories in charge o f  research in machine 
perception and robotics. Prior to joining GM in 1981, Dr. 
Tilove was a research assistant with the Production Automation 
Project at the University of Rochester and chief analyst of t he  
PADL-2 solid modeling project. His research interests include 
geometric modeling, CAD/CAM, cowputer vision, and autonomous 
mobi 1 i ty . 

September 1985 



STANLEY J. ROSENSCPIEPN 

Director 
Artificial Intelligence center  
Computer Science and Technology Division 

SPECIALIZED PROFESSIONAL COMPETENCE 
Artificial intelligence, computational linguistics, programming languages 

REPRESENTATIVE RESEARCH A T  BRli (elnee 1 
Project leader, OXR contract: “Distributed Artificial Intelligence” 
Research on natural language semantics and formal models of planning 

OTHER PROFESSPONAL EXPERIENCE 
Associated Computer Scientist, RAND Corporation, Santa Monica, CA. 
Lecturer, Tcchnion-Israel Institute of Technology, Haifa, Israel 
Associate Research Scientist, Courant Institute, New York liniversity 

ACADEMIC BACKGROUND 
A B .  (1971), Columbia University 
M.S.E. (19731, Electrical Engineering, University of Pennsylvania 
Ph .D.  (19;5), Computer Science, University of Pennsylvania 

REPRESENTATWE PWBLXCATPONS 
“Plan Synthesis: A Logical Perspective,” Proceedings of In ternat ional  
Joint Confereitce o n  Artijicial Intelligence, 
tlniversity of British Columbia, Vancouver, British Columbia (1981) 

Programs that Converse,” Elements of Discourse Understanding,  
A .  K. Joshi, R.  Webber, and I. Sag (eds.), Cambridge University Press (1981) 

Waf.erman and F. Hayes-Roth (eds.), Pattent-Directed In ference  S y s t e m s .  
New York: Academic Press (1978) 

Coniputatinnal Processes,” In ternat ional  Journal  of M a n - M a c h i n e  Studies, 
10. pp. 121-138 (1978) 

Artificial Intdldgence, 9 pp. 287-306 (1977) 

Decomposit.ion of Predicates,” in Sta t i s t ica l  Methods in Linguis t ics .  
Skriptor, Sweden (1976) 

Coauthor “A LISP-Based System for the Study of Schenkerian Analysis, 
Computers and the Humanities,  10, pp. 21-32 (1976) 

“Wow Does a System Know When to Stop Inferenchg,” A m ~ r i c a n  JQIlrnUl o f  
Computational Linguistics, Microfiche 36, (Winter 1975) 

“Abstract Theories of Discourse and the Formal Specification of 

“The Production System: Architecture and Abstraction,” in D. A. 

Coauthor “Schenker’s Theory of Tonal Music-Its Explication through 

Coauthor “Making Computational Sense of Montague’s Intensional Logic,” 

Coauthor “Some Problens of Inferencing: Relntinss of !nferencing to 

PROFESSIONAL ASSOCIATIONS AND HONORS 
Executive Committee, Association for Computational Linguistics 
Reviewer, International Joint Conference 

Association for Computing Machinery 
Cognitive Science Society 
American Association for Artificial Intelligence 

Artificial Intelligence, 
JACM, Computing Machinery 
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C. K. Weisb in  

119 Newhaven Road 
Oak Ridye,  TN 37830 
Da te  o f  B i r t h  - 1-4-44 
C i t i z e n s h i p  - USA 
Sex - Male 

AC AD EM I C EDU CAT 1 0 tl 

Employee Number - 012772 
Company S e r v i c e  Date - 9-10-73 
C learance - C u r r e n t  Q 
M a r r i e d  - two c h i l d r e n  
S o c i a l  S e c u r i t y  # 050-34-9483 
Bus iness  - (615)-574-6186 
Home - (615)-482-4886 

- F o r e i g n  Languages - Read, French - Geriiian 

1969 - D o c t o r a t e  Degree, Columbia U n i v e r s i t y ,  New York, New York 
M a j o r  - Nuc lear  E n g i n e e r i n g  and Nuc lea r  Reactor  E n g i n e e r i n g  
Minor - A p p l i e d  Phys i cs  
Thes is  T i t l e  - " A  New !,loments S o l u t i o n  t o  t h e  Neutron T r a n s p o r t  

Equ a t i on I' 

1965 - Mas te rs  Degree, Co1ufitbia U n i v e r s i t y ,  New York, New York 
M a j o r  - Nuc lea r  E n g i n e e r i n g  and Nuc lea r  Reactor  E n y i n e e r i  ng 
M i n o r  - A p p l i e d  Phys i cs  

1964 - Bache lo rs  Degree, P o l y t e c h n i c  i n s t i t u t e  o f  Brook lyn ,  NeN York 
M a j o r  - Chemical E n g i n e e r i n g  dnd N u c l e a r  C h e n i s t r y  
M i n o r  - Chemis t ry  

ADDITIONAL ACADEMIC EDUCATION 

8/1981 - 3.6 c o n t i n u i n g  e d u c a t i o n  u n i t s ,  The George Washington U n i v e r s i t y ,  
School o f  E n g i n e e r i n g  and. A p p l i e d  Sc ience - A p p l i c a t i o n s  o f  Reli-  
a b i l i t y  and R i s k  Analysis w i t h  Emphasis on Nuc lea r  PovJer P l a n t s  

ACADEMIC POSIT IONS 

9/1984 t o  - A s s o c i a t e  Profgssor  o f  Computer Sc ience,  I J n i v e r s i  t y  o f  T'cnncssee 
p r e s e n t  C lass :  A r t i f i c i a l  I n t e l l i g e n c e  
10/1985 t o -  
p r e s e n t  Member, E d i t o r i a l  3oa rd  o f  "Exper t  Magazine: I n t e l l i g e n t  

Systems and Their A p p l i c a t i o n . "  
1/1984 t o  - 
p r e s e n t  Member, E d i t o r i a l  3oard of Nuclear. Sc ience R E n g i n e e r i n g  

PROFESSIONAL AND A C A D E M I C  HONORS 

1965 - Sigma Chi 
1964 - B.S. Nuc lea r  E n g i n e e r i n g  Cum 1.aude 
1964 - Tau Beta  P i  
1962-64 - AEC Fellow, Uean's  L i s t  

-- 
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TECHNICAL ~ SPECIALTIES 

Perforrn SJork - Arti f i c i  a1 I n t e l  1 i genee 
Robot i cs 
Process Cont ro l  Systems 
Energy Supply, Demand a 
Reactor Physics 

d Fore  a 

Career I n t e r e s t s  - A r t i  f i  c i  a l  Intel 1 i gence 
Robot i 2s 
Process Cont ro l  Systems 
Reactor Physics 
Energy Technology Assessment 

PROFESSIONAL EXPERI ENCE 

t i  ng 

11/82 - Present 

12/80 ~. Present 

10/77 - 12/80 

9/10/73-10/'17 

4/70 - 9/73 

5 / 6 9  - 4/70 

D i  r e c t o r  o f  the  Center f o r  Engineering Systems Advanced 
Re s ea I- ch ( C E S AR ) 

Sec t i on  Head, Simu la t i on  and E v a l u a t i o n  o f  Energy 
Systerrrs, Administer the a c t i v i t i e s  o f  two groups w i t h i n  
the Sect ion 

Group Leader, Reactor Methods and Data Development, 
Engi n e e r i  ng Physi cs and Plathema t i  cs D i  v i  s i  on, ORNL 

P r o j e c t  Leader, Engineer ing Physics and Mathematl cs  
D i v i s i o n ,  ORNL 

Research S t a f f  Meniber, Nuclear D a t a  Research Group, 
Los A1 anios Nat iona l  Laboratory  

Research Associate,  Columbia U n i v e r s i t y  - Post Doctoral 
Research f o r  Professor M. Gal d s t e i  n 

PROFESSIONAL SOCIETIES MEMBERSHIP .̂..._ I___-.-._. 

Pechni c a l  Committee - Pattern Ana lys i s  and Machine Intel 1 i gence 
I n s t i t u t e  o f  Electrical and E l e c t r o n i c  Engineers 
American Society of  Mechanical Engi neen  
Arneri can Nuclear Soci ety 
Robotics I n t e r n a t i o n a l  /SME 
American A s s o c i a t i o n  f o r  t h e  Advancement o f  Science 
Arneri can Defense Preparedness A s s o c i a t i o n  
Tau Beta P i  
Sigma X i  
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SPECIAL LABORATORY/DQE/MARTIN MARIETTA ASSIGNMENTS -- 
1985- Present 

1985-Present 

5/83 - Present 

2/82 - 7/83 

1979 - 81 

1975 - 81 

1980 

M a r t i n  M a r i e t t a  Corporate S t e e r i n g  Committee on 
A r t i f i c i a l  I n t e l l i g e n c e  

M a r t i n  M a r i e t t a  Energy Systems, Inc.  Energy Technologies 
Cornmi t t ee 

Qi r e c t o r ,  Center f o r  Engi n e e r i  ng Systems Advanced Research 

D i  r e c t o r s  Carbon Dioxide In fo rmat  i on Center 

Leader, ORNL Model V a l i d a t i o n  Group 

EPRI  Coordi n a t a r  f o r  Nuclear Data Requi rements and Appl i c a t i  ons 

UCND Management Course 

OTHER SPECIAL -ASSIGNMENTS 

1985 

1985 

1980-1982 

1979-1980 

1919-1981 

1977-1983 

1972-1983 

1912-1984 

1971-Present 

1971- 1982 

1971- 1983 

Chairman and Organizer,  1985 DOE/ORNL Nat iona l  Workshop 
on ‘“1 anni  ng and Sensi ng f o r  Autonomous Navi g a t i  on. ‘I 

Prograin Chai rman, Second I n t e r n a t i o n a l  Conference on 
A r t  i f i c i  a1 I n t e l  1 i gence Appl i c a t  i ons , IEEE 

Program Committee Member, 1982 Reactor Physics and Ther- 
mal Hydrau l i cs  Topica l  Meeting, Kiamesha Lake 

Technical  Program Committee f o r  t h e  Reactor Physics, 
Idaho Topica l  Meeting, September 14-18, 1980 

ASTM €10.05 Subcommittee (S tandard iza t ion  o f  Dosimetry 
as Par t  o f  E10 Committee on Nuclear Technology 
Appl i c a t  i o n  1 
Cross Sect ion Eva lua t ion  Working Group, Data Tes t ing  and 
A p p l i c a t i o n s  Committee Chairman 

Committee on Computer Code Coord ina t ion  

ANS 19: Physics o f  Reactor Design Standards Committee 

American Nuclear Soc ie ty  Sh ie ld ing ,  Mathematics and 
Computation, and Reactor Physics D i v i s i o n s  

Reactor Physics D i v i s i o n  Technical  Program Committee 

Code Eva lua t ion  Working Group 
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OTHER SPECIAL ASSIGNMENTS ( con t inued)  

1971- 1983 Cross Section E v a l u a t i o n  Working Group (Codes and For- 
mats, Data  Test ing,  F i s s i o n  Products, and S h i e l d i n g )  

1977-1979 Reactor Physics D i  v i  s i  on Program Committee Chai m a n  

1965-1979 Reactar Phys ics  D i v i s i o n  Program Committee Chai mian 

CIJ RRE NT SU PE R V  I SOR Y RES PONS I B I L I 'r Y 
__l_l._l_.. 

Monthly - 22 
kaeekly - 5 
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