
3 Y45b 02687b4  3 



.... . . . . . . . .  

t /  

, -  
. . . .  .- . . . . . . . . .  . ' .  - -  . . . . . .  

. . . . . . . .  . . . . .  . ~~ I - .  . . .  

- ,  . , 

. .  

. . . . . . . .  . .  . . . . . . . . . .  - . . . . . . . . . . . .  ---- 



ORNL/TM-lOSOB 
D i s t r i b u t i o n  
C a t e g o r y  UC-25 

Metals and C e r a m i c s  D i v i s i o n  

T H E  INTERGRANULAR SEGREGATION 
OF BORON I N  S U B S T O I C H I O M E T R I C  N i 3 A 1  

A .  C h o u d h u r y  

D a t e  Publ ished:  C ' e c e m b e r  1987 

Prepared for t h e  
O f f i c e  o f  B a s i c  Energy Sciences 

KC 02  01 05 0 

Prepared by the 

Oak R i d g e ,  Tennessee 37831 
operated by 

MARTIN MARIETTA ENERGY SYSTEMS,  I N C  . 
for t h e  

U.S. DEPARTMENT OF ENERGY 
under C o n t r a c t  D E - h C 0 5 - 8 4 0 R 2 1 4 0 0  

OAK R I D G E  NATIONAL LABORATORY 

3 4 4 5 5  0268764 3 





AC . . . . . . . . . . . . . . . . . . . . . .  rjx 

c w 
1 . . . . . . . . . . . . . . . . . . . . . .  

s 1 I . GENERAL CQ . . . . . . . . . . . . . . . . .  
2 I1 . TIKG Ni . A I  SYS%EM . . . . . . . . . . . . . . . .  

XI1 ~~I~~~~~ OF QRDEFGD INTERMETALLICS . . . . . .  4 . 
E A$TD PROPERTIES OF NilAl . . . . . . . . . . . .  10 

IV . COWOSITIQNU EFFECTS ON FLOW OF G P R I E  . . .  21 

3 . EFFECT QF BORON ON PROPERTIES OF Ni3Al . . . . . . . . . .  26 
. . . . . . . . . . . . . . . . . . .  26 

. . . . . . . . . . . . . . . . .  39 

I . XACROSCOPIC DESCRIPTION . . . . . . . . . . . . .  39 

I1 . GEONEmICAL ASPECTS . . . . . . . . . . . . . . .  4Q 

111 . DISLOCATION MODELS . . . . . . . . . . . . . . . .  44 

IV . P EA1vF. MTCKING MODELS . . . . . . . . . . . . . .  46 

V . STRUCm&/POLYHEDRAL UNIT MODELS . . . . . . . .  46 

V I  . E Q U I L I B R I U M  DEFECTS I N  G1;AXN BOUNDARIES . . . . .  46 

VI16 . SPECIAL BOUND IES VS G E M X A L  BOUNDARIES . . . . .  50 

I X  . G R A I N  BOUNDARIES IN L1z SUPERLATTICE ALLOYS . . . .  50 

X . GRAIN BO'JNBARU STRUCTURE AND SEGREGATION . . . . .  52 

iii 



5 . ImEXFAcIlbl, SEGREGATION .m y-e, TmRMoDm.e$lICS . . . . . . . .  55  

I . 6N$BODUCTXON . . . . . . . . . . . . . . . . . . .  5 5  

11 . I r n R F A C I B T A  EhTRGY . . . . . . . . . . . . . . . .  55  

I11 . GRAIN BOUPJIIAWY SOLLm SEGREGATION . . . . . . . . .  61 

XV . INTERFACT AT, RERMOilY3A?I  TCS . . . . . . . . . . . .  7 1  

6 . INTERGRANULM F H A C ~ R E  . . . . . . . . . . . . . . . . . .  85  

I . EFFECT OF SEGREGATION ON G R A I N  BOUNDARY 
C O ~ S I O N  . . . . . . . . . . . . . . . . . . . . .  88 

I1 . BRITTLE FRACTRZE AND THE GRIFFITH C R ~ T E R I U N  . . . .  9 7  

III . NEARLY BRXTTTX G R A I N  E O U J A R Y  CRACKS . . . . . . .  102 

IV . ATOMIC BONDING . . . . . . . . . . . . . . . . . .  104 
7 . AUGER E14EC"i"RON SPECTROSCOPY . . . . . . . . . . . . . . .  107 

I . BAGKGROUNI> . . . . . . . . . . . . . . . . . . . .  107 

11 . TIE AUGER PROCESS . . . . . . . . . . . . . . . . .  118 

111 . EXPERIMENTAL Y&THOD FOR OBTAINING AUGER SPECTRA . . 1 2 1  

I V  . THE C Y L I N D R I C A L  MIRROR ANALYZER . . . . . . . . . .  124  

V . QI.JANTIFIC~ATION OF AES DATA . . . . . . . . . . . .  123  

VI . C a m x m I o N  UEPTPE PROFILING . . . . . . . . . . . .  133 
V I 1  . VACUJUM PUMPS .. A SHORT NOTE . . . . . . . . . . . .  143 

8 . EXPEMIMENTAL PROCEDURE . . . . . . . . . . . . . . . . . .  145 

I . IrUrne)DUCTII)N . . . . . . . . . . . . . . . . . . .  145 

11- ALLOY PREPARATION . . . . . . . . . . . . . . . . .  145 
III . HEAT TREATHENTS . . . . . . . . . . . . . . . . . .  150 

iv 



EMENT OF COOLSEG RATE ~ ~ T A I ~ ~  I N  
WATER QUENCHING . . . . . . . . . . . . . . . . . .  155 

V . CATHODIC HYDROGEN CHARGING AND C O P P E R  P L A T I N G  . . .  162 

VI . T E N S I L E  FRACTURE AMI AtJGEIZ ANALYSIS . . . . . . . .  169 
VI1 . ROGEN R E L E A S E  DURING FRAC E . . . . . . . . .  174 

V I I I .  SEN FXACTOGXAPHY . . . . . . . . . . . . . . . . .  175 

9 . EXPERIMENTAL RESaTS . . . . . . . . . . . . . . . . . . .  178 

QDUCTION . . . . . . . . . . . . . . . . . . .  178 

I1 . I N - H O U S E  STANDARDS . . . . . . . . . . . . . . . .  178 

111 . REPRODUCIBILITY . . . . . . . . . . . . . . . . . .  1 7 9  

IV . EFFECT OF TE3RMA.L H I S T O R Y  ON EXTENT 
OF SEGREGATION . . . . . . . . . . . . . . . . . .  135 

V . EFFECT OF HYDROGEN CHAEGING ON L E V E L  OF 
SEGREGATION . . . . . . . . . . . . . . . . . . . .  203 

VI . ADEQUACY OF COOLING RATE OBTAINED I N  WATER 
QUENCHING . . . . . . . . . . . . . . . . . . . . .  205 

V I 1  . EFFECT OF BULK BORON LEVEL . . . . . . . . . . . .  207 
V I 1 1  . KINETIC ASPECTS . . . . . . . . . . . . . . . . . .  220 

10 . DISCUSSIONS . . . . . . . . . . . . . . . . . . . . . . .  231 

I . ImcmucTIm . . . . . . . . . . . . . . . . . . .  231 
I1 . D E T E C T A B I L I T Y  OF BORON IN AUGER ANALYSIS . . . . .  231 

111 . CHEMICAL mArxxs . . . . . . . . . . . . . . . . .  234 

IV . Q U A N T I F I C A T I O N  OF G R A I N  3OUNDARY BORON L E V E L  . . .  236 
V . ENRICHHEMI' R A T I O S  TIE SATURATION EFFECT . . . .  238 

INDING ENERGY CONCEPTS . . . . . . . . . . . . . .  240 

V I I  . BINDING ~~~~Y CALCULATIONS . . . . . . . . . . . .  243  



VI11 . KINETICS . . . . . . . . . . . . . . . . . . . . .  254 

11 . CONCLUSiONS Am FUTU-RE WORK . . . . . . . . . . . . . . .  265 

I . CONCLUSiONS . . . . . . . . . . . . . . . . . . .  245  

11 . FIJTUREWORK . . . . . . . . . . . . . . . . . . .  266 

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . .  2616 

APPENDIXES . . . . . . . . . . . . . . . . . . . . . . . . . .  269 

A . THEORETICAL QUAN6TiFXCATION OF AES DATA . . . . . .  281 

B . CONVERSION OF AUGER DATA TO CUNCEKITA'TIONS 
(AT(1MIC PERCENT) IN 'I3IIS DISSERTATION . . . . . .  287 

I . I m 0 I ) U C T i O N  . . . . . . . . . . . . . . . . .  287 

I1 . PEAK HEIGTITS . . . . . . . . . . . . . . . . .  287 

IXI . ATOPf FRACTION CALCULATIONS . . . . . . . . . .  29 1 

V i  



PAG t: 

4-2. Planar  faults in L12 structures ranked in order of 
decreasing fault eciergy (CSF . highest fau l t  energy) . . .  I ‘3 

d - 1 .  Designat iun of aila2s used in t h i s  study . . . . . . . . .  147 

6 - k .  S i ~ m a ~ - y  of saluplas and heat  treatments used for t he  
klnneL1.JS sLudi;es . . . . . . . . . . . . . . . . . . . . .  154 

9-5. k e s u l r s  cjf Auger an70iyses on 25 grain boundary points 
poincs on cme r ’YilLt i i re  s;urfc;p;e . . . . . . . . . . . . . .  188 

9 - 1 .  icesults e3k Auger analyses  on 5 0  g-a in  boundary points 
C I l h  or:* I r aLLurc  sarfsce . . . . . . . . . . . . . . . . .  132  

9- 8 .  k z n j  ‘I-s of A u g e i  a n a l y s i s  OR samples w i t h  d i  fferent 
theilrlall rpisturies . . . . . . . . . . . . . . . . . . . . .  200 

9 - 3 .  K e s u i t s  ob Auger a n a l y s i s  o f  uncharged and h y t l ~ ~ g e n  
c‘aialgeci samples with similar tkernral histories . . . . . .  204 



9 - 1 0 .  Results of Auger analysis on samples containing 
different levels of boron in the bulk and subjected to 
different thermal treatments . . . . . . . . . . . . . . .  210 

9-11. Results of Auger analysis on samples used 
in the kinetics studies . . . . . . . . . . . . . . . . . .  221 

10-1. Nominal and analyzed boron level in the 
four alloys studied here . . . . . . . . . . . . . . . . .  235 

1 0 - 2 .  Ya and Y' (WQ) for-the four alloys . . . . . . . . . . . .  245 

1 0 - 3 .  Calculated effective binding energy of boron for the 
four alloys as a function of M . . . . . . . . . . . . . .  246 

a 0 
1 0 - 4 .  Y and Y for the two alloys as a function of temperature 

for 1000 minutes isochronal annealing . . . . . . . . . .  25 1. 

10-5. The calculated effective binding energy of boron in t w c i  
alloys as a function of temperature . . . . . . . . . . .  2.52 

10-6. a2 and the values required to calculate it for the 
three cases considered . . . . . . . . . . . . . . . . . .  259 

10-7. tl and the values used to find it for the three 
c8ses considered . . . . . . . . . . . . . . . . . . . . .  260 

10-8. D and the values used to calculate it for the two valid 
cases . . . . . . . . . . . . . . . . . . . . . . . . . .  262 

1 0 - 9 .  Comparison of D and Q as calculated in this work with 
0 comparative cases reported in the literature . . . . . . .  263 

B - 1 .  Raw peak height data (in mm> for sample 860019D and 
vertical expansion factors . . . . . . . . . . . . . . . .  290 

B-2 .  Peak height data from Table E-1 normalized to a 
vertical expansion factor of 1.0 . . . . . . . . . . . . .  291 

B - 3 .  Peak height data from Table B-2 corrected for elemental 
sensitivity factors . . . . . . . . . . . . . . . . . . .  233 

B-4 .  The ratio of corrected peak heights fox the boron 179 e V  
peak to the nickel 102 eV peak, the calculated atom Eractions 
of boron and the enrichment ratios . . . . . . . . . . . .  294 



LIST OF FIGURES 

FIGURE 

1-1. 

1-2. 

1-3. 

1-4. 

2-1. 

2-2. 

2-3. 

2-4. 

2-5. 

3-1. 

3-2. 

The A1 . Ni phase diagram (Ref, 6) . . . . . . . . . . . . .  
Yield stress as a function of test temperatures for Ni3A1- 
base Aluminide alloys, Hastelloy X, and type 316 
stainless steel (Ref. 7)  . . . . . . . . . . . . . . . . . .  
Comparison of density compensat:ed ultimate tensile 
strength (as a function of temperature) of advanced aluminides 
(B-doped Ni3A1 + 0.5 - 1.0 at. % Hf) with commercial alloys 
(Ref. 7) . . . . . . . . . . . . . . . . . . . . . . . . . .  
Sources of grain boundary britt:leness and design of ductile 
Ni3A1 by microalloying with Type I and Type I1 dopants 
(Ref. 7) . . . . . . . . . . . . . . . . . . . . . . . . . .  
The ordered NijAl structure ( L I , ) .  
a-Ni, 0-Al(Ref.15) . . . . . . . . . . . . . . . . . .  

Proportional limit as a function of temperature for an 
ordered nickel-base alloy 
(20% Al, 10% Fe, 70% Ni) (Ref. 15) . . . . . . . . . . . . .  
Schematic diagram of [ TO11 dislocation bowing between 
cross slipped segments on (111) slip plane (Ref. 19) . . . .  
Four types of faults in A3B alloy wi.th Ll, structure. 
Three successive (111) planes are shown, large, medium and 
small circles representing atoms in upper, middle and lower 
planes respectively and open and closed circles representing 
majority and minority atoms respectively (Ref. 19) . . . . .  
Dislocation dissociations on (111) planes that appear to 
be important in L l ,  ordered alloys (Ref. 19) . . . . . . . .  
Temperature dependence of tota3. elongation of NiJAl single 
crystal(Ref. 9 )  . . . . . . . . . . . . . . . . . . . . . .  

PAGE 

3 

5 

6 

8 

11 

12 

15 

18 

20 

27 

Plot of room temperature tensile elongation and ultimate 
tensile strength as a function of aluminum concentration to show 
the alloy stoichiometry effect ( R e f .  4 0 )  . . . . . . . . . .  30 

ix 



3 - 3 .  

3 - 4 .  

3 - 5 .  

3 - 6 .  

3 - 7 .  

4 - 1 .  

4 - 2 .  

4 - 3 .  

SEM f r ac tog rapm of Ni3AL doped with 0 . g 5  wt. X B y  stowing 
the effect of alloy stoichiometa y cpii f rac ture  Prcixavior 
ac i w m  temperature.  ( a )  24 a t .  t A i ,  terxsiie fractured; 
(b) 24.5 a x .  Y, A l ,  w n s i l e  f L a c i u r e d ;  ( c )  2 4 - 8  at. % A I ,  
te11siI.e izactuted (RF?. LO) . . . . . . . . . . . . . . . .  31 

Plat of room teioperature tensile properties as a function 
of boron concentration for Ni3Al ( 2 4  a t .  % A I ) .  A l l  
specimens were recrystallized f o ~ -  3Q minutes at. l000'C 
( R e f . 4 . Q )  . . . . . . . . . . . . . . . . . . . . . . . . . .  33 

35 

36  

41 

D S C - L a t t i c e s  formed by intea.y~~netratirig (001)  planes of 
simple cubic lattices rotated with respect to one ailotirer by 
angle 0 around [ O O J .  J ( 0  = 28.1' or 5' -17). The base vector of 
t h e  DSC lattice is Shawn at the center o f  the diagram; also 
shown is the CSL (Ref. 50)  . . . . . . . . . . . . . . . . .  4 5  

6.. 

X 



4 - 4 .  

5-1. 

5 - 2 .  

5-3 .  

5-4. 

5-5. 

5-6 .  

5 - 7 .  

5-8. 

5-9. 

5-10. 

Perfect grain beaklndary edge dislocation in a tilt boundary 
formed by rotating simple cubic lattices with respect to one 
another around [ O O l ]  by 8 = 28,1"(1 = 17). Grain boundary 
dislocation (encircled) is seen as .a dislocation in the 
DSC lattice (square mesh). Burgers Vector of dislocation is 
one mesh spacing of DSG-Lattice (Ref. SO> . . . . . . . . . .  
Schematic illustration of the various types of interfaces 
that  may exist in crystalline materials (Ref. 58) . . . . . .  
Schematic diagram of the wariation of the boundary energy 
vs tilt angle 8 .  
relationships that correspond to higher order 
twins (Ref. 60) . . . . . . . . . . . . . . . . . . . . . . .  

The cusps are located at orientation 

Schematic diagram of a simple tilt: grain boundary 
(Ref. 61). . . . . . . . . . . . . . . . . . . . . . . . . .  
Schematic representation of a 38" <loo> tilt boundary in a 
simple cubic crystal (Ref. 62) . . . . . . . . . . . . . . .  
Hypothetical interatomic potential. for A - A  and B - B  bonds 
(Ref. 62). . . . . . . . . . . . . . . . . . . . . . . . . .  
Plot of effective binding energy vs temperature for several 
values of grain boundary tension 7' (Ref. 61) . . . . . . . .  
A closed system €9 illustrating the cancepts of a physical 
interface (hatched) and Gibbs dividing surface 1 . . . . . .  
Real ( a )  and model ( b )  systems. In the model system, the 
phases a and B are assumed homogeneous up to t h e  dividing 
surface 1. 
to the area in black (c) and is assumed tolexist in the  
hypothetical surface 1 ( c f )  . . . . . . . . . . . . . . . . .  

0 The number of moles adsorbed n. is equal 

48 

56 

59 

60 

62 

6 3  

69 

72 

7 5  

Idealized variations in volume coxicelitration, cj , of the 
jth component in the general two phase (multicomponent) system 
for cjA # c jB .  
the dividing surface. ( b )  Effective positive adsorption. 
(e) Effective negative adsorption (Ref. 69) . . . . . . . . .  82 

(a) No excess for a symmetric distribution about 

(a) Junction of three grain boundaries. The junction l i n e  is 
perpendicular to the plane of the paper. (b )  Junction between 
grain of phase 6 and two grains 05 phase a. The junctian line 
is perpendicular to the plane of rhe paper (Ref. 6 3 )  . . . .  84 

xi 



5-11. Equilibrium between grain boundary and surface free 
energies (Ref. 6 3 )  . . . . . . . . . . . . . . . . . . . . .  85 

6-1. Grain boundary cohesive energy, requiied f o r  propagation 
of a crack along a solute segregated boundary (Ref. 41) . . .  89 

6-2. ( a )  Free energy-separation diagram for a grain boundary 
uniformly separating along its boundary plane. 
(b) Corresponding normal stress-separation diagram. 
Broken lines represent changes wizh solute adsorption 
(Ref. 80) . . . . . . . . . . . . . . . . . . . . . . . . .  90 

6 - 3 .  Composition, vs distance, 2, profiles across ( a )  a 
grain boundary, ( b )  a free surface created by rapid fracture 
of the grain boundary in ( a > ,  ( c )  a free sur face  created 
by equilibrilyrn separation of the bulk concentration, CR, - 

b(Ref.62) . . . . . . . . . . . . .  93 

6 - 4 .  A schematic diagram showing the effect of solute segregation 
an the solute chemical potential of free (cavity) surfaces, 
pi, and grain boundaries, f o r  two types o f  solutes. 
(a) The solute has a strong tendency to segregate to grain 
boznndaries but not to free surfaces, and (b) the solute 
tends to segregate more strongly to free surfaces than 
to grain boundaries (Ref. &I) . . . . . . . . . . . . . . .  96  

V N  * 

6 - 5 .  Schematic of am elliptical, Griffith type crack 
(Ref. 4 2 )  . . . . . . . . . . . . . . . . . . . . . . . . .  98 

6 - 4 .  Schematic of a Barenblatt type crack (Ref. 6 2 )  . . . . . . .  100 
6 - 7 .  Schematic of the plastic deformation associated w i t h  a 

propagating grain boundary crack ( R e f .  4 2 )  . . . . . . . . .  103 

7 -  1. Energy distribution N(E)  of back-scattered slow 
electrons as a function of their energy. 
of the primary electrons (Ref. 100) . . . . . . . . . . . .  108 

EP is the energy 

7 - 2 .  Experimental measurements o f  inelastic mean free path 7 ( E ) ,  
for pure elements (Ref. 102) . . . . . . . . . . . . . . . .  111 

7 - 3 .  Schematic representation of electron scattering in AES 
(Ref. 102) . . . . . . . . . . . . . . . . . . . . . . . . .  1 1 2  

7 - 4 .  The regions of surface analysis, thin f i l m  analysis and 
bulk analysis (Ref. 103) . . . . . . . . . . . . . . . . . .  113 

Xii 



7 - 5 .  X Ray problem made it impossible for early ion gauges to 
register below l o - '  Torr. 
positive ions (dark dots) that struck the collector and were 
counted. 
( w a v y  arrows]. 
they liberated electrons, causing a photoelectric current that 
could not be distinguished from the current resulting from 

Electrons from the filament created 

But electrons reaching the grid produced X rays 
When the X rays struck the large-area collector, 

ion impact (Ref. 105) . . . . . . . . . . . . . . . . . . .  116 
7-6 .  Bayard-Alpert gauge avoided the X ray problem by putting 

the heated filament cathode outside the grid and making the 
collector a thin axial wire. 
collector still gathers positive ions, but because of its small 
area it intercepts fewer X rays and therefore emits a smaller 
photoelectric current (Ref. 105) . . . . . . . . . . . . . .  117 

The negatively charged 

7-7. Comparison of the Auger transition with the more familiar 
process of X-ray fluorescence (Xef. 58)  . . . . . . . . . .  120 

3 - 8 .  Auqer electron and X-ray yields per K - electron vacancy as 
a function of the atomic number 7, (Ref. 107) . . . . . . .  122 

7 - 9 .  Schematic diagram of a cylindrical mirror analyzer and 
associated electronics (Ref. 113) . . . . . . . . . . . . .  126 

7-10. Diagrammatic depiction of the arrangement of a CMP, 
(Ref. 114). . . . . . . . . . . . . . . . . . . . . . . . .  127 

7-11. Secondary electron spectra from a nickel alloy, obtained 
using a CMA (Ref. 58) . . . . . . . . . . . . . . . . . . .  130 

7-12. Schematic diagram of a sputter chamber and associated 
ci.rcuits diagram (Ref. 113) . . . . . . . . . . . . . . . .  134 

7-13. Principles of sputtering profile evaluation: conversion 
of a measured sputtering profile 1 = f(t) to a t r u e  
concentration profile c = F(z)  (Ref. 117) . . . . . . . . .  138 

7-14. Definition of depth resolution AZ. For an error function 
profile, AZ = 2a where Q is the standard deviation 
(Ref. 118) . . . . . . . . . . . . . . . . . . . . . . . . .  139 

8-1. Figure illustrating the deleterious effect of sulphur 
even in the presence of boron (Ni +- 24 at. % A1 + 500 wppm 
B + 30 wppm S) ;  ( a )  typical Auger spectrum from grain 
boundary, ( b )  typical fractograph . . . . . . . . . . . . .  149 

xiii 



8-2. 

8 - 3 .  

8 - b .  

8-5*  

8-6. 

8 - 7 .  

8 - 8 .  

8-9 .  

8-  10"  

8-11. 

8-12.  

9 - 1 .  

9 - 2 .  

9 - 3 .  

9 - 4 . .  

Schematic remesentat ion o f  thermal  t~ea tmen t  ~ i s e d  in 
thjs s tndy  . . . . . . . . . . . . . . . . . . . . . . . . .  1 5 1  

Schematic diagram of setup f o r  water qlianching . . . . . . .  1.56 

Time-temperature p r o f i l e  from strip c h a r t  r eco rde r ;  f i r s t  
run f o r  de te rmina t ion  of cooling r a t e  i n  water quenching . . 158 

Tine-temperature  p r o f i l e  ob ta ined  from storage 
sscilloscn~e; s ~ : c o ~ X  ~ i m  f o r  de te rmixa t ion  of coa l ing  rate i n  
wa%ar auenchlng . . . . . . . . . . . . . . . . . . . . . .  159 

Time-temperature p r o f i l e  ab ta ined  from storage 
o s c i l l o s c o p e ;  t h i r d  run f o r  de te rmina t ion  of cool ing  rate i n  
water qiienching . . . . . . . . . . . . . . . . . . . . . .  161 

Schematic r e p r e s e n t a t i o n  of sequence of S ~ R P C ;  used t o  
hydrogen charge,  copper p l a t e  and fracture samples prior t o  
Auger a n a l y s i s  . . . . . . . . . . . . . . . . . . . . . . .  164 

Schematic r e p r e s e n t a t i o n  of experimental  s e t u p  used f a r  
ca thad ic  hydrogen charging of samples . . . . . . . . . . .  166 

Schematic r e p r e s e n t a t i o n  o f  experimental  s e t u p  used f o r  
copper p l a t i n g  of samples . . . . . . . . . . . . . . . . .  168 

Schematic diagram 04 P H I  5 9 0  Scanning Aiager Microprobe (SAHj 
and t h e  F rac tu re  and In t roduc t ion  System (FATS) . . . . . .  170  

( a )  Side view o f  gr ips  and sample assembly u.;ed for 
t e n s i l e  f rac ture  o f  samples i n  FAIS. ( b )  Schematic diagram 
showing r ibbed face of tungs ten  shim . . . . . . . . . . . .  1 7 1  

RGA t r a c e  obta ined  dur ing  t e n s i l e  f r a c t u r e  of hydrogen 
charged sample showing "bursts'' o f  hydrogen release . . . .  1 7 6  

Secondary e l e c t r o n  image of g r a i n  boundary on which t e n  
p o i n t s  ( i d e n t i f i e d  by l e t t ers )  were an-alyzed . . . . . . . .  183 

Schematic diagram showiPig s p a t i a l  distribution of boron 
(Bl) 0x1 t h e  g r a i n  boundary shown i n  P i g .  9 - 1  . . . . . . . .  184 

D i s t r i b u t l n n  o f  boron l e v e l s  on one f r a c t u r e  su r face  
( 2 5  points analyzed) . . . . . . . . . . . . . . . . . . . .  189 

D i s t r i b u t i o n  of boron l e v e l s  on one f r a c t u r e  su r face  
(50 poi.nts analyzed) . . . . . . . . . . . . . . . . . . . .  193 

x iv  



9-8, Dis t r ibu t ion  of intergranular boron as a funct ion of 
dis tance  from the centerline of the sample I 
( a )  100 q S ) m  boron, sample R600?9D. (b) so0 wppm bOPO*), 
sarnnlt.. 860013FI, ( c )  1000 wpnm 2xrem. s4m,pls 860018H . . . .  206 

9-10.  Scanning electron fractanraahs of Sd: sarncles 
c c m t a i n i n q  d i f f e r e n t  l e v ~ l ,  nf barean in the bulk . . . . . .  209 

9-11. Imml o f  segmpated b e r m  (Bilk) as a fiinctiian of bulk 
borran level; WQ ssmples . . . . . . . . . . . . . . . . . .  21-1 

9 - 1 5 .  D i s t ~ i h u t i ~ n  af segreqatpd boron - effect o f  biilk baron 
level: ( a )  SC or SA samples, 
(b )  wg samples (p .  217) . . . . . . . . . . . . . . . .  236-217 

9-16. Distrr ihut ion o f  ~ t . . g ~ e g a t e d  h n r m  - e f f e c t  of thatma1 
h i s t o r y :  ( a ]  I00 wppm Fearan i n  t h e  bul-k, (b) 400 wppm boron 
jn the bulk,  ( c )  500 wppm boron In the bulk ,  and 
(d> l O O a 3  q p m  bornrt in the hnlk (p .  219) . . . . . . . .  218-229 

9 - 1 7 .  Grain boundary boron IewI (BI) as a function Q E  t i m e  at 
700"c far the a11np containing 1.00 wppm hnxon 
in the hnlk . . . . . . . . . . . . . . . . . . . . . . . .  222 



9-18.  Grain bowdaxy boron level (R1) as a function of time at 
700°C far the alloy containing 1000 wppw boron 
inthebulk . . . . . . . . . . . . . . . . . . . . . . . .  223 

9-19. Grain boundary boron level (81) as a function of time at 
5008@ for the alloy containing 1000 wppm boron 
in the bulk . . . . . . . . . . . . . . . . . . . . . . . .  224 

9-20. Grain boundary boron level (El) as a function of tem- 
perature for an annealing time of 1000 minutes in the alloy 
containing 100 wppm baron in the bulk . . . . . . . . . . .  226 

9-21. Grain boundary boron level (Bl) as a function of tempera- 
ture for an annealing time of 1000 minutes in the alloy 
containing 1000 wppm boron in the bulk . . . . . . . . . . .  227 

9-22. Grain boundary boron level (Bl)  as a function of tem- 
perature for an annealing time of 1 minute in the alloy 
containing 100 wppm boron in the bulk . . . . . . . . . . .  228 

9-23. Grain boundary boron level (El) as a function of tem- 
perature for an annealing time of 1 minute in the alloy 
containing 1000 wppm boron in the bulk . . . . . . . . . . .  229 

9 - 2 4 .  Grain boundary boron level (Bl) as a function of tem- 
perature for an annealing time of 13,000 minutes in the 
alloy containing 1000 wppm boron in the bulk . . . . . . . .  230 

10-1. Nomogram relating the beam current (I ), analysis time (T) B and the factor H (Ref. 126) . . . . . . . . . . . . . . . .  233 

10-2. Comparison of grain boundary boron level and enrichment 
ratio as a function of bulk boron level . . . . . . . . . .  239 

10-3.  The effective binding energy of boron at the grain boundaries 
for the €our alloys as a function of M . . . . . . . . . .  247 

1 0 - 4 .  Schematic illustration for the decrease in effective binding 
energy as a function of increasing bulk boron level . . . .  249 

10-5. The binding energy of boron as a function of temperature in 
alloys containing 100 and 1000 wppm boron in the bulk . . .  253 

10-6 .  Change of grain boundary concentration with time for initial 
U 0 
0 

concentration X 
(Ref. 63)  . . . . . . . . . . . . . . . . . . . . . . . . .  255 

to final equilibrium concentration X- 



B - 1 .  Typical 0 t o  300 eV differentiated Auger spectrum obtained 
from an intergranular point. Peak heights for elemental 
peaks are measured as shown . . . . . . . . . . . . . . . .  286 

B-2. ( a )  Typical 0 to 2000 eV differentiated auger spectrum 
obtained from an intergranular pciint. Peak heights 
for elemental peaks are measured as shown. (b) The 
0 to 300 eV region from ( a ) ,  sho-m 
expanded (p. 288) . . . . . . . . . . . . . . . . . . .  287-288 

xvii 





This dissertation would not have been possible without the a s s i s t a n c e  

and ~~~~~~~~e~~~~ a€ W U ~ P Q U S  people; I srsuld like t o  express my sincere 

thanks an9 gratitude to them. 

not csmprehensi\pe and fer any unwitting oaissions, I extend my apologies. 

e help and guidance of my adwisors, Dr. C .  L. 

The following list of people is probably 

D-a. C. 8 .  Brooks;, in matters both technical and personal axe acknowledged 

with respec,t and gratitude. DF. @. T. Lxu of the Oak Ridge National 

Laboratory was immensely helpful in provFding direction, assistance and 

e n ~ ~ ~ ~ a g e m e n t  i n  the course sf this research; t~ him I s h a l l  remain 

indebted  for th i s .  The encouragement, i n  terms o f  personal attentiveness 

ta the. progress of the research, provided by Br. J. 6, Stiegler i s  a l s o  

grataful1g-l acknowledged, Dr. E. E. Stansbury provided help and insight on 

nimerous occasions and for this I offer ay sincere thanks to him. 

e members of the Allay Behavior and Design group at Oak Ridge 

Matianal Laboratory deserve thanks for their help and pat ience in what 

must often have appeared to be pesky “graduate student problems,’P Tne 

f a l lowing  deserve special mention in t h i s  regard: X. A .  (Ray) Padgett, 

E. Ha (Elmer) Lee, S. M. (Maggie) Winsbro, D. E. (Herschel) Pierce, 

J. 0. (Jim) Scaxbrough, G. M. (Gwen) S i m s ,  and C. L. (Carnie) Dowker. 

Dr. R ,  E. Clausing and Lee Heatherly earned my respect and gratitude 

on occasions too numerous ta mention with their he lp  in terms o f  putting 

prsblems in perspective. The respite f r o m  these provided by Lee and Ray 

on QUK numerous fishing t r i p s  shall xesnah with me as very pleasant memories 



J. Nave and Carolyn Angel deserve my thanks for the frequent occa- 

sions when I tried their patience in terms of photographic work. 

Alma W. McDonald, Patsy T. Thorntan and Patricia H. Wilson must 

surely have drawn from their enormous reserves of patience, f o r  while I 

gave enough instigation for exasperation, I came through the preparation 

of this dissertation without crutches. They deserve my sincere thanks for 

a job excellently executed in the typing and preparation of this disses- 

tation. Mary Threat from their office deserves my thanks for the many 

"rush jobs" I put her through. 

At the University of Tennessee, the following people have put up with 

me for s ix  years; to them I owe thanks and gratitude: Babby L .  McGill, 

Ted A .  Long, Eon L .  Johnson, Steve A .  Stiner, Michael R. Neal, 

Howell B. Thompson and his entire staff, 1. F. (Sancy) Hail, 

Betty K. Frazier, Phyllis R. Davis, Elizabeth S. Turner, Phyllis L. Klindt, 

Inez C. McDonald, Kay €I. Davis, Aileen W. Caglc and Albert W ,  Carter. 

My fellow graduate students were instrumental in making my stay at 

U.T. enjoyable. 

The financial support provided by Dr. J. E. Spruiell in terms of a 

graduate teaching assistantship during the initial part of my Ph. D. 

effort is gratefully acknowledged. The present research was financially 

supported by Subcontract No. 7685 PAS90 with The University of Tennessee 

and Netals and Ceramics Division of the Oak Ridge National Laboratory 

operated by Hartin Marietta Energy Systems, Inc., under contract 

DE-AC05-84QR214QO with the U.S. Department o f  Energy. 



TKE INTERGRANULA? SEGREGATION 
OF BORON IN SUBSTOICHIOMETRIC Ni3Al"' 

A .  Chouljhury 

ABSTRKT 

The intermetallic compound NiJAl offers promise as an 
excellent candidate material f o r  high temperatiire applications. 
In addition to its unusual property of increasing strength 
with temperature (until -70OoC), it has excellent corrosion 
and oxidation resistance. 
has been shown to be dramatically effective in improving its 
inherent intergranular brittleness. It has also been observed 
that this improvement results from the strong tendency of boron 
to segregate to the grain boundaries of Ni3A1. This research 
deals with the first detailed stutly of the segregation behavior 
of this beneficial segregant. By virture of its surface 
sensitivity, Auger electron spectroscopy was c-hosen as the 
technique adopted to study this ssgregation. The strong eCfect 
of segregant level on the grain boundary strength level can be 
controlled by thermal history variations and by variations in 
the level of solute in the bulk. Cathodic hydrogen charging 
was shown to be a potent tool in opening up otherwise cohesive 
boundaries for analysis. At a more fundamental level, the 
effective binding energy of boron at the grain boundaries of 
NjJAl was calculated from experim2ntal data; it was found to 
vary between 0 .2  and 0.45 eV. Thl2 kinetics of segregation have 
been investigated; the present set of kinetic studies were 
shown to be inadequate to find a diffusion coefficient and that 
temperatures lower than those studied here need to be used. As 
an associated investigation, a set of elemental standards were 
developed for the particular scaniing Augcr microprobe used in 
t h i s  study. 

Microalloying the alloy with boron 

.Ir 
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INTRODUCTION 

Ordered intermetallic alloys have been studied for over 30 years. 

They form long-range ardered (LRO)  crystal structures (composed o f  sublat- 

tices of the various atomic species) below their critical ordering tern- 

perature (TC)- 

form LRO crystal structures at xelative'y low temperatures and become 

disordered at higher temperatures, 

generally applied to strongly ordered alloys having specific 

stoichiometric formulae. 

The term "ordered alloys" commonly refers to alloys which 

The term "intermetallic compounds" is 

Since their lattices are ordered, intermetallic alloys possess 

dislocations having large Burgers vectors, which often split into p a i r s  or 

groups. This decomposition can impose considerable constraints on their 

motion. Strongly ordered alloys also t m d  to exhibit low atarnie mobility, 

which leads to lower rates for diffusion controlled processes such as 

creep. It is mainly for these reasons that ordered intermetallics e x h i b i t  

very attractive high temperature properties. In some cases, as in t h e  

NiJAl alloy studied here, the yield stress actually increases with 

temperature (Refs. 1,2,3,4). In addition to this, ordered intermetallic 

aluminides and silicides are very oxidation and corrosion resistant by 

virtue o f  their ability to form compact, adherent oxide surface films. 

Because of their extreme intergranular brittleness there used to be 

warranted skepticism in the materials ccmmunity about the commercial 

feasibility of ordered intermetallic corcpounds. However, significant 

1 
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progress has been made in recent years and very high ductilities have been 

achieved. Section I11 of this chapter gives a shoxt overview of the 

problem of brittleness in intesmctallic eompomds. 

Extensive investigations have been carried out on several inter- 

metallics with a view towards commercial applications. n e  range of such 

applications extends through such varied f i e l d s  as advanced heat  engines 

( e . g . ,  Stirling engines, adiabatic diesel emgines); high  temperature heat 

recovery systems; and structural materials for hot components such as coal 

gasifiers, coal liquefaction, fluidized bed combustems and fuel 

cells (Ref. S > ,  To d a t e ,  the systems shewing rlmaxisourn promise are s u r e l y  

the  aluminides and Fe-Co-Ni-V systems. Both N i A l  and NiJAl have fasci- 

nating p ~ o p e a t i e s ;  however, it i s  NiJAl which ( a s  a base alloy) shows the 

b e t t e r  commercial promise. 

A s  can be seen from the Ni - A1 phase diagram in Figure 1-1, there 

are four intermetallics in this s y s t e a :  

The intermetallic I' is t h e  strengthening phase in a number of high 

It is to be noted t h a t  7 '  is not a temperatIirc? nickel-base supera l leys.  

strict chemical coinpound but does possess some range of s o l i d  solubility. 
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90 Ni 

Figure 1-1. The A 1  I Ni phase diagram (Ref. 6 ) .  
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It has been extensively studied, but to date its use as the primary phase 

in structural materials has been precluded due to its extreme inherent 

intexgianular br i t t l eness  in tlie polycrystalline form. It has been shown 

that this brittleness can be ameliorated by the addition of boron and 

control o f  aluminum content. These observations have proven useful in the  

design of "Advanced Aluminides '' where solid solution s t r e n y t h e a i n g  Can be 

achieved by the addition of elements like Fe and H f .  Such aluminides have 

extiemcay good high temperature strength, as shown in Figures 1 - 2  and 1 - 3 .  

Figure 1-3 a l s o  illustrates another attribute of the aluminides - their 

low density as compared to cornion superalloys. 

111. BRI'ITLENEXS OF ORDERED INTERMETALLICS 

There are t w o  factors that can lead ta brittleness in ordered  inter- 

metallics such as Ni3A1: an insufficient number of slip systems and grain 

boundary brittleness. 

temperatures, and at temperatures above 4OO0C some slip along { l o o )  is 

also observed; at 700°C ( l o o ]  slip predominates ( R e f .  2) .  Von Mises' 

criterion o f  five independent slip systems f a r  arbitrary shape change 

under constant volume is thus readily satisfied by NiJAl at all tem- 

peratures. Hence the brittleness o f  NijAl cannot stem from a restriction 

on the number o f  slip systems. Further, single crystals of Ni3A1 are 

highly ductile, while polycrystals are extremely brittle and display p r i -  

marily intergranular fracture (Refs. 8,9).  Such intergranular brittleness 

can stem from two sources - inherent brittleness of t h e  grain boundaries, 

or segregation of harmful impurities to these boundaries. Severa l  

Unalioyed NiJAl deforms by (111) <110> slip at all 
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E'iguxe 1 - 2 .  Yield stness as a function of test temperatures for 
Ni3Al-base alumirnide alloys, HasteBloy X, and type 316 
s t a i n l e s s  s t e e l  ( R e f .  7 ) .  
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authors (Refs. 10,1P,12) have shown that in the case of Ni,A1, the grain 

boundaries are inherently brittle. 

Improvements in ductility and fabricability of intermetallics have 

been achieved by both macroalloying and microalloying. 

the ordered crystal structures and bulk properties are controlled by the 

addition of major concentrations (typically > 1%) of alloying elements. 

These property changes are essentially attributable to changes in electron 

to atom ratio (e/a). Using this approach, excellent ductility and 

fabricability have been realized in (Co,Fel3V, (Ni,Co,Fe)3V and 

(Ni,Fe)3V (Refs. 13,14). 

In macroalloying, 

Microalloying, on the other hand, involves control of defect struc- 

ture and composition by the addition of minor concentrations (in the ppm 

range) of elements. This approach has the distinct advantage of obviating 

expensive processing techniques. 

As mentioned earlier, intergranular brittleness in ordered systems 

stems from two sources - intrinsic brittleness and segregation of harmful 
impurities to grain boundaries. 

microalloying additions (dopants), depicted schematically in Figure 1-4, 

have been used to improve the ductility of these alloys. Type I dopants 

are scavengers of harmful impurities from grain boundaries. They usually 

accomplish this effect by precipitation processes which lower the amount 

of harmful impurities available for segregation. Type I1 dopants, on the 

other hand, enhance grain boundary cohesion by altering the atomic bonding 

characteristics at the grain boundaries. 

obtained by a combination of both of these approaches, as has been 

demonstrated in NiJAl (Ref. 7 ) .  

In view of this, two types of 

Optimum results are usually 
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Figure 1 - 4 .  Sources o f  grain boundary brittleness and design of ductile 
NiJAl by microalloying with Type E and Type I1 dopants  
( R e f .  7 ) .  
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Rapid solidification does provide one potential means of cixcum- 

venting the problem of intergranlular brittleness. The beneficial e f fec t s  

of rapid solidification are improvement in alloy homogeneity, reduction of 

grain boundary segregation and reductim in the degree of order. The 

disadvantages of rapid solidification are the restriction that products 

must be thin in at least one dimension and that they may lose all or p a r t  

of their favorable behavior during hot consolidation or subsequent heat 

treatment at elevated temperatures (Ref. 7). 



STRUCTURE AMI PROPERTIES OF Ni3Al 

I. INTRODUCTION 

The intermetallic compound Ni3A1 (7' phase) has a Llp ordered 

structure (@u3Au prototype) where the A1 atoms occupy the corner positions 

while the Ni atoms are at face-centered positions (Figure 2 - 1 ) .  Ni3A1 

and some other LIZ allays exhibit rather unusual mechanical properties as 

a result of their LRO structure and retention of the same to very high 

temperatures. Ni3Al remains ordered up to its melting temperature (Ref. 16) 

and hence the temperature dependence of the Bragg-Williams (LRO) parameter, 

S, cannot be used to explain the mechanical properties. 

11. TEMPEWA'P"[JRRE ANI) ORIENTATION DEPENDENCE OF YIELD STRENGTH 

Several workers have sham that, like other L12 alloys, the yield 

(flow) stress of Ni3A1 increases as a function of temperature, and goes 

through a maximum at some. elevated temperature (Refs. 15,17,18). This is 

illustrated in Figure 2 - 2  for an alloy of 20% Al, 10% Fe and 70% Ni. 

The reason for this anomalous behavior has been the subject of debate for 

about 25 years.  In a recent review, Pope and Ezz (Ref .  19) described t he  

various mechanisms (Table 2-1) proposed to explain this behavior. 

There now appears to be a general agreement that Takeuchi and 

Kuramato's model (Ref. I) as modified by Lall, Chin and Pope. (Ref. 23)  most 

adequately explains the observed experimental results. Takeuchi and 
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Figure 2-1. The ordered Ni3A1 structure (LIZ). 0- Ni, 0 -  A 1  (Ref .  15) .  
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Figure 2-2. Proportional limit as a function o f  temperature f o r  an 
ordered nickel-base al. lay (20% Al, 10% Fe,  70% N i )  (Ref. 1 5 ) .  
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Tahle 2-1.. Chronological listing of popased mechanisms far the 
ansrnalous yield s'cretzgth vs temperature and wark 
hardening behavior sf LIS ordered alloys 

Be fs rencs 
Number  

Mechanism and Remarks 

- ----.-, -*- 1 _ _ N P  

1960 F 9 j m  15 Minimiinn in energy of APB between 
superpartials occurs in plane o the r  
than slip plane - causes pi,ming of 
APB as d i f f u s i v e  mechanisms become 
opercltivle. 

28 

2 

cxoss islip of 112 [ T o l l  (111) from 
(111) to (010) p l a n e s  renders them 
immobile - explains high  work hard-  
ening rate. 

1no;rJ'n.s.i~ e f f ec t  of l a t t i c e  - 
dislocation interaction. 

B i f f ~ r ~ n c e  in COKP w i d t h s  of 
dissoc ia ted  siipaxpartials - at  OW 
tempPratimPs - wide coxes - at high  
temperat11res - cnnstristed cores - 
rest r ic t+rsn on shear .  

4 Chanqss in 1,RO parameter - praven 
wrong since then.  

1 CRSS differences - pinning of crass 
SI ipped s a p e n t s  I 

197L LaII .  et al. 23 Impraved and refined Takeuchi and 
Kuratmto's madel. 
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Kuramoto (Ref. 1) observed the following with regard to the flow stress of 

NioGa (which, like NioA1, has a L1, structure) as a function of temperature: 

(a) The flow stress vs temperature curve goes through a maximum. 

(b) Below the temperature at which the maximum in flow stress OCCUTS, 

slip occurs primarily on the (111) [Toil system. 

(c) Below the temperature at which the maximum in flow stress occurs, 

a preponderance of screw dislocations exist. 

(d)  Above the temperature at which the maximum in flaw stress 

occurs, flow occurs mostly by (001) [TlO] slip. 

( e )  Schmid's law does not hold for (111) [ l o l l  slip but dces hold 

for (001) [ ? i o ]  slip. 

(f)  A t  constant temperature, the CRSS for (111) [boll slip i n c r e a s e s  

as the orientation of compression axis is moved away from the 

[OOl] direction. 

These authors observed that the CRSS for (111) [ T o l l  s l i p  i s  

independent of orientation at -196OC. Hence, for (111) [Toll s l i p  at any 

temperature, the increase in CRSS, A T ~ B  [slip in primary (111) s l i p  plane 

in direction of burgers vector], over the value at -196'C, is caused by 

cross slip of screw dislocations from (111) to (010) planes. As screw 

dislacations move on (111) planes, short segments cross slip to (010) 

planes - these provide local. pinning points on the moving dislocation as 

shown in Figure 2-3. 

bow between these points. Below the temperature for peak stress, ATP$ is 

controlled by these cross slipped segments and i s  given by: 

In order to continue moving, the dislocation must 

Equation (2- I) 
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segment cross-slipped to (010) 

Figure 2-3. Schematic diagram of [roll dislocation bowing between 
cross slipped segments on (111) slip plane (Ref. 19). 



e .  stress which 

p l anes .  

It is t h e  pxesencp sf yct-1 which lends to the  b~.cakdowil of Schmid's 

law. 

L a 1 1  e t  a l .  ( ~ r r .  23) ko-uai thai the CRSS for (111) lioil s l i p  i s  

dependent not  only on temperature a i d  RSS o n  (010) [Toll but  also 311 Lhe 

RSS ( T ~ E )  t ha t  expands on c o n t i a c t s  the Skockley partials which compr ~ S E  

t h e  ( 1 / 2 )  (111) [IO11 superpartials ( i . e . 9  (1/12) [121]). ' k i s  leads to- 

where 

V , ,  V ,  = A c t i v a t i n i i  voluures 

TPJ;: = Resolved s h e a r  s t ress  on (111) along [1?1 ]  

I t  i s  h e l i e v e d  t h d t  an p_xprns.sd*cm like k.quation ( 2 - 7 )  adeqiiacely 

Gxplains  t h e  t eopa ra tu re  and o r i r n t a t i o n  dencn.iencp nf  the f l o c r  stress o f  

Ni3A1 which is similiar t o  Ni31;a noi. only i n  c r y 5 t a l  s ? r u c t u r p  but a l s i i  in 

t h a t  it remains ordered until i i s  melting p o i n t .  I n  Liang x d  

Pope's (Ref .  16)  nomenclatore N i 3 A 1  i s  a Type XI Ll? ordercd a l l o y  ( I yp r  I 

being alloys i n  wliich ?'c i i T p ~ . l j .  
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In. PLANAR FAULTS m DISLOCATION DISSOCIATIONS 

Four distinct types of planar faults can form in the Ll, structure 

(all on the (111) planes): 

(a) Antiphase Boundaries (APBs) 

(b) Superlattice I n t r i n s i c  Stacking Faults (SISFs) 

(c) Superlattice Extrinsic Stacking Faults (SESFs) 

(d) Complex Stacking Faults (CSFs) 

Figure 2-4 shows bow each of these may be farmed, Table 2-2 ranks 

these faults in terms of fault energy and indicates t he  structural con- 

sequences of formation of these faults in the lattice. 

As is to be expected, the dissociation of dislocations i n  the 

L1, lattice is extremely complicated; hcwever, only a few are important. 

These are mentioned below and are shown schematically in Figure 2 - 5 .  

(i) Figure 2 - 5 ( a ) :  Dissociation by APB and CSF on (111) planes 

( R e f .  24) [ T o i l  = i/6 [Ti21 + 116 [211] + 116 [ i i z ]  + i / 6  [Zii] 

(ii) Figure 2 - 5 ( b ) :  Dissociation by APB, CSF and SISF on (111) 

planes (Ref. 25) 

(iii) Figure 2 - 5 ( c ) :  Dissociation hy APB on (111) planes 

[ i o i ]  = 112 [ioi] + 112 [Toil 

(iv) Figure 2 - 5 ( d ) :  Dissociation by SISF on (111) planes 

[ i o i ]  = 1/3 [Zii] + 1/3 [Ti21 
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R three (111) planes;b after sliding top t a p r  in  u by b A  := ![TO11 to p r d u c c  APB,dashed l ines indi- 
cating ‘incorrect’  E - E ?  nearest-neigbhur  bonds; c aftcr sliding top layer i n  a by b ,  = f [? l l ]  to 
praduce SIS1F;d after sliding top layer in Q by b ,  = g [ i i Z ]  to prcdducs CSF 

Figlire 2 - 4 .  Four types of faults in A 3 R  alloy w i t h  L12 structure. 
Three successive (111) planes are shown, 
small c i r c los  representing atoms in upper, middle and lower 
planes respectively and  pen and closed circles representing 
majority and minority atoms respectively (Ref .  1 9 ) .  

large, medium and 
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Table 2-2.  Planar faults in LIZ structures ranked in order of decreasing 
fault energy (CSF - highest fault energy) 

emarks 
Type of Fault 

Stacking Sequence Nearest Neighbors 

CSF 
APB 

SESF 6b SISF 

Unc haage d 

Charaged 

Vi0lated 

May be violated 

Not violated 
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(C 1 L// / / /  / / / / /  d, 
A P  

(I f'f Ql] dislocation with f [ ' I O l l  superpartials 
dissociated into Sbackley partials; b as in c? 
but with equal and opposite i(112) partials 
added, converting APB to SISF; c a s  in a but 
with undissociated superpartials; d [loll 
dislocation dissociated into h(ll2) super- 
partials separated by SISF; e [!I111 dislocation 
dissociated into four +(I 12) superpartials 
producing SISF and SESF, OR two adjacent 
planes 

Figure 2-5. Dislocation dissociations on (111) planes that appear to be 
impartant in LIP ordered alloys (Ref .  19). 



(vi! Dissaeiatiorn by @B on (010) planes (Ref, 15) 

Pope and Ezz (Ref. 19j csnclude tha t  there is direct and indirect 

experimental evidence that dissociaticxa follows schemes (i) or Qiii), (v) 

and (vi) but nom f o r  (ii) QP (iv) = 

TMO types of eomposftianal effects cain be envisaged: off-stoichiomety 

a f fec t s  and effects  of t h i r d  element. 

Lopez and Hanncsck (Ref. 27) showell that off-stoichiometry results in 

higher  flow stress  in the NilAl structure.  They also found that: excess A 1  

has a much more marked effect than does excess i. A sirnil jar effect of 

the excess of minority element being ore patent in increasing flaw 

strength than an excess of the majori ty  ele ent vas also seen by Nog:ichi 

et al. (Ref. 286 in both Ni3Ga and N i 3 A 1 .  

Gilaxd and WestlrP~ook (Ref. 2 9 )  pointed out that  elements which dissglve 

substitutionally in Mi,Al cars be divided iata three g r ~ u p s :  
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They found that the solubility of alloying additions is governed by 

both electronic and atomic size factors. The solubility of allaying ele- 

ments in NiJAl was found to increase with decreasing temperature. 

Curwick (Ref. 30) measured the CRSS of Ni3(A1,X) single crystals as a 

function of temperature and orientation of the compression axis, for 

X = Mo,Nb,Ta,Ti,W. 

CXSS €or (Ill] [lOl] slip but decreased it €or (001) [I101 slip, relative 

to pure Ni3A1. 

He found that all. the elements tested increased the 

Guard and Westbrook (Ref. 29) attributed their results to a com- 

bination of solid solution strengthening and defect hardening. Curwick 

(Ref. 30), however, realized the complicated manner in which his results 

were connected to temperature and orientation effects. 

correlate the strengthening effect with any theory of solid solution 

s t r eng t her :ing . 

He thus could not 

Xawlings and Staton-Bevan (Ref, 31) and Aoki and Izumi (Ref. 3 2 )  

studied the strengthening effect of alloying additions in polycrystalline 

Ni3Al. The former authors concluded that the extent of strengthening 

resulting from an addition depends on the atomic misfit parameter, the 

stoichiometry of the alloy and the sublattice on which the element 

resides. The latter authors arrived at similiar conclusions with the 

additional assertion that the modulus parameters are important in deter- 

mining the degree of strengthening. 

Wee and co-workers (Refs. 3 3 , 3 4 )  pointed out that the introduction of 

periodic faults on (111) or (010) planes of the L12 lattice can produce 

other ordered structures like DOl9 and DO2*. They put forward an APE 
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argument to show that elements which make the L12 structure unstable with 

respect to the DOl9 or DO2* structures lead to strengthening of the L12 

structure. This model has been used by Noguchi et aP. (Ref. 28) to 

explain their off-stoichiometry effects. 

Although the model proposed by Wee and co-workers (Refs. 3 3 , 3 4 )  

appears to offer a reasonable explanation for compositional effects, it is 

by no means problem free. 

Pope and EZZ'S (Ref. 19) review. 

A discussion of some of these can be found in 

In a series of papers, Takasugi, Izumi and Masahashi 

(Refs. 35,36,37) have investigated the correlation between mechanical 

properties and fracture behavior of a number of Llz A3B compounds. In 

particular, they have addressed the effects of ternary alloy additions, 

deviations from stoichiometry and the boron effect in NiJA1. While 

discussion about the boron effect will be postponed until Chapter 3 ,  their 

findings related to the other topics may be summarized as fallows: 

(a) Due to a lack of conclusive proof to the contrary, they discounted 

the possibility of metallurgical and crystallographic factors 

playing a major role in the intergranular brittle behavior among 

the L12 alloys studied. 

(b) In the A3B alloys studied, brittleness was observed when the ele- 

ment corresponding to B was an element in the b subgroup of the 

periodic table. 

( e )  In the nickel-base A3B alloys studied, intergranular brit- 

tleness was more pronounced as the valency difference between A 

and B increased. In addition to this a relative size effect was 

observed. 



(d )  From a structural standpoint, using the  coincident site lattice 

(CSL) (discussed in Chapter 4 )  model f o r  grain boundary 

structure, the authors deduced: 

(i) In L I Z ,  A 3 B  compounds, there vas a preponderence of A - A  bonds 

while A-B bonds were i n  the minority. In addition, B-A 

bonds were quite scarce. 

(ii) In most cases, the  A - B  bonds had a covalent character and 

thus were very strong. However, since t h e y  were a 

minority compared to the A - A  bonds at grain boundaries, t h e  

g ra in  boundaries veze expected to be weak. 

(iii) Also, in t h e  fsrniation of A-’E4 covalent bonds, B atmils drew 

charge f ram A atoms, thereby weakening the mare prevalent 

A-A bonds leading to further weakening of the grain 

boiindaries . 

( e )  In terms of t h e  ternary element effects in Ni,AI, the authors  

categorized t e r n a r y  additions w i t h  respect io the element t h e y  

substituted far in Ni3A1. The authors deduced that i n t e rg ranu la r  

brittleness was enhanced as the valency difference between the 

ternary additions and the solvent species increased. 

( f )  Using the above arguments, these authors concluded that intergran- 

ular brittlehess in the systems studied stemmed from grain bound- 

ary structural considerations and the effect of this on the 

bonding nature at t h e  grain boundaries. The latter is a l s o  

affected by the electronic nature ~f the constituent elements. 

This approach was used to rationalize the  effects of deviations 

from stoichiometry. 
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( 9 )  The effects of interstitiah such as K and B on the inherent 

grain boundary strength in these alloys was deduced to be 

superimposed on their latent: potency for grain boundary weakness 



CHAPTER 3 

EFFECT OF BORON ON PROPERTIES OF NiJAl 

I. INTRODUCTION 

As has been noted previously, in spite of its attractive density, 

strength, creep and corrosion properties, the applicability of Ni3Al (as 

in the case of many other intermetallics) has been severely limited by its 

extreme brittleness in its polycrystalline form both at faom temperature 

and at elevated temperatures. In 1978, Aoki and Izumi ( R e f .  9) reported 

t h a t  boran improves the. ductility of polycrystalline Ni3A1. 

paragraphs contain a brief historical surwey of the developments leading 

to and from this important finding. 

The following 

Aoki and I z w i  (Ref. 9) realized that while other intermetallics may 

be intrinsically brittle due to noncompliance with the Von Mises' 

criterion of five independent slip systems for arbitrary shape change 

under constant volume, such was not the case with Ni3A1. Since the opera- 

tive slip system at room temperature is (1113 <110>, Von Mises' criteria 

is satisfied. In agreement with this, they found, as had earlier 

investigators (Refs. 2,3,15,17,29), that single crystals of Ni3Al exhibited 

over 100% elongation at and below S O Q ~  temperature but this markedly 

decreased with increasing temperature, reaching a minimum at the 

temperature where the peak in yield strength occurred (Figure 3-1). The 

fracture surfaces o f  such samples exhibited ductile dimple fracture. 

Per contra, polycrystalline specimens processed similarly (cast and 

homagenized) exhibited no elongation in tension at any temperature. 
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AC- 1.86 

Figure 3-1. Temperature dependence of total  elongation of MiJAl single 
crystal (Ref. 9 ) .  

. ............. .... ........ ............. ............ ............. ............. ...... .......... 
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However, some dixctility was exhibited uglder compression. In  both cases, 

as an example, the boron free polycrystals underwent brittle fracture 

p r i o r  to yielding, and no elongation was observed. 

0.1 we. X boron, however, resulted in a 35% elongation under tension 

without causing any loss in the yield strength found by compressive 

loading. 

cantly suppresses grain boundary fracture and leads to a mixed inter- 

transgranular fracture as opposed to exclusively intergranular fracture in 

the boron-free polycrystals. 

Addition of 

SEM fracture surface observations revealed that boron signifi- 

Using ion  microanalysis, they did find boron in the grain boundaries 

o f  boron-doped material. but were unable to determine whether the 

segregation of boron to the boundaries or reduction o f  grain boundary 

impurities by boron addition was responsible for the enhanced ductility. 

In a subsequent paper (Ref. 10) they discredited the segregation of 

impurities explanation, having examined both zone refined and deoxidized 

and desulphurized materials and found no improvement in ductility. 

i n  a subsequent AES study o f  fracture surfaces (Ref. 11) Ogura et al. 

have shorn the  absence of segregated impurities in the intergranular facets 

o f  boron-free NiJAl (to the detectability limit 0.1 at. %).  They thus 

suggest the role of boron as being that of a modifier of some intrinsic 

nature of grain boundary atomic t ~ ~ ~ d s .  

found evidence of slip traces on intergranular facets. Further evidence 

of plastic deformation to a depth of about 120 pm from the facet  surfaces 

was found from sequential back reflection pin hole patterns obtained after 

electrapolishing. This agrees well with an earlier observation made by 

Schulson et al. (Ref. 12).  

From SEM fractographs, the authors 
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ite and coworkers (Refs. 38,39,4Q,41) systematically doped 

Ni3Al with two types of dopants: 

Type I: Grain boundary impurity scavengers like Ge, Mn9 and Ti. 

Type T I :  Grain boundary cohesiveness improvers like C and B; 

further explanation of this w i l l  be given la ter .  

Included in this study was off-stoichiometry effects. 

In brief, the f ~ l h w i n g  results were obtained: 

(a) Boron is the most ef fec t ive  dopant for improving ductility of 

NiaAl. 

(b) me room temperature ductility of  bsran-doped N i 3 A l  is criti- 

cally dependent on deviations from stoichiometry. Above 

25 at. X A l ,  no arnasxnt of boras? will render the  aluminide 

ductile and fa5rieab3ee Substoichiemetric ( 2 4  at. X -41) 

camp~sitisns were the best f o r  studir ,s on this system. 

Figure 3- 2 shows ultimate tensile strength and percent elonga- 

t i a n  as a function af  A 1  concentration between 24 

and 25 at. % A l e  As i s  to be e:rpectcd, the fracture mode changes 

f ro r  in te rgranular  through a mixed mode to transgranular as 

A l  content  decrease from 25 to 24 at. X A I  in the boron-doped 

macerial- T h i s  is showrm in Figure 3 - 3 .  

(c) The solubility limit of bsran in Nl3Al is roughly 0.3 k 

0 .05  rat. %; beyond that level, second phase particles with a com- 

position of P J i z a A 1 3 f t l o  were obsexved, Th is  is the  Tau phase 

reported by S t a d e l m i e x  et, ak. (Refs. 4 2 , 4 3 ) .  The room tern- 

perature d u c t i l i t y  o f  Ni - 24 at, % A 1  increases sharply with 



Figure 3 - 2 .  P l o t  of room temperature tensile elongation and ultimate 
tensile strength as a function of aluminum concentration to 
show the alloy stoichiometry effect (Ref. 40). 
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Figure 3-3. SEM fractographs of NiJAl doped with 0.05 wt. % B, showing 
the effect of alloy stoichiometry on fracture behavior at 
room temperature. ( a )  24 at. X Al, tensile fractured; 
(b) 24.5 at. % h l ,  tensile fractured; (c) 24 .8  at. % Al, 
tensile fractured (Ref. 40). 



boron concentration reaching a broad maximum of about 50% for the 

0.1 wt. % boron aluminide - the highest ever achieved in a 
a polycrystalline aluminide. With a further increase in boron, 

the ductility exhibits a modest decrease to 40% at 0.2 wt. % 

boron. Figure 3 - 4  shows this effect. 

(d) Using Peak Height Ratios (PHRs) of AES spectra as comparative 

measures of degree of segregation on freshly fractured surfaces 

of boron-doped NiJA1, they found no effect of A1 content on C, 0 

and S segregation. However, with decreasing bulk A1 content, the 

amount of grain boundary A1 decreases while the intensity of 

segregation of grain boundary boron increases, as shown in 

Figure 3 - 5 .  Tied with this is the finding that boron displays an 

unusual segregation behavior in that it segregates more strongly 

to grain boundaries than to free surfaces (e.g., cavities). 

Conversely, S, an embrittling impurity, segregates more strongly 

to free surfaces than to grain boundaries, as shown in 

Figure 3 - 6 .  As shall be discussed later, these authors have 

correlated these observations with theories of solute segregation 

and strength. 

(e) The yield strength of boron-doped NiJAl decreases with 

increasing grain size, following a Hall-Petch (Refs. 4 4 , 4 5 )  type 

of relation: 

1 
Oy = Oo,y + Kyd’2 

a ~ , y  = 163 MPa 

Ky = 8 . 2  MPa cm& 

with 

This is shown in Figure 3 - 7 .  
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Figure j - 5 .  Correlation of PEirz ( B ,  180 eV/Ni, 102 eV) and PHX 
( A I ,  1396 e V / N i ,  848 eV) with aluminum concentration. 
The peak height rlpt:;io$ were obtained from intergranular 
por t ions  of fracturc surfaces of N i J A l  - 0.05  wt. % B 
(Ref. 4 0 ) .  
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SURFACES OF GRAIN BOUNDARY CAVITIES ARE 
ENRICHED WITH SULFUR, W1lE  THE ~ U ~ ~ A ~ ~ S  

THEMSELVES ARE N ENRICHED 

A 

5 
h 

I 
f d  CAVITY, 

At 

0 
ELECTRON ENERGY (sV) 

Figure 3-6. Auger spectra [(a) - (c)], secondary electron images 
[(d) and (e)], and a sulphur elemental map (f), describing a 
region on a fracture surface of Ni - 25.2 at. % A I  - 
0.05 wt. X B. The Auger spectrum in (a) was obtained from 
the smooth grain boundary region at point "A" in image ( d ) ,  
and the partial spectrum was from the feature at point "B" in 
image (e) (Ref. 40). 
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Figure 3-7. The Hall-Petch plot of yield stress of boron-doped NijAl 
L (24 at. % Al) as a function of d-2 (d = grain diameter) 

(Ref. 4 0 ) .  
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(f) A t  small grain s izes,  the t e n s i l e  elongation of boron-doped 

NiJAl ( 2 4  at. % A l )  was independent of gra in  size and kept 

constant a t  about 50%. W i t h  increase in grain s i z e  above 

118 urn in diameter, however, the sluminide showed only a moderate 

drop in ductility but no change In fracture ode ~ i I e .  , traiisgran- 

ular  fracture persisted. 

Schulson and coworkers (Refs. 46,47), however, have claimed a better 

fit far the yield strength - grain size behavior of undoped and boron- 

doped (800 "ppm B) as: 

by = Gf-J + kd"- 0 . 8  

where 

QO = 93 2 14 MPa f o r  maoped 

= 241 k 9 MPa for doped 

k = 2880 I IO5 ?Pa . umo*8 for undopecl 

1201) 9 22 MPa . ptaO-8 for  ,doped. 

It is interesting to note that Takasugi et al. (Zef .  4 8 )  have 

recently reported an improvement in the ductility of east substaichiometric 

NiJAl with tins addition of beryllium. Within the solubility limit f o r  

beryllium (-1 at. %>, the yield strength increases linearly w i t h  

From t h e  above it is amply evident t ha t  an in-depth s t u d y  of boron 

segregation behhwior in NiaAl i s  important to understanding and predict ing 

its effects cn gra in  boundary cohesion. So f a r  most of the work has con- 

centrated on one bulk boron level (0.05 w t .  X )  and one basic thermal 

hiStoPy (annealing for 30 minutes at 18@o"c). Additional information on 
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the thermodynamics and kinetics of the segregation process is clearly 

needed. It is this aspect of the problem OA which attention has been 

focused in this dissertation. 
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GRAIN BOUNDARY STRUCTURE 

I. MACROSCOPIC DESCRIPTION 

The following description of grain boundaries is due to Cahn (Ref. 4 9 ) ;  

while it will not be used in the subsequent treatment, it has been 

included for completeness. He has considered a system containing a 

boundary lying along some plane in the bulk phase consisting of two 

adjoining crystals 1 and 2. 

in terms of temperature, pressure, composition and the following nine 

geometrical factors: 

In such a case the boundary may be described 

(a) three to describe crystal misorientation, 

(b) three to describe position of boundary with respect to any one of 

the crystals, and 

( c )  three to describe the translational mismatch of the two crystals. 

If the last three variables and the position of the grain boundary 

normal to itself is relaxed to equilibrium then the number of variables 

required to specify the system is (C + 1) .+ 5 = C + 6, where C is the 

number of chemical components in the system. Thus the structure of a 

boundary may be represented in the abstraction of a C + 6 variable 

hyperspace. 



The following section is derived from Balluffi's treatment of this 

topic (Ref. 5 0 ) .  

A planar grain boundary between lattices 1 and 2 can be thought of as 

a core region of "bad material" sandwiched between two relatively per- 

fect crystals which are imperfect only in sa Par as they are elastically 

strained. "Bad material'' is defined as material where the atomic struc- 

ture is highly disorganized in terms of nearest neighbors and interatomic 

distances. Although the exact positions o f  t he  atoms at the care are 

uncertain, several geometrical descriptions have been put forward; these 

are a t  best convenient models and by 110 means exact descriptions. Three o f  

these will be described here. 

( A )  Coincidence Site Lattice (CSL) 

This lattice describes the basic periodicity o f  the atomic structure 

of the core region. Such a lattice may be constructed if the two lattices 

adjoining the boundary are imagined to extend throughout all space and one 

of t hese  is translated with respect to the o the r ,  without rotation, such 

that atoms of each crystal lattice coincide at one point which is the ori- 

gin of the CSL. The space lattice then made up of all points in space at 

which atoms coincide is the CSL - e.g., Figure 4-1 shows the CSL in two 

dimensions far cubic lattices rotated ariclund [OOl] . 

The quantity 1 is defined as the reciprocal sf the fraction of lattice 
atoms associated with CSL points. The misorientation or tilt angle he-  

tween two crystals may thus be given in terms OP 1 for a known crystal 

type. A grain boundary of any given misorientation may now be constructed 
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Figure 4-1. (001) planes of two interpenetrating simple cubic lattices 
rotated with respect to one another around [OOI] by 8 - 28.1' 
(1 = 17). 
mesh. The quantity 1 is defined as the reciprocal af the 
fraction of lattice atoms associated with CSL paints (Ref. 50). 

Coincidence Site Lattice indicated by the square 
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by passing a plane through the two interpenetrating lattices and discarding 

all atoms of lattice 1 on one side of the plane and all atoms of lattice 2 

on the other, 

then allowed to relax to a rninimu.cn energy equilibriuail structure. 

the CSL model shows the dependence of grain boundary structure on the 

relative orientation of the two crystals but ignores the effects of 

boundary inclination. 

This rigid lattice grain bkpmdary configuration formed is 

Hence 

(B) 0-Lattice 

The Q-Lattice is defined (Ref. 51) as the array of points in space 

where points in lattices 1 and 2 with the same internal unit  cell coor- 

dinates coincide, if both lattices are assumed to extend throughout all of 

space. For a given misorientation of two grains, many alternative 

Q-Lattices may be constructed; however, for any given 0-Lattice, each 

0-Lattice point can serve as the origin for the transformations linking 

the two lattices - i.e., the Q-Lattice i s  a "lattice of origins.'' 

Figure 4-2  shows the 0-Lattice for the case given in Figure 4 - 1 ,  the CSL 

being denoted by the intersection o f  lines marked C in Figure 4 - 2 ,  A s  c a n  

be seen, the CSL is a sublattice o f  the 0-Lattice. The structure of the 

boundary i s  periodic with CSE period rather than 0-Lattice period. 

0-Lattice spacing var i e s  continuously with misorientation as opposed t o  LIE 

discontinuous behavior of the CSL. 

The 

(C) BSC Lattice 

The DSC lattice for .a particular grain boundary defines all the vec- 

tor displacements of lattice 1 and lattice 2 relative to each other  which 

are possible under the condition that the overall pattern of atoms 

produced by the two interpenetrating lat"kjceS remains unchanged. It is 
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Figure 4 - 2 .  (001) planes of two interpenetrating simple cubic lattices 
rotated with respect to one another around [OOl] by 8 = 28.1'' (1 = 17) as in Figure 4-1. 0-Lattice indicated by the square 
mesh. 
(illustrated) exist around the different 0-Lattice points. 
Also each 0-Lattice point may be used as an origin for the 
rotational transformation O€ one lattice into the other (Ref .  50). 

Note that three different atomic patterns 
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thus the lattice of pattern conserving displacements, i . e . ,  Displacement - 
a€ lattice 2 with respect to lattice 1 by a DSC lattice vector causes a 

pattern Shift which is Complete. 

Vectors of all perfect grain boundary dislocations (GBDs) which may exist 

in the boundary. 

normal ta the axis of misorientations tends t o  vary reciprocally with the 

spacing of the CSL. 

tors is to find t h e  set of vectors connecting atoms of lattice 1 with 

lattice 2;  this is shown for the same case as Figures 4-1  and 4 - 2  on 

Figure 4 - 3 .  

The lattice defines the possible Burgers 

The lattice spacing of the DSC lattice in the plane 

A simple graphical way to find the DSC lattice vec- 

Hence as the degree of lattice coincidence matching (l/I) decreases, 
the CSL becomes larger and the DSC lattice becomes smaller. 

111. DISLOCATION MODELS 

Although it is possible to represent all grain boundaries as arrays 

of lattice dislocations, such representations are accurate portrayals of 

law angle boundaries but less sa of high angle ones. In its original 

form, the model incorporated a linear array of dislocations of which the 

core was indescribable in terms of energy. Although the description has 

undergone significant modifications, the model is still mainly valid for 

low angle (<1S0) boundaries. Use o f  nonlinear dislocation models have 

suggested that in low energy boundaries, the dislocation cores have sizes 

comparable to lattice dislocations whereas this core diameter increases as 

the boundary energy increases. Other approaches have suggested t h a t  there 

is a marked delocalization o f  dislocations at the boundaries (Ref. 52) .  
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Figure 4 - 3 .  DSC-Lattices formed by interpenetrating (001) planes of 
simple cubic lattices rotated with respect to one another by 
angle 0 around [ O B 1 1  (8 = 28.1' or 1 = 1 7 ) .  The base vector 
of the DSG: lattice is shown at the center of the diagram; 
also shown is the CSL (Ref. 50;. 
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IV. P TCHPNG MODELS 

These models were developed to explain fringes appearing an electron 

microscapy photographs of high angle boundaries which had been disproven 

as Hoire' fringes. 

descriptions of dislocation models since these fringes are explained in 

terms o f  strain fields (Ref. 52) .  

It is not clear that these models are not alternative 

V. STRUCTJRAL/PO&YHEDRAL UNIT MODELS 

Such models have attempted to describe the structure and properties 

of grain boundaries in terms of a two-dimensional array sf one or 

several types of "structural uplit," which is defined as a small group of 

atoms arranged in a characteristic configuration. These individual 

structural units assume certain deltahedral shapes - most o f t e n  an ade- 

quate description o f  the misorientation in addition to space filling 

requirements necessitates the use ob more than one type of these delta- 

hedra. It so turns out that the descriptions in terms o f  a mixture o f  

deltahedra are alternative forms of descripticns in terms o f  secondary 

GBOs  (Ref. 5 2 ) .  

Camputer simulations of grain boundaries using certain interatomic 

potentials have been instrumental in popularizing this concept of grain 

boundaries. 

VI. EQUILIBRIUM DEFECTS IN GRAIN BOUNDARIES 

The following treatment is derived fKoP0 Ref. SO. 

(a) Perfect GBDs: these may be introduced in a boundary by making a 
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suitable cut and then displacing one half along a DSC lattice 

vector. 

associated with them (Figure 4-4). 

Such dislo6ations generally have grain boundary ledges 

(b) Pure Grain Boundary Ledges: these are steps in the boundary 

plane which completely lack any extrinsic dislocation character. 

(c) Partial GBD: such dislocations arise as a consequence of the 

possibility of several orientations giving rise to the types of 

relaxation of CSLs called for by minimum energy considerations. 

Such degenerate regions in the scme boundary are separated by 

partial dislocations. 

(d) Facet Dislocations: when the effect of increasing the total area 

is overcome by the effect of reducing energv per unit area, a 

flat boundary can degenerate into a faceted one. Dislocations 

can exist along the lines of intersection of facets due to dif- 

ferences in the relative displacements of lattices 1 and 2 across 

adjacent facets. 

Balluffi and Olson (Ref. 53) have recently shown that it is possible 

to describe a given grain boundary by means of several alternative primary 

dislocation arrays. 

equilibrated dislocation structure does no2 pose any problems as far as 

determination of physical properties is concerned. 

However, lack of a unique description of the static 

They have developed a hierarchy of four types of interfacial disloca- 

tions which are sufficient to represent all interfacial dislocation 

structures: 

(a) Primary Interfacial Dislocations: perfect G B D s .  
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I 

Figure 4 - 4 .  Perfect grain boundary edge OislocaLion in a tilt Zoundaty 
forrried by rotating simple cubic ZatticPs v i t h  r e s p c c t  to one 
another arGund [ O O i ]  by 9 = 2 8 . 1 " ( 1  = 17). G r a i n  Soiinc'lary 
dislacation (encircled) is seen as a dislocation i-i the nSC 
lattice ( square  mesh). Burgers Vector of dislocation 15 one 
w s h  spacing of DSC-Lattice (Ref .  50). 



Secondary Interfacial Dislocations: 

tations, GBD cores overlap requiring relaxations from CSL/DSC 

lattice positions; the periodic mismatch associated with such 

relaxations are called Secondary Interfacial Dislocations. 

Coherency Interfacial Dislocations: 

interphase boundaries; they are always associated with an 

interfacial step. 

Translational Interfacial Dislocations: these arise due to rigid 

body translations of the two crystals; they are a form of 

partial GBDs . 

at high angle misorien- 

generally found in 

VII. NONEQWILIBRIUM DEFECTS IN GRAIN BOUWDMIES 

Gleiter (Ref. 5 2 )  has given an account of nonequilibrium defects in 

grain boundaries and the following treatment is adapted from this. 

(A) Point Defects 

Computer simulation techniques and dynamic hard sphere models have 

yielded two kinds of vacancy structures: 

(i) Vacancies in short period boundaries of good fit are described by 

a localized boundary vacancy surrounded by a displacement field 

which extends only a few lattice constants from the vacancy. 

(ii) Vacancies in randam boundaries induce a displacement f i e l d  which 

is much more extended than in the previous case. 

(B] Dislocations 

A detailed description of models proposed for understanding the 

structure of extrinsic dislocations in grain boundaries is not of direct 
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interest here; suffice i t  to state that: there are three suck models: 

(i> t b e  dissociation aodel, 

(ii] the C O K ~  delocalization model, and 

(iii) t he  strain sharing  ade el. 

Boundaries possessing a considerable amount of order as a rc;.sult of a 

higher degree of periodic matching hsve coarse DSC lattices and hence have 

G 8 D s  w i t h  largc. and distinguishable Burgers vectors. Such boundaries 

having physically significant degrec. of o r d c r ,  are called special bound 

aries. General bauidaries, an the  other hand, have low degrees of 

matching and hence fine DSC lattices. As can be imagined, such a c a t e -  

gorization i s  extremely subjective. 

Tic:. GRAIN B O I I J i A R I E S  I N  L1 SUPERLA’iTICX ALLOYS 

The geometrical aspects  of g r a i n  boundaries ia L1 superlattices have 

been dorked out  by Takasugi and izwni (Ref. 5 4 )  ‘Ih?;? note t he  follo.*iirig 

points about grain boundaries i n  inte7metallic alloys: 

(a) intergranular embrit t lement of high angle boundaries i s  enhanced 

with increasing ordering energy of the alloys; 

( b >  s u p e r l a t t i c e  grain bomidaries are  very susceptible to l i q u i d  

mstaL and oxidation embrit t lement;  and 

( c >  the grain boundary embrit t lernent,  accompanied by g r a i n  boundary 

hardening and shift. i n  the  ductilc-to-biittl@ t r a n s i t ;  i u n  
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temperature, occurs only with a stoichiometric excess of t h e  more 

electropositive element. 

These authors used the CSL theory to find the possible geometrical 

configurations of atoms in the grain boundary region. 

were identified and classified into several types. 

bors were used to find the fault energies of these defects. 

texiaed these defects a s  antiphase boundaries (APBs), stacking faults (SFs) 

and APB + SF faults. The authors reached the conelusion that these Eaults 

dca not follow any system based on 1 ( i . ~ ! . ~  0) or on K ~ I ~ C ~ Q S C C ~ ~ C  orientation. 

The grain bauardrsry energy is a sum of two terms: 

Pair bonding defects 

Next to nearest neigh-  

They charac- 

(a) defect bonding energy term, and 

(b) lattice distortion term. 

The grain boundary energy in ordered lattices is controlled by the 

first term. The authors identified two t p e s  of relative translations 

’between the sublattices: 

(i) Symmetrical (S) Boundaries: fully symmetrical tilt boundaries ~ 

in these the sublattices in one half af the crystal is truly 

symmetrical to the other half, forming with t h e  same kind of atoms.  

(ii] Pseudo-Symmetrical (PS) Boundaries: the sublattice in one h a l f  

of the crystal is symmetrical to t he  sublattice bur farming 

with the different a.toms in t h e  other half. 

In the L1, lattice, these authors contend, the S boundaries d~ not 

zlways farm the low energy configuration. Farkas (Ref. 55) in rein- 

terpreting Takasugi and Izumi’s ( R e f .  5 4 )  results ha- shown t h a t  if t h e  

grain boundary structure is considered as 8 two phase ~ t r u ~ t u r e ,  each 



phase having a different composition but the same grain boundary energy, 

then on the average the S boundaries do indeed have lower energy than PS 

boundaries in the L12 structures, as predicted from symmetry considerations. 

Farkas (Ref. 56)  has dealt with the structural unit model for 

Ll;! structures and has reached the following conclusions: 

(a) The grain boundary structure is composed of two phases ( i . e . ,  two 

types of structural unit combinations) of differing composition 

but identical grain Boimdary energy. 

(b) If the equilibrium distances of atoms are similar for all types 

of bonds [i.e., "soft" interatomic potentials (e.g., Cu,Au)], 

then the grain boundary structures that are densest for the pure 

FCC metals are also densest for the LIZ structure. 

(c) If the equilibrium distances of atoms (bond lengths) are dif- 

ferent types of bonds [ i .e  e , "hard" interatomic potentials 

( e . g . ,  Ni3A1)], then the grain boundary structure that is densest 

for the pure FCC metals is not the densest for the L 1 ,  structure. 

The author claims this may be part of the grain boundary brittle- 

ness problem. 

X .  GRAIN BOUNDARY STRUCTURE AND SEGREGATION 

As compared to free surfaces, there is more freedom at grain bound- 

aries for the formation of new structures which are independent of the 

details of the original structure. This is because a grain boundary is a 

smaller perturbation in the lattice than a free surface and has a much 

more complex structure. A grain boundary segregant must try to be com- 

patible with bath the adjoining lattices whereas a surface segregant need 
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o ~ , l y  be compatible w i t h  a single lat t ice! (Ref. 50). Studies have shorn 

that so lu te  a t a m  segregated to grain bcrundariea are localized to within a 

few atomic distances fram the center plane of the boundary. The extent of 

segxegatisn at gra in  boundaries is often cansiderably less than that at 

free surfaces since the energy of binding a solute (binding energy) tu the 

average grain baundary core should be lower than to the average free 

surface I 

'Re study of segregation to grain boulidaries is extremely complicated 

and same o f  these campliestions are: 

(a) The existence of a range of segregation sites is associated with 

a range of solute atom binding energies. 

(b) Segregated solute atoms of the  same type do i n t e rac t .  

(c] Solute atoms of different types may e i the r  enhance or r e t a r d  each 

each other ' s segregation. 

competition between these. 

There is also segregation s i t e  

(d) More than a monolayer of solute atoms could lead to the formation 

of complex segregate structures. 

( e >  The degree af segregation to special boundaries is lower than ta 

general boundaries. 

Structural -it models have shown (Ref. 57) t h a t  grain boundaries of 

superlat t ices  are inherently mare amenable to segregation t h a n  those of 

pure metals or random s~liitiofi~. The structure of superlattice grain bound- 

ar ies  is characterized by faulted bondings and certain combinations of 

structural (polyhedral) units. These cause heterogeneity o f  stress f i e l d s  

at the boundaries which in turn affect.  the segregation both of t h e  



54 

constituent atoms and impurities. Thus segregation is intrinsically t i e d  

in with grain boundary structure. 



INTERFACIAL SEGREGATION A N D  THERMODYNAMICS 

I. INTRODUCTION 

Segregation is defined as solute enrichment at interfaces in the 

absence of second phase formation. If interfaces in crystalline solids 

are considered to be two dimensional arrays of crystal defects, then the 

various kinds of interfaces that may be formed are depicted schematically 

in Figure 5-1.  

with both interfaces and solute atoms, anti substantial reductions in 

defect energy may occur when a solute atom on a bulk lattice site 

exchanges positions with a solvent atom on a distorted interfacial site. 

Interfacial regions, therefore, often have solute concentrations several 

orders of magnitude higher than the bulk crystal. 

the physical and thermodynamical basis for this interfacial segregation 

while the next chapter deals with the effect of this segregated solute on 

interfacial properties in general and interfacial cohesion in particular. 

Lattice distortions and excess energies are associated 

This chapter deals with 

11. INTERFACIAL ENERGY 

The interfacial energy (Fb) of a grain/crystal boundary is defined as 

The concept the excess free energy per unit area of the boundary surface, 

o f  excess quantities is discussed in Section IV of this chapter. 

The existence of an interfacial energy may be rationalized on the 

following basis, The bulk crystals are the? lowest energy arrangement of 
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SOLUTE ATOMS MAY GLY $6 INTERFACES 
IN POLY ERlALS 

GRAl N 
BOUNDARY 

SOLUTE ATOM (interstitial) 

GRAIN BOUNDARY 

Figure 5 - 1 .  Schematic illustration of t h e  var ious types of interfaces 
that may exist in crystalline materials (Ref. 5 8 ) .  
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the atoms. 

different orientation, the boundary must consist of atoms displaced from 

their lowest free energy positions - ime., the boundary atoms must possess 
a higher free energy. 

with it all the excess free energy due to these displaced atoms, it 

follows that the boundary must have a higher free energy than the 

adjoining crystals. 

surface, then the grain boundary tension, 7b (analogous to surface 

tension), is defined (Ref. 59) as the reversible work of formation (dW) of 

an unit area (dA) of the boundary at constant temperature, volume and 

chemical potentials: 

Since the boundary exists between two such single crystals of 

If the boundary is considered to have associated 

If, however, a grain boundary is considered as a 

Equation (5-1) 

At this point it is to be realized that, unlike the situation in 

liquids, the grain boundary tension, lb, is NOT equal to the interfacial 

energy, Fb. Grain boundary tension, experiments are generally conducted 

at temperatures high enough to lead to high atomic mobility, however, so 

that 7b can be considered to be numerically equal to Fb. 

It is known (Ref. 59) that the following factors affect the grain 

boundary energy: 

(a) the orientation relationship between the two crystals, 

(b) the boundary inclination, 

(c) the solute content, and 

(d) the temperature. 
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As shorn in Figure 5-2, grain boundary energy as a function of both 

misorientation angle and inclination angle (Ref. 60) generally exhibits 

cusps. Thus certain high angle boundaries exhibit low energy. 

The temperature dependence of grain boundary energy arises from two 

factors: 

(a) The extra entropy of a grain boundary compared with the same 

amount of material in the gra in  interior. 

(b) The change of solute concentration a t  a grain boundary as a 

function a€ temperature. 

These aspects will be dealt with in detail in Section 111. 

Shockley and Read (Ref. 60) proposed that, in the case of symmetrical 

tilt boundaries, if the two grains are oriented such that the boundary 

between them consists of equally spaced edge dislocations, then the 

boundary energy i s  relatively low. From this follows the dislocation 

description of grain boundaries. A n  example of such a boundary is shown 

in Figure  5 - 3 .  An frnportant deduction can be made from such a description: 

different atomic locations a t  the boundaries are associated with different 

stress states. For example, with reference to Figure 5-3, sites 'E' 

lacated j u s t  above the C Q X ~  o f  the edge dislocation exist i n  a state of 

hydrostatic compressian, whereas sites ' A '  lacated j u s t  below the core 

exist in a state of hydrostatic tension. Sites 'c' located at regions 

between the edge dislocations have little dilatational stress .  A s  will be 

discussed later, this has a very important bearing on segregation behavior 

of solutes to such boundaries. 
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Figure 5-2. Schematic diagram of the variation of the boundary energy 
vs tilt angle 8. The cusps are located at orientation 
relationships that correspond to higher order twins  (Ref.  60) .  
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Figure 5 - 3 .  Schematic diagram of a simple tilt g ra in  boundary (Ref.  6 1 ) .  



Figure 5 - 4  is a schematic representation o f  a 38' < l o o >  tilt boundary 

in a simple cubic c rys t a l ,  

boundaries will be discussed with reference to this figure (Ref. 62).  

ile it is realized that the idea of "bondsP' in metals is not a 

The energetics of salute segregation ta grain 

satisfactory representation of the t r u e  state of affairs, t h e  concept is 

useful as a too3 for visualizing some of the effects. 

In Figure 5-4, ten atoms at t h e  grain boundary are identified by A U ~ -  

bers without primes, and 6~ is the e q u i l i b r i m  spacing of solute atoms in 

the bulk (perfect) lattice. SQXM of the bamdary atoms do not lie Q F ~  the 

lattice sites of either crystal, but  at intermediate positions. These 

intermediate positions would be determined by the fact t h a t  though individ- 

ual interatomic bonds may be stretched ( e . g . ,  6 1 s  

( e - g . ,  

~ A A )  or eompxessed 

< 6 ~ 1 ,  the net force across any macroscopic region must be 

zero. 

Figure 5-5 shows hypothetical interatomic potentials far interaction 

between two A atoms (solid curve),  and hetween A and B atoms (dashed 

curves). 

A - A ,  and thus  AB > 6 ~ .  L e t  

Here the A - B  interaction has fieen depicted to be weaker than 

6~ = Equilibrium A - A  spacing. 

EkA = Equilibri binding energy between two A atoms, 

i.s., energy required to separate them an infinite distance. 

 AB Equilibriuna A - E  spacing. 

CAB = Equilibrium A-B binding energy. 
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Figure 5 - 4 .  Schematic representation of a 38' < l o o >  t i l t  boundary in a 
simple cubic crystal (Ref. 62). 
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Figure 5 - 5 .  Hypothetical interatomic potential for A - A  and 8 - B  bonds 
(Ref. 6 2 ) .  



Is1 t he  a n d i s t o r t e d  lattice, the spacing between B atems and 

neighboring A a t o m  i s  cons t ra incd  t o  be e q ~ l  (01 c lose )  to 6 ~ ;  

t h i s  leads to a lowering (ifi magnitudo) o f  binding energy P r o m  'AB t o  E A - B .  

In like fashion, a g r a i n  bsundary A atcm ( e . g . ,  at s i t e  1 i n  Figure S-l+> 

can be d isp laced  from its equilibrium l a t t i c e  s i t e  an either adjacent  

gra in  resulting i n  a lowee binding energy E A - A  than A atoras i n  t h e  perfect 

lattice ( E A A ) .  Efencr an appropr ia te  exchange of B atoms f r o m  the l a t t i c e  

for A atoms al t h e  boundary wolild be eaergetically favorable. Such an 

exchange could be by an  A atoa zt- site 1 (Figure 5 - 4 )  exc:iiangitig p o s i t i o n s  

v i t h  a B atom a t  sit;& 9 .  ' f i e  n e t  energy change, 0 . ~ ~ ~ :  i n  such a case 

would be : 

A E I ~  - E A * ' B )  + (EM - CA*P, )  Eqilation ( 5 - 2 )  

In  a d d i t i o n ,  other st retched bonds around s i t e  1 and G i i l n r  relexations 

of g ra in  hollndaiy s t ruc tu re  w i l l  l ead  to a further l o v e r h g  of e f f e c t i v e  

encrgg.  The totnl energy change, A C B ~ ,  associated with a f u l l y  relaxed 

(equi l ibr i i im) t r a n s f e r  oE a B atom trs s i t a  1 is c a l l e d  t h e  " i n t e r a c t i c n  

energy" bctdeen a B atom and s i t e  I. In  other  w o ~ d s ,  the iPinteraction'i 

QK "binding" energy, A € ,  i s  t h e  decrease i n  the. energy of t h e  s y s t e m  whe-11 

a solute atom in t he : .  bulk l a t t i c e  exchaiiges p laces  w i ~ h  a so lvent  atom a t  

a g r a i n  boundary site. I t  i s  t h i s  relaxation of d i s t o r t e d  atomic bonds 

and t h e  a t tendant  energy reduct ion  1 . h t  provides the phys ica l  b a s i s  for 

"pos i t i ve  absorp t  ion'7 or segrega t ion .  

r i go rous ly  l a t e r .  

This  ill be dealt w i t h  iflore 

Mc.T,ean (Kef.  6 7 )  lias developed a s t a t i s t i c a l  therwdynami c tieaLnment 

of segrega t ion  based on the assuiuptisn that a! 1 gra in  boilnilary s i t e s  have 

c i t h e r  a single valued interaction energy AE (i.e.9 A E  is independsnt of 



temperature and solute concentration in the lattice and the boundary) with 

a particular solute or they have no interaction at all. Then: 

Equation (5-3) 

where X' = Fraction of energetically attractive grain 

boundary sites occupied by solute atoms 

xQ = Fraction of solute atoms in the lattice. 

McLean suggested that approximately one third of the "grain boundaryts 

sites might have an attractive interaction with solute atoms. 

three atom layer boundary, the areal density of energetically favorable 

sites would then be approximately one monolayer. 

Assuming a 

McLean also has suggested that since A €  = EI, - E B ~  and in cases where 

solute segregation is significant, E B  << el;, hence AE = c ~ .  Now EL may be 

approximated by the elastic distortion .?nergy, W, of an isotropic e l a s t i c  

sphere forced into a spherical cavity of a different dimension. 

temperature dependence of A6 should be similar to that given for W by 

Pines (Ref. 6 4 ) :  

Hence t he  

where K = Effective bulk modulus of the pure solute 

G = Shear modulus o f  the solvent matrix 

r = "in-situ" radius of the so!,ute atom 

6 = ( r ~  - rB)/rA 
PA = Undistorted radius of the solvent atom 

rB = Wndistarted radius o f  the solute atom. 

Equation ( 5 - 4 )  
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0 
Equation (5-3) predicts X rail1 decrease as T increases and w i l l  be 

a d roughly linearly related t o  X f o r  small values  of X . While these  

q u a l i t a t i v e  p red ic t ions  are i n  general agreement with experimental  

observations, SUEF discrepancies  i n  detail do e x i s t .  

Several  segregat ion studies (Refs. 61,65) have reported a woaker 

U temperature dependence of X than predicted by Equatiorn (5-3). This 

behavior could be due t o  as an increase  i n  the  (apparent) interactian 

energy with temperature. h b e t t e r  agreement i s  obtained by l i f t i n g  the 

assumption that a l l  segregating a t o m  have the same iiiterrictiicin energy,  B E ,  

and that these i n t e r a c t i o n  energ ies  are independent o f  temperature. 

Considering first the temperature dependence of B E ,  t he re  axe t h r e e  

temperature dependent terms i n  Equati.cn ( 5 - 4 ) :  

The e l a s t i c  moduli tel-m, KG/(3K+4G): 

For the case oE sulphur segrega t ion  i n  Ni3A1, White and 

S t e i n  ( R e f .  61) have f a u d  this t e m  to decrease by about  30% as  

t h e  temperature i s  raised from 1000 to iS06 R .  

The m i s f i t  parameter 6 :  

The change in 6 (and hence 6') a s  a f-mct-ion o f  temperature may 

be estimated from thermal expansion coefficients of N i 3 A 1 .  In 

t h e  case of su lphui  i n  N I J A 1 ,  the above au thors  (Ref .  61)  have 

est imated 6' t u  increase by a factor Q F  about; 2 for a temperature 

illcrease from 1000 to 1500 K. 

n e  r3 term: 

This term i s  expected t~ increase w i t h  temperature but o n l y  by a 

few percent; hence i t s  e f f e c t  is n e g l i g i b l e  cowpased t o  the 

o t h e r s .  
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It is worth noting that while the above arguments qualitatively 

rationalize the increase of AE w i t h  temperature, bulk material properties 

of the sollato such as atomic radii, elastic constants and thermal expan- 

sion data have been applied f o r  a salute atom in a dilute solid solution. 

White and Stein (Ref. 61) and White and Caghlaa (Ref ,  66) have 

ested a "spectrm of sites" approach in which the effective interac- 

tion energy between segregating solute atoms and grain boundary sites 

varies according to the fraction of sites already occupied. 

approach different binding energies are assumed for d i i f e r e n t  types of 

grain boundary sites as follows. L e t  

In this 

A E ~  = ~inci img energy of a salute atam far the " i t h  typea3 of 

structurally distinct sites each af these being independent sf 

temperature. 

CI 
Fi 

cz = Crystalline phase. 

u = Grain boundary, 

Xa = Fraction of lattice s i t e s  occupied by salute atoms. 

Xi 

E A  , E B  

= TRe fraction ~f all grain baundi.ry sites that are of the ith type?. 

Q = Fraction of type i rain boundary s i tes  occupied by solute atoms. 

a a = Tfie energy associated with A , B  atoms on bulk lattice s i t e s .  

is , EBia = me energy assaciated wit:? A , B  atoms on type i grain 

boundary sites. 

Assuming that the individual values of A f i  ore unaffected by either 

the extent af segregation or temperature and accounting only f o r  the 

configurational (not vibrational) entropy of the system, t h e  

authors (Refs ,  61,66) showed that: 
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Equation (5-5) 

Where 

Q CY Equation ( 5 - 6 )  

at a grain bmmdary of this type 

a d E i  ( E a  - EAa) 4- ( E B i  - EAi ) 

a 'The overall solute concentration X 

would be given by: 

Equation (5- 7 )  

i 

T'ne values of A e i  f o r  a given system are determined by the chemical 

interactions between the solute and salvent species as well as by the spa-  

tial. relationships between atoms at various grain boundary sites. 

Fi vs A E ~  

'The 

0 cr distributions were arbitrarily chosen to have the shape o f  a 

normal probability function w!ience these authors (Ref. 61) were able to 

back calculate A E e f f  as a func t ion  a€ temperature from the following 

expression [which is derived from Equation ( 5 - 3 ) J :  

xa (1 - XU) 
*te f f  = kT Ln [X. (1 - ] Equation ( 5 - 8 )  

Figure 5-6  sliows a plot o f  AEeff vs 'I" froin their paper where imaX and 

6~ were chosen so that the energy released upon saturating all energeti- 

i L  6 
cally favorable sites with solute atoms 1 F i  A E ~  is one half of the 

i-1 

grain boundary tension fa r  a pure  metal ( 7 ' / 2 ) .  Beeff approaches 0 a s  T 

approaches zero because half the sites at this hypothetical g r a i n  boundary 

have negative s o l u t e  binding energies and hence will never be f i l l e d .  

Hence X" < 1 at T = 0 and hence AE = 8 as per Equation ( 5 - 8 ) .  As T 
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Figure 5 - 6 .  P l o t  o f  e f f e c t i v e  binding energy vs temperature for 
several values of grain boundary tension 7 (Kef. 61). 



ci increases, X decreases; however, the average binding energy of the solute 

atoms remaining at t h e  boundary increases. Hence X decreases more slowly 

than predicted by Equation (5-3) and hence Aceff in Figure 5-6 increases. 

The authors ascribe the surprising maxima shown an Figure 5-6 to unknown 

factors. In the above discussion AEeff is the "effective" binding energy 

i.e., the binding energy that can be found from experimental measurements 

o f  XoL and X". 

Q 

bihite and Coghlan (Ref. 66) have found this approach to yield results 

more in accordance with experimental data. In thei-r calculations the 

strain energy of the solute-grain boundary system was taken to be the sum 

of both size and modulus mismatch terms and both were found to cause a 

significant solute segregation to grain boundaries. The size mismatch term 

arises because the solute atom can lower the energy ~f the system by 

moving to a distorted region near the grain boundary where it can be well 

accommodated, The salute atom also influences the elastic constants of its 

immediate surroundings. The elastic energy of a strained region is 

directly proportional to its elastic constants, and thus solute atoms 

which tend to lower the elastic moduli will be attracted to highly 

strained regions while those that increase the moduli will be repelled. 

These authors point out t h a t  the modulus effect may help explain grain 

boundary segregation in the absence of size mismatch. 

It is to be remembered that Equation (5 -3)  holds for equilibrium con- 

ditions only; i.e., the grain boundary must be in equilibrium with the 

matrix. McLean (Ref. 63) has suggested the time, t,, - necessary €or the 

grain boundary solute concentration to reach one half its saturation value 

is given by: 

2 
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Equation (5 - 9) 

where a = X"/X" 

d = Grain boundary thickness 

D = Diffusion coefficient of solute in the solvent matrix. 

This offers an approach towards understanding the kinetics of salute 

segregation and will be dealt with in Chapter 10, 

IV. INIXRFACXAL THERMODYNAMICS 

A.  Basics 

The following treatment follows the one presented by Lupis (Ref. 5 7 ) .  

The comprehensive thermodynamic treatment of interfaces was first developed 

by Gibbs (Ref. 68). 

It is to be recognized that atoms in the vicinity of an interface are 

The energy in a different environment than in either adjacent bulk phase. 

of a system containing an interface will generally be greater than the 

energy of equal volumes (or moles) of the constituent phases. 

A real, physical interface is three dimensional - albeit often very 

thin ( f e w  angstroms). A planar region, Q ,  (shown hatched) of thickness At 

is shown separating two homogeneous bulk phases a and B in Figure 5 - 7 .  

convenience, a planar interface is considered, thereby obviating complica- 

tions due to interface curvature. 

are uniform in a direction parallel to AA' but not perpendicular to i t  

(i.e., x x ' ) .  

For 

It is assumed that the properties of a 
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PX 
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I 

I 
I 

X’ 

4 

A’ 
- --z 

Figure 5 - 7 .  A closed system e illustrating the concepts of a physical 
interface (hatched) and Gibbs dividi-ng surface 1. 



The Gibbs treatment models this system as t w o  homogeneous phases 

separated by the two dimensional surface 1, shown dashed in Figure 5 - 7 .  

The surface is chosen such that it is a plane of symmetry for the elements 

adjacent to it. 

perpendicular to 1. 
A closed system 0 is generated by surfaces CC”  and DD’ 

It is assumed that the only work performed by the 

system is done against pressure. It is possible to show (Ref. 67) that in 

such a system the equilibrium conditiom are: 

Ta = TB = To Equation (5-1Q) 

(T 
pi a = pifi = pi Equation (5-11) 

(i = l,--m) 
B U where Ta, T 

pi , pi and pi are the chemical potentials of component i in a, B and a, 

respectively. In other words, when the systems a, f i  and u allow heat and 

and T are the temperatures of a, 19 and (I, respectively, and 

a B  Q 

mass transfer but have no moving boundaries, then the conditions for 

equilibrium are identical fo r  homogeneous and heterogeneous systems (i.e., 

containing interfaces). 

If a and B are assumed homogeneous right up to the surface 1 and 

quantities relating to the part of the system containing a are identified 

by a prime while those pertaining to the part containing B by a double 

prime, then: 

n i -  = ci*V’ 

and 

Equation (.5-12) 

- .e 

ni - ci”V” Equation ( 5 -  13) 

where ni = Number of moles of component i 

ci = Concentration of component i in moles per unit volume 

V = Volume of subsystem. 
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Tke comparison between the real and madel systems i s  shown in 

Figure 5-8. 

For the model system t o  be stoichiometrically equivalent t o  the r e a l  

ci 
system, the dividing surface 1 must be assmed to contain ni 

males of component i, sa that the total ranher of moles of i in the real 

number of 

system n i  is: 

"ai - - n i -  + nj < .  -+ "i a Equation (5- 1 4 )  

The t o t a l  surface EXCESS of component i is then defined a s :  

n i  = n i  - ni - "i Equation (5- 15) a ,  I -  

In cornon usage the term "surface excess of component i" implies the  

SPECIFIC surface excess of ~ ~ ~ i ~ p o n e n t  i given by: 

Equation (5- 16) 

where A = Area of surface 1. 
Other surface excess quantities such as energy, entropy, e t c .  may be 

similarly defined: 

Equation (5-  1 7 )  ,. vis z vi - v i .  - v i  
". E i '  - Ei Equation (5- 18) 

Equation (5- 19) Sia 5: si - Si' - Si" 
It is to be noted however t h a t :  

vu == v - V' - V"= 0 Equation ( 5 - 2 0 )  

The specific surface excess of component i, , is often c a l l e d  the 

"Adsorption of i". 
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OI 
d 

C;’ c; - 

Figure 5-8. Real (a) and model (b) systems. In the model system, the 
phases a and B are assumed homogeneous up to the dividing 
surface 1. 
to the area in black ( c )  and is assumed t o l e x i s t  in the 
hypothetical surface? 1 ( d ) .  

The number of moles adsorbed n? is equal 
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Now for  the en t i r e  closed system 8 a€ Figure 5 - 8 ( b ) ,  it i s  possible 

an 
E' = TS - P'V' - P"'V" + 7"A 3. 1 p i n i  Equation (5-21) 

i=l 

ca where the  only difference between E and the expression f Q K  a homogeneous 

phase of tho. same temperature, composition, pressure and volume involves 

the quantities T A and p i n i  . 
m 

0 B 

i=l 
The properties of t h e  individual bulk homogeneous phases lead to: 

Subtracting Equation (5-22) from Equation (5-21), we obtain 

m 
E' = TS" + 7 0 A -+ 1 pi,"i Q Equation (5-23) 

i=l 

Differentiation of Equation (5-23) leads to: 

Using t h e  notations used earlier for surface excess quantities: 

Equatj-on (5-25) 
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Inserting Equation (5-25) in E ~ ~ ~ ~ ~ i ~ ~  (5-24) yie lds  the Gibhs-Duhem 

equation foe the interface (Ref. 6 7 ) :  

or 

Equation (5- 2 6 )  

Equation (5 -27)  

so where - = Specific Interfacial Excess Entropy. A 

Equation (5-27) is the well known Gibbs Adsorption Equation, which 

relates surface tenian to surface conposition. 

C T C F  Q 
The excess quantities E I S and n i  are determined by the s t a t e  of 

the physical system and by the imaginary surfaces by which they are 

defined.  In deriving Equation ( 5 - 2 5 ) ,  it is assumed that all such  su r -  

faces are kept fixed. Then the expression of & for all reversible 

variations depends only on the position and form of the surface 1. 
1 is either translated or rotated, each o f  the quantities E , S 

will vary but Equation (5-25) will still be obeyed. 

Cs 

When 

o u  a and n i  

It is  to be noted that Equation ( 5 - 2 3 )  provides the definition for 

a 
the in te r fac ia l  tension, 7 (Section 11). From Equation (5-23): 

rn 
0 P A  = E" - TS" - 1 pini Equation ( 5 - 2 8 )  

i=l 

Since the Helmholtz free energy is: 

Q Fa = E - TS" 
Thus, 

Equation (5-29) 

Equation ( 5 - 3 0 )  
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W. Relative Adsorptions 

It is important to note that, in Figure 5-8, in order fox the real 

and model systems to be truly equivalent, the choice of 1 is critical and 
nonarbitrary. 1 is often called the "surface sf tension. '' 
surface excess quantities are very sensitive to the position of the 

dividing surface. 

are invariant with respect to the  position of the interface. 

special case of a grain boundary, however, most of the surface excess 

quantities do not depend on the exact position of 1. 

Most of the 

Ilence thermodynamic functions have been developed which 

In the 

In a multicomponent system, 

by Equation (5-16) as: 

the adsorption of component i is defined 

I - (ni - Ci'V' - Ci"V*') Equation (5-31) A 

Since V' = V - V" [Equation 5-20 ]  

Equation ( 5  - 32) 1 I. ri = [ n i  - Ci'V - (Ci - ci')v--] 

In Equations ( 5 - 3 2 )  and ( 5 - 3 3 )  only V" is dependent an the position 

of 1. Eliminating i t  from these two equations: 
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While both Ti and rA depend on the position of 1, their combination 
as given in the LHS of Equation ( 5 - 3 4 )  is independent of it and is called 

the "Relative Adsorption of i with respect t r s  A,," IiA. That is, 

Equation ( 5 - 3 5 )  

A In other words the Gibbs relative adsorption Ti is the adsorption of 

i at the surface when the adsorption of A is zero (i.e., [, = 0). 

In a similar fashion, the relative entropy with respect to A may be 

written as: 

Equation ( 5 - 3 6 )  

where S' and S" are the entropy densities in phases a and B .  

C. Binary Alloys 

If A represents the solvent component and B the solute, then in the 

case of a binary solid solution, for each homogeneous phase on either side 

of z, the Gibbs-Duhem equation may be written as: 
S'dT - dP + cA-dl.\A f Cg-dvg = 0 

S"dT - dP + CA"dvA + Cg-*dpB = 0 

Equation ( 5 -  3 7 )  

Equation (5-35) 

Hence (S*- S"")dT + (CA' - c ~ * ' ) d p ~  + (cg- - CB")dl.IB = 0 Equation ( 5 - 3 9 )  

"Re Gibbs adsorption equation may be written as: 

Equation ( 5 - 4 0 )  

Eliminating dpA between Equations (5-39) and ( 5 - 4 0 ) ,  we obtain: 

Equation (5-41) 



or $ya - S A ~ S .  - rHAdiig Equatinn ( 5 - l c 2 )  

'This i s  the Gibbs adsorpt ion equation for a binary systen! i n  tarins of 

relative adsorptions. 

s o l u t e ,  the excess entropy t e r m  in Equation (5-42) would dominate. 

It Is to be noted t h a t  for  a weakly segregating 

For a 

strongly segregatinx salute. however, the  second t e x m ,  i . s * ,  FB*dl'R, uimlt' 

dominate and would canse t h e  ini,c;rEacial energy to increase w i t h  

temperature. 

For a binary system: 

Equation ( 5 - & 3 )  

A 1, may be obta ined  from t h e  dependence o f  the surface tension 

on the a c t i v i t y  of: so lu te  B at any given temperabure. 

From Equation ( 5 - 4 2 )  t h e  Gibbs adsarption isotherm wn1.ild be given b y :  

Eouation ( 5 - U j  CJ A 
(dT 3T-J = - I, dvg 

The following may then be defined with rresoect to Equation ( . 5 - & 4 ) :  

(i> Positive a d s o r p t i o n  implies a case where the i n t e r f a c i a l  tension 7' 

I," m i l s t  be decreases w i t h  an increase i r i  solute B; for this to be true 

positive; i.e.: 



cr (ii] Negative a.dsorption implies a case where the interfacial tension 7 

increases with an increase in solute B; hence: 

Figure 5 - 9  schemasically depicts three cases: no excess, positive and 

negative absorption, a 

V. EXPERIMENTAL METHODS FOR DETERMINATION OF INTERFACIAL AND SURFACE 

FREE ENERGIES 

This section gives a brief accsmt of the different methods for 

obtaining free energies of interfaces and surfaces. Much more detailed 

accounts axe available in the works of Adarnson (Ref. 70) and 

McLean (Ref. 6 3 ) .  

X f  a polycrystalline metal is heated to a temperature high enough to 

ensure atomic mobility, there will be an equilibrium between the inter- 

facial energies of adjoining interfaces. Using virtual work arguments, 

Smith (Ref,  71) showed that in the case of triple junctions, a s  in 

Figure 5 - 1 0 ( a ) ,  the equilibrium may be represented as: 

Equation ( 5 - 4 5 )  
A 3  = -  A, 

L__ - P 

1, - 
Sinal Sin, 2 Sin,, 

where X I ,  X 2 ,  and X 3  are the interfacial free energies (here assumed equal 

tu interfacial tension) and the a's axe the dihedral angles between the 

grain boundaries. 

material. 

This simple situation would prevail for a single phase 
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A@- 11 7 

Figure 5 - 9 .  Idea l ized  variations in volume concentration, c j ,  of the 
j t h  component in the general two phase (multicomponent) 
system fo r  c j A  f cjB. 
b u t i  on about the dividing surface. ( I s )  Effective posit ive 
adsorption. 

(3)  No excess for a symmetric distri- 

(6) EFFective negacive adsorpt ion (Kef. 6 9 ) .  
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I f  a section is made normal to the jmct ion  line of the t h ree  grains, 

then the ratios of x ' s  for the boundaries are obtainable by measurement of 

the angles (a). 

the relation between grain boundary tension and the orientation difference 

between the two grains separated by a boundary (Refs. 71,72,73,74,75,76). 

By performing a series of experiments where the orientations of t w o  of the 

grains were held constant while that of t h e  third was varied, the tensions 

~f each grain boundary were extracted. 

Several investigators have used this approach to find 

In the case af a polyphase material, e . g . ,  at a triple j unc t ion  where 

two grains of the same phase (a) meet one of another phase ( B )  as in 

Figure 5-10(b) [a special case of Figure 5 - l a ( a ) ] ,  Smith (Ref.  7 1 )  found the 

following relation: 

x i  = 2 x 2  cos (b/2) Equation ( 5 - 4 6 )  

If a polycrystalline metal sample is heated in a vacuum or  suitable 

atmosphere, the grain boundary and surface f r e e  energies a re  ad jus t ed  to 

equilibrium to produce grooves on the surface as shown in Figure 5 - 1 1 .  

In such a case Equation (5-46) becomes: 

XGB = 21, cos p / 2 )  Equation ( 5 - 4 7 )  

Hence t h i s  islethod of "thermal etching" may be employed to find t h e  

ratio of grain boundary to surface free enesgy by measurement of the 

groove angle a. 

The above mentioned methods can be used t c a  find relative boundary 

tensions. 

for very specific cases. Thompson (Ref. 7 7 )  measured the electrical 

resistance of steel specimens heat treated to contain very large and very 

Absolute values of grain boundary tensions have been determined 
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Figure 5-10. ( a >  Junction of three g r a i n  boundaries. The j unc t ion  
line is perpendicular to t h e  plane of the  paper. 
( 6 )  Junction between grain of phase ,8 and two grains of 
phase a. The junction line i s  perpendicular to the plane 
of the paper (Ref .  63). 
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Grain 
boundary 

Figure 5-11. Equilibrium between gra in  boundary and surface free 
energies (Ref. 53). 
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small carbide (FeaC) particles. The difference in their resistance was 

used to deduce the difference in carbon solubility between Fe and Fe3C. 

This solubility difference was introduced into a thermodynamic formula 

relating salubility, particle size and interfacial energy to arrive at the 

value of 1350 ergs/ctn2 for the interfacial energy between ~e and Fe3C. 

Fishes, Holloman and Turnbull (Ref. 78) estimated the austenite-martensite 

interfacial energy (24 ergs/cm2) from principles of nucleation theory. 

Mess (Ref .  79) has suggested that grain boundary energy might be deter- 

mined by measuring the small quantities of energy released during gra in  

growth 1 

For interfaces other than grain boundaries, several methods have been 

developed: 

(a) The Droplet Method: TRis can be used i n  the case of imperfect 

wetting where Equation ( 5 - 4 5 )  can be used far the equilibrium of 

a liquid droplet an a solid surface. TRis method measures the 

interfacial energy at the melting point, 

(b) The Zero Creep Method: This absolute measurement method applies a 

virtual work argument to a case where the contraction of a heated 

foil or thin wise is prevented by the action a€ weights attached 

to the sample. Since the experiments are carried out at 

extremely slaw deformation rates there is negligible volume 

resistance to plastic deformation and only the following four 

terms need be considered: 

(i) Work done by the weight in slightly extending the wire. 

(ii) Work done longitudinally against surface tension. 



(iii) Work done against surface tension in laterally contracting 

the specimen. 

(iv) Work done by grain boundary tension if the grain boundary 

area changes. 

(c) The Heat of Solution of a Powder: 

heat of solution of a powder over and above that of the same mass 

of nonparous metal or the difference between the heats of 

solution of equal masses of powders of different particle sizes 

is used to find the total surface energy. If the total area of 

powder surface is known, then the specific surface energy can be 

easily found. 

In this method, either the extra 

(d) The EMF of a Powder: This method relies on the fact that surface 

free energy leads to higher electzode potential for a powder than 

for the same material in bulk form. 

determined difference in emf P can be used to find the surface 

free energy 7, (Ref. 63): 

Hence an experimentally 

Pvf r 
2V rs = - Equation (5-48) 

where 

I = Radius of particles 

f = Faraday constant 

v = Valency 

V = Volume per mole. 

Most of these experiments are difficult: to perform and are very 

specific in application. 



equilibrium s e p a ~ a t ~ u n  6 , .  L e t  rile ewe cxys;ca.ls be i so thermal ly  and 
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Figure 6-1. Grain boundary cohesive enexgy, $cg requi red  far propagation 
of a crack d o n g  a solute  segregated boundary (Ref .  41). 
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c 

Figure 6 - 2 ,  ( a )  Free energy-separation diagram f o r  a grain boundary 
uniformly separating along its boundary plane.  
(6) Corresponding iiormal stress-separation diagram. Broken 
lines represent changes vith solute adsorption (Ref. 8 0 ) .  



force required for extension and gives the stress vs displacement curve 

of Figure 6 - 2 ( b )  when normalized to unit area. 

The cohesive stress, oc ,  of a. grain boundary i s  the maximum force per 

unit area required ta uniformly separate two adjacent grains along their 

cornon boundary (Ref. 62).  It would seem that measurement of aC would 

then be a simple matter, for Equation (6-2) would be valid far ;a uniformly 

separating grain boundary. 

because such a separation is impossible in reality, Orowan (Ref .  SI) 

This measurement is rendered impossible 

assumed: 

(a) Sinusoidal a vs 6 curve, and 

(b) Identical grain boundary and bulk elastic moduli to arrive 

at. a cohesive uco: 

Equation (6- 3)  

;k In Equation ( 6 - 3 1 ,  $c is the cohesive energy modified to reflect the f ac t  

that during brittle intergranular fracture the specific sur face  energy of 

the rapidly created free surfaces 

value of F,. 

is not equal to the  equilibrium 

The limitations of Orowan's expression (Equation 6 - 3 )  have 

been noted (Ref. 62); however, a superios expressisn has yet to arrive. 

As has been discussed by Rice (Ref. 821, the normal stress can be 

expressed a5 a function either of: 

(a> Boundary displacement ( E )  and boundary compositian (in terms of 

intenfacial concentration excess I 1 ; i. e, : 
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0 = G !a,[, 

a* 

(k)  B O U ~ A T ~  displacement (6) and boundary potential (v)  ; i. e.  : 

Equation ( 6 -  5 )  A 
(r = a- (6,p) 

Since both [ znd p vary with 6 L.$ere w i . 1 3  b P  two l i tn i t ing  

cases (Rcf. 82) :  

( 8 )  Separation ;kt constant I - the two crystals separate at a rate 

such t h a t  f u r t h e r  matter t r a n z s ~ o s t  to the interface is precluded 

(i .e.  , a "fast" seuaration) . 

(b) Separation at constant 3.1 - the tva crystals sepiarate at a rate 

that.. allows c o q l e t e  com~ositional equi l ibr ium between the 

ineorface and a m a t t e r  source at constant p o t e n t i a l  ( i .~.~ a 

"SIOW" separation). 

O u r  interest here is i n  the  problem of brittle intergranular f r a c -  

t u r e ,  and several authors  (Refs. 6 2 , 8 0 , 8 3 , 8 4 )  have pointed out that under 

t h i s  cclndition the crack propapates  a long t h e  boundary so  r a p i d l y  that 

t he re  is no t i m ~  for  compositional e q u i l i b r a t i o n  and case  (a) is the  

a19plicable limiting case. Herice in. t h e  following discussion it will he 

assumed t h a t  a can be treated. as a func t ion  of i n t e r f a c e  composition [ 
and d i sp l  acem~ri t  (a ) ,  i . e .  : 

8 = cs (SJ) Equation ( 6 - 4 )  

Figiire 6 - 3  (Ref .  58) s h a m  concentration p r o f i l e s  across a g r a i n  

buiindzry i n  a hinary A - B  system. The grain boundary s o l u t e  adsorp t ion  I," 
is  the shaded area undei the Cg vs Z curve of Figure 4 - 3 ( a ) .  In oui  case  

of a v c i y  rapid grain boimdary crack growth, the fracture su r face  c r e a t e d  

" i r iher i r s"  an adsorption level t h a t  is one h a l f  ttzat €OK the gra in  
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S* 1 b 
boundary, i . e .  , I, = a I, as shown in Figure 6 - 3 ( b ) ,  a nonequilibrium 

level 

If the crack were in equilibrium, the effect of segregation on the 

surface energy P would be given by the Gibbs adsorption isotherm 

(Equation 5-44). 

Equation (6-5) dE"s = [ s - XB [ A ~ ] ~ ~ B  

However, the crack i s  NOT under equilibrium and hence the surface 

energy Fs' and $* will be given by an expression originally formulated by 

Rice (Ref. 82) and later clarified by others (Refs. 8 0 , 8 3 , 8 4 ) .  This 

expression is (Equation 10 in Ref. 82): 

where p~~ = Solute chemical potential as a function of equilibrium 

grain boundary excess as solid curves in 

Figure 6 - 4 .  

pgs .I Solute chemical potential as a function of equilibrium SUK- 
S s b 

face excess rB - this is evaluated at I, = 1 / 2  I, - 
shown as dashed curves in Figure. 6 - 4 .  

Hence p~~ ( [ R b / p )  is the salute chemical potential that would result 

in an equilibrium surface excess equal. to half the grain boundary excess 

for the grain boundary that is actually undergoing fracture, 

It follows from Equation ( 6 - 6 )  that if the right-hand side of the 

equation i s  negative then the solute segregation will decrease #'?> i.e., 

the solute will promote intergranular cracking. This can happen as shown 
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in Figure 6-4(cn) where the solute segregates more strongly to free surfaces 

than to grain boundaries. 

at equilibrium is rb'; corresponding to this the chemical potential is 

PB b ( rb'). The rapidly formed crack surface inherits a composition of 

Here the grain boundary concentration of solute 

' \  Is IbA whence the chemical potential is p~~ as shown. Hence 

Equation ( 6 - 5 )  yields a negative d$*/dl, in this case. This has been 

12 
b 

observed fox sulphur in NijAl with the quditative observations agreeing 

with the predictions (Ref. 41). 

In his original paper, Rice (Ref. 8 2 )  allowed for the possibility of 

the reverse effect, i.e., the case where a solute segregates more strongly 

to a grain boundary than to a free surface. Such a situation is depicted 

in Figure 6 - 4 ( b ) .  Following a reasoning as given above it is easy to see 

that a fast crack propagation approximation leads to a POSITIVE d$"/d[ 

value, i.e., the segregation of solute enhances grain boundary cohesive- 

b 

ness. Indeed, baron has been observed to show this effect in 

NijA1 (Ref. 41). 

Two points need to be clarified. The first is that r b  > Is is a 
b 

necessary but not sufficient criterion for a positive d@'/d[ ; for if rS 
is only slightly below Ib in Figure 6 - 4 ( b )  there is still the possibility 

b 
of a negative d@"/d[ . Using the simplifying assumptions of rb and [' 
being linearly proportional t o  solute atom fraction and the solute obeying 

Henry's law, it can be shown that the condition for positive d$"/d[ 
b 

is 

The second, which is of general interest but does not bear directly 

on the present discussian, is that had the crack opened up and propagated 
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Figure 6-a.  A schematic diagram s h o v i n g  the e f f e c t  of s n l i i t e  segregation 

( a )  ‘The N’ 

on the sal u t c  chemical. nntentj a: of f r e e  (cavity) sur face . ; ,  t i ; ,  

and Train b n u n d a r i c s .  ub 
the sollit-a Inas a strotla tendexcy to segregate to gra in  
boundarjes biit not t o  frpe surfac~s. and ( h )  the solute tends 
tia segregate m n x ~  strangly to f ree  - , u r faces  than to grain 
boundaries ( a u f .  AI). 

for t * ~ o  types of sol i i t rs .  
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under equilibrium conditions, then the Cg vs 2 curve would have been that 

depicted in Figure 6-3(c). In such a case Figure 6 - 4 ( a )  shows: 

Equation (6-7) 

11. BRITTLE FRACTURE AND TXE GRIFFITH CRITERION 

Using any energy balance, Griffith ( R e f .  85) derived a necessary 

condition for the prapagation of an unstable crack in an isotropic, homoge- 

neous, linearly elastic continuum having a sharp elliptical crack of half 

length, a,  and a normal uniformly applied stress, QA, as shown in 

Figure 6 - 5 .  According to Griffith, the crack will propagate for an 

applied stress CSA > GAG* where: 

Equation ( 6 - 8 )  

where 

v = Poisson's ratio 

QAG'~ = Critical stress derived by Griffith (Ref. 85). 

In principle, Equation ( 6 - 8 )  yields an expression f o r  t$c"'; as per 

some reports discussed in Ref. 62, some experimental results bear out  such 

an expression. The Griffith criterion, however, is not a sufficient cri- 

terion since it neglects the detailed mechanisms of interatomic 

separations at the cracktip; such separations require local crack tip 

stresses in excess of QC (Section I). 

Inglis (Ref. 86) estimated the local tensile stress an(p) at the tip of 

an elliptical crack of tip radius p a s :  

With reference to Figure 6-5, 

ayy(P) = S A  (a/p)1/2 Equation (6-9) 
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Figure 5-5. Schematic of an elliptical, Gsiffith type crack (Ref. 6 2 ) .  



~ e n c e  the critical applied stress at which o, , (p> = uc is 

Equatirin (6-10) 1 
QACk = (&> 12 

Substituting t he  Orowan expression of Equation ( 6 - 3 )  one gets: 

Equation (6- 11) 

Comparison of Equations (6-8)  and ( 4 - 1 1 )  shows that ~AG'~"BAC'' when 

P S ~ ~ ,  i . s . ,  the crack must be atomically sharp. 

An implicit assumption in the previous discussions is l inear elastic 

behavior of the material surrounding the crack tip; as shown in 

Figure 6 - 2 ( b )  the material behaves nonlinearly at stresses can the  order of 

Q @ .  Such nonlinearity o f  interatomic forces has been t r e a t e d  by 

Barenblatt (Ref, 87 )  who considered the crack plane to be divided into 

three regions as shown in Figure 6 - 6 :  

(a) A linearly elastic region away from the crack tip. 

(b) A "cohesive" region where interatomic forces are large and nonline, i r .  

(c) The free surface region where the crack is completely separated 

into nanintsractfng free surfaces, 

His coprcl~sio~ was that the nonlinearity sf interatomic attractions 

does not severely detract from the Griffith criterion when the. cohesive 

region is small compared to the total crack length. 

The. Griffith theory and Barenblatt's extension of it are the result 

of continuum considerations and predict that the crack is stable at a 

single stress value above which it propagates catastrophically and below 

which the crack heals. In contrast to this, the treatinent o f  

Thomson et al. (Refs, 84,85) regards the discrete nature of the lattice 

through which the crack propagates. Such a treatment; yields the phenomena 
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Figure 6 - 6 .  Schematic of a Barenblatt type crack (Ref.  62) 



of “ht t i ce  trapping,” the terminology t c ~ r u i n g  from the fac t  t ha t  the. 

crack is trapped at a single l a t t i c e  position aver a zange of stresses 

csrapanabh c. the G r i f f i t l a  c r i t i c a l  stress given hy Equat ion ( 6 - 8 ) .  This 

leads to the C Q ~ C P U S ~ ~ ~  that in a discrete lattice the propagat ion  of a 

b r i t t l e  crack might require stresses significantly in excess o f  042 of 

Equation (6-89. Without delving into the mathematical. details a€ t h e  

approach, the fallowing major points are of interest here: 

(a] As i n  the Griffith approach, tha equ5li’briiun c r i t i c a l  stresses 

are inversely proportional to the square root of the crack half 

length.  

(b) The surface ei ie~gg term in the Griffith expression @c’k, 

Equation ( 6 - 8 ) ,  is a t ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ c  s u r f a ~ e  energy team as showil 

in Equation (6-1). 

( c >  It is to be noted that in TSzuason e t  al. ‘ s  formulation both the 

surface energy term and the degree of l a t t i c e  trapping are a 

strong function (both are eampl icatsd analytical fur ic t ions)  o f  

the, width of the ” c ~ h ~ ~ i v e  iegim” of arenblatt ‘ s  formula t ion .  

(d) Frola ~bo~unrson et al (. ’ s  approach, urdike ~riffith‘s, t w o  discrete 

vrsEuea sf c r i t i c a l  sx;xess can be exzracted: o m  is a “crack 

openinggP Eun.ction while the other  is a ”healing” function. ~ 0 t h  

of these ~ ~ ~ ~ ~ t u n i ~ a l l y  inc reas ing  fuf lc t iuns of crack. lc l igth.  

Corresponding ;ZQ these notions, there are twa values of t he  star- 

face energy term, one for crack opening (7‘+) anti the ather for 

healing ( 7 - ) ,  their r a t i o  being ‘I+/T’- 5.76. These autllors p i n t  

out  that these  surface energy terms bear RO simple r e l a t i o n  t o  
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the thermodynamic surface energy although the latter is 

intermediate between 7'+ and 'I-. 

It may then be concluded that segregation can affect brittle crack 

propagation in three ways: 

(a) A decrease in GG* leading to enhanced brittleness; however this 

is not the sole explanation. 

(b) Changes in uc influencing OAC . 
(6) Lattice trapping effects. 

3k 

111. NEARLY BRITTLE G R A I N  BOUNDAWY CRACKS 

At temperatures significantly above absolute zero, fracture always 

involves some degree o f  plastic deformation, the extent depending on tem- 

perature, strain rate and material. Figure 6-7  shows the main features 

associated with crack tip plasticity. 

effects : 

This kind o f  plasticity has three 

(a) The mechanical work expended in plastic work lowers the elastic 

strain energy available for band breakage. 

(b) The stress intensity is lowered, which raises the stress requi red  

A for CTAG > uCa This is referred to as crack blunting. 

(6) The possibility o f  spontaneous crack healing is completely obviated. 

Orowan (Refs. 81,90) and Irwin (Ref. 91) postulated a fracture 

energy, $f, related to the fracture. stress QAO* (for nearly brittle crack 

propagat ion) : 

E ' 9 2  - 
aa ( I -v2)  

a*()* = 
4 

Equation ( 6 -  12) 
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Figure 6 - 7 .  Schematic of the plastic deformation associated with a 
propagating grain boundary crack (Ref. 62). 
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or Equation (6- 13) 

t Where $f $c + $p 

and $p = plastic work per unit area. 

It has been suggested by McLean (Ref. 9 2 )  that I$='* acts a5 a kind of 

>k "valve" cantrolling @p,  i.e. , segLeyat ion affects and hence $p 

because Of = $c * + $p. 

The blunting effect of dislocation emission or adsorption from the 

crack tip results in an increase of the crack tip radius and hedice lowering 

of the stress intensity. It is unlikely that the extremely t h i n  segre- 

gated regions at grain boundaries can affect; t h e  internal sources of 

dislocations, i . e . ,  sources within the grain but close enough to the 

boundary to be activated as the crack tip stress field passes by. Per 

contra, segregation might affect dislocation generacion AT the crack tip. 

PV. ATOMIC BONDING 

Whereas most o f  the previous discussions have dealt with a c l a s s i c a l  

thermodynamical approach to the incergranular brit.t%eness problem, a r a t h e r  

recent development has been the introduction of quanturn mechanical 

approaches. 

Losch (Ref. 93)  suggested that since the grain boundary repxes- "nts a 

strong perturbation of the lattice periodicity, the nature of the inter- 

atomic bonding at the interface ought to be significantly altered by the 

presence of segregants at the grain boundary. He assumed that impurity 

segregated grain boundary surfaces are adequately represented by a free 
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surface model with localized electron states and hence surface chemisorp- 

tion models can be utilized for similar grain boundary problems. 

example, the theoretical model for sulphur chemisorbed on nickel indicates 

a predominance of S(3p) - Ni(4s) type covalent unidirectional bonds as 

opposed to Ni(4s) - Ni(4s) type metallic bonds. 

very rigid localized directional orbitals, such bonding shows unexpectedly 

high inelasticity against deformation ar,d such a bonding normally frac- 

tures by cleavage. Indeed such a covalently bonded, two-dimensional phase 

can be formed at the grain boundary due to the presence of less than a 

monolayer of impurities (Ref. 9 4 ) .  Although the S(3p) - Ni(4s) bonds are 

very strong there is a concomitant weakening of the neighboring Ni(4s) - 

Ni(4s) bonds, and this further contributes to the enhanced probability of 

intergranular fracture. 

As an 

Since covalency implies 

A series of papers by Briant and Messmer (Refs. 9 5 , 9 6 , 9 7 , 9 8 )  have 

addressed the question of details of electronic effects in band strength 

reduction due to segregation. 

atoms representation of the local environment at the grain boundary. 

Depending on the situation, the cluster could either be a simple Bernal 

Tetrahedra or a tetragonal dodecahedron. 

to solve for the electronic structure of the cluster of atoms. 

In their approach, they use a cluster of 

Molecular orbital theory is used 

These authors make the following observations: 

(a) Embrittling elements are often from groups IV to VI of the 

periodic table. 

(b) Impurities which are more electronegative with respect to their 

transition metal hosts (i.e., as one moves from group IV to VI 

there are more potent embrittlers). 
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(c) Far a given electronegativity, a larger atom is a more potent 

embrittler than a smaller one. 

In accordance with these observations, they reach conclusions similar 

to Losch (Ref. 93) in that the formation of Ni-S bonds weakens the Ni-Ni 

bonds; hence the stress required far fracture i s  lowered. A similar 

argument holds for S in Fe. In contrast, B in Ni forms a covalent bond 

and there is no drawing out sf charge from Ni; this enhances cohesion at 

the boundary. 

the observation that C improves brittleness follaws from the fact that 

6: most probably displaces S from the grain boundary. These authors have 

also extended their work to include ternary systems and to explain t h e  

effects of Sb on Fe, Ni and Cr. 

They suggest that C and P are ‘lbenign” elements i n  Fe; 

One of the limitations of Briant and Messmer’s approach is that; they 

have not allowed fax relaxation of the clusters in t h e i r  calcirlatians. 
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C H A r n R  7 

AUGER ELECTRON SPECTROSCOPY 

I. BACKGRO 

In 1923, Auger (Ref. 999 experimentally observed that upon 

photoexcitation an atom emits not only t he  expected photoelectrons but  

also electrans emitted due to a radiationless transition inside the atom. 

It was also realized that such transitions were characterized by energies 

dependent upon the element. However, Auger's e erirnents were conducted 

in a cloud chamber and an "Auger spectrum" was slot obtained. 

While the existence of Auger transitions was h o r n  for a number of 

years, the application of these as a viable research tool had to await the 

development of two important ancilliary fields: 

technology and electron spectrometers of sufficient sensitivity and 

reliability to detect these transitions. 

ultrahigh vacuum 

When a primary electron beam of energy Ep impinges on a surface, the 

resultant distribution af emitted electrons is sham schematically in 

Figure 7-1. Such a distribution curve has three regions: 

Region 1: A t  the very low energy range are the "true secondary 

electrons" ejected due to inelastic callis ions between primary arid bound 

electrons. Since the energy transferred in such collisions is very small, 

there is c o p i ~ ~ s  evolution s€ such electrons. 

Region 2: A t  the medium energy range is a smooth background on which 

are small peaks caused by Auger electron emissions and the characteristic 
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Figure 7-1. Energy distribution N(E) of back-scattered slow electrons 
as a function af their energy. 
primary electrons (Ref. 100). 

Ep is t h e  energy of the 



energy losses which axe utilized for Electron Energy Lass Spectroscopy 

(EELS) . 
Region 3:  A small fraction of primary electrons are elastically back 

scattered. 

spread of the primary beam and the limited resolution of the energy ana- 

l y se r ,  

(LEED) if Ep is small and the specimen is a single crystal. 

In detecting this peak, its width is determined by the energy 

These electrons Can be used for  Low Energy Electron Diffraction 

As can be seen, it is difficult to characterize Auger energies from 

the N(E) vs E curves because the Auger transitions are such small peaks on 

the Broad background. 

ment of electron spectrometers to detect these transitions. 

Discussions in Section 111 will show the develop- 

!hereas a primary beam of electrons of several KeV can penetrate a 

surface to a considerable depth, most t3lemeats exhibit principal Auger 

transition energies between 50 and 2000 eV. 

can t r a v e l  only a few atomic distances in a solid before undergoing 

inelastic scattering. Hence, although Auger electrons may bo generated 

quite deep under the surface (typically 1 pm), only those from within a 

few atomic layers of the sample surface escape with the characteristic 

Auger energy. The precise escape depth depends upon the energy of the 

elect ton and the matrix through which the electron must pass to escape 

from the surface, and thus varies between elements and between the various 

Auger transitions associated w i t h  each t:lewent. The depth of analysis (or 

electron escape depth) is given by (E) is the Inelastic Mean Free Path 

Electrsns of such energies 

PI of electrons with energy E, in tk,e sample matrix M, and 8 is the 

angle between the surface narrnal and the escaping electron {i.e., between 

the surface normal and the axis QE the entrance aperture of the electron 
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detection system) (Ref. 101). The I W P  is a parameter defined by the 

statistical process of electron scattering, being the characteristic length 

of an exponential decay; only 37% o f  the unscattered Auger electrons 

therefore derive from depths greater than XM(E). 

It is the shortness af the IKFP that makes AES such a surface sen- 

sitive technique. Seah and Dench (Ref. 102) have given an empirical rela- 

tion obtained from a best fit curve of all available data (shown on 

Figure 7-2) : 

An(E) = + 0 .42  )/:E atomic layers 
E2 

Equation ( 7 -  1) 

where E is the electron energy in eV and a (nm) is the atomic size 

calculated from tabulated bulk densities p (kg/m3), Avogadro's number NA 

and the atomic weight A by: 
d 

Equation ( 7 - 2 )  p N ~ a ~  = IO*'A 

Within the energy range appropriate to Auger electrons, the  IMFP and 

hence the  "depth af analysis" lies between 2 and 10 atarnic layers. 

Figure 7 - 3  schematically shows the depths of backscattered and 

Auger electron emission while Figure 7-Le schematically shows the regimes 

of surface, thin film and bulk analyses. 
4 

Since AES is a.surface sensitive technique, it is imperative to ensure 

that the surface being analysed remains analtered in the course of the 

analysis - which often takes a few hours. Using the kinetic theory of 

gases, Ertl and Kuppers (Ref. 100) have shown that the number of particles, 

its, striking a surface of 1. cm2 in 1 second is given by: 

Iis 2 3.5 x 1022 2- (Cm-2 s - ' )  Equation ( 7 - 3 )  
VET 
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Figure 7-2. Experimental measurements of inelastic mean free path 7 ( E )  
for pure elements (Ref. 102). 
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Figure 7 -  3 .  Schematic r e p r e s e n t a t i o n  of electron scattering i n  AES 
(Ref. 1 0 2 ) .  
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Figure 7-4. The regions of surface analysis, thin film analysis and 
bulk analysis (Ref. 103). 
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where T a Absolute temperature ( K )  

2 = Gas pressurs i n  TQKT 

M = Molecular Weight. 

If i t  i s  assumed (as a11 evarnpln) thaf t h e  r~tmber of particles 

required far a uonolayer of coverage of the s u ~ ~ a c e  is -3 x 10'" 

particles/cm2,  the^ a t  1' 2 380 %s (room temperature), ass7ming an average 

fpI = 28, Equation ( 7 - 3 )  yields: 

6 

fis = 10 P [monolayers S-'I Equation (7 - 4 )  

~ e n c e  at a pressure o f  PO-' T o x i ,  the nmber of particles which are 

necessary  for the buildup of a monolayer is affered to a surface every 

second, 

"lis t i n e  of coverage, T, is  given by: 

(S/monolayer) Equation ( 7 -  5 )  10- - 1 
S.P T'-- = iS.S 

where S = the probability that an impingicg particle becarnes absorbed; 

f r equen t ly  this i s  u n i t y .  

It can be seen frorii Equation ( 7 - 5 )  that, i n  order to get at l e a s t  one 

hour hefare  t h e  "clean" surface gej.s covered by a monolayer o f  species 

i roz the surrounding atmosphere, it i s  necessary t o  reduce the pressure  ti) 

the range of IO-'' Torr .  

(W') techniques in -4ES. 

This necessitates the use of Ultra ijigh vacuum 

It i s  hecause a f  the above metntiolaed point  tlxac the development of 

AES as a surface analys is  tool was delayed. 

dated back to 1950 (Ref.  105). Pr io r  to t h a t ,  netbods had been con- 

tinually improved to a state where about IO-' Torr  could be a t t a i n e d  by 

The i ncep t ion  of liXV can be 



abaut the mid 1940 's .  

vacum technique were 

However, it appeared that further refinements in 

able to achieve any lover pressure. In 1947 

e B. Nottingham of NIT suggested that the  "10"' barrier'# was one of 

measurement rather than pumping. 

1940's (Figure 7-5) consisted of a hat wise cathode surrounded by a posi- 

tively charged grid which in t u r n  was enclosed in an ion collecting shell. 

Electrons emitted by the cathsde were acce:-erated towards t h e  grid. 

accelerated electrons ionized t he  gas in t h e  gauge. 

moved to the negatively charged collector generating a collector current. 

Since the number sf ions generated depends on the pressure, so d i d  t h e  

collector current. 

praduced low energy X rays. 

from the collector and thus a current in it. His calculations showed this 

irreducible current corresponded to .a pressure af abaut 

The standard ion gauge in use during the 

Such 

These positive ions 

Nottingharn realized that elect~ans bombarding t he  g r i d  

These X rays led to photoemission of electrons 

Torr, 

A couple of years later, Robert T. Bayard and Daniel Alpert (Ref. 106) 

hit on a simple modification of the ion gauge that not only extended the 

lawer pressure limits of operation on ion gauges but also praved the 

correctness of Nottingham's analysis In this modification (Ref .  106) 

they switched the positions of t h e  cathode and the ion collector. in t k ~  

Bayard-Wlpert gauge as shown in Figure 7 - 6 ,  the cathode consists of a 

heated wire outside the gr id ,  and the collector is a t h i n  wire running 

down the axis of the? instrument. 

p o s i t i v e  ions, very little X-radiation is intercepted by the collector by 

virtue of its greatly reduced surface area. 

to show that the  residual current is equivalent to a pressure of 

While it still picks up nost  of the 

Bayasd and AZpert were able 
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ION COLLECTOR F I LAM EN T GRlO 

Figure 7-5. X ray problem made it impossible for early ion gauges to 
register below IO-' Torr. 
created positive ions (dark dots) that struck the collector 
and were counted. But electrons reaching the grid produced 
X rays ( w a v y  arrows). When the X rays struck the large-area 
collector, they liberated electrons, causing a photoelectric 
current that could not be distinguished from the current 
resulting from ion impact (Ref. 105). 

Electrons from the filament 
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Figure 7-4. Bayard-Alpert gauge avoided ?he X ray problem b y  putting the 
heated filament cathode outs ide  the grid and making the 
collector a thin axial wire, The negatively charged collec- 
tar still gathers positive ions, but because o f  its small 
area it intercepts fewer X rags and therefore emits a smaller 
photoelectric current: (Ref .  105) .I 



118 

abaut 10'" Torr. It is also notable that this gauge also has a pumping 

action since the ions reaching the ~ ~ Z l e c t o r  are trapped and removed from 

t he  vacuum chamber. 

While this breakthrough was the single most important event which 

bsaugbt UHM into its own, i t  certainly was nat the only one. 

progress in UHV technology has been made in both pumping systems and in 

monitoring the low pressures attained. 

is given in Section VLI. 

Significant 

A brief account of some UHV pumps 

In addition to being an effective tool far a number of varied types 

o€ studies, AES has been used xemarkably successfully in studies of g r a i n  

boundary segregation. "Ke  reasons are: 

(a) the ability t o  sample very thin surface. layers. 

(5) the ability to detect vary light elements, Hydrogen and helium 

are exceptians since they do not have sufficient electrons for 

the process. 

( c )  when combfned with inert-ion sputtering, the concentration of 

impurities as a function of distance from the grain boundary can 

be measured. 

11. TNIE AUGER PROCESS 

When an atom has been ianized (excited) in one of its inner shells 

( s t a t e s ) ,  it can return to its electronic ground state by an electron from 

an energetically higher level being transferred to the core hole. The 

excess energy from this process can be released in t w o  ways: 

(a> as  a quantum of characteristic X-radiation, or 
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(b) in a radiationless manner to a second electron which is ejected 

from the atom with a characteristic energy. 

These two processes are schematically depicted in Figure 7 - 7 .  

The electrons emitted by the second process are called Auger 

electrons. These are commonly denoted by a three-letter symbol, 

e.g.3 Xp Yq 2, 

where X p  = Initially ionized core level 

Yq = Outer level from which an electron travels to fill t h e  core 

hole 

Zy = Outer level from which the Auger electron is emitted. 

Sometimes the electron transfer is between two subshells having the 

same principal quantum number, e.g., Wp Vy 2,. 

called Coster-Kronig transitions. 

Such transitions are 

In the ca5e of free atoms, the energy of an Xp Yq Zr electron is 

given by: 

E(XpYqZ,) = E(Xp) - E(Yq) - E(Zr,Yq) 
where E(Xp) = Binding energy of an electron in state Xp 

Equation ( 7 - 6 )  

E(Yq) = Binding energy of an electron in state Yq 

E(Z,,Yq) = The energy of an electron in state 2, but moving in a 

potential of increased positive charge since another 

electron in the state Yq is missing. 

However, the measured energy of Auger electrons is given by: 

E(Xp,Yq,Zr) = E(Xp) - E(Yq) - E(Z,,Yq) - #SA Equation ( 7 - 7 )  

where #IA = Work function of the electron analyzer. 

It is to be noted that the above is true only if the sample and the 

analyzer are electrically connected so that both have identical Fermi levels. 



120 

IONIZING PbJ3TICL-E 
OR IRRADIATION 

I 

VACUUM ---- 
VALENCE- / // ELECTRON 

I 

D E- EXC I TAT I 0 N 
BY AUGER ELECTRON EMISSLOJ 

AUGER ELECTRON 
EA !2 EK -E,l-E,n-"+s 

VACUUM ---- 

DE- E XC I TAT I ON 
BY X-RAY . .... FLUORESCENCE- ... 

CHAR ACT E W I STI C X-RAY 

VACUUM ---- 
VALENCE /z?izzzz P 

L 

Figure 7-7. Comparison of the Auger transition w i t h  the more familiar 
process a€ X-ray fluorescence ( R e f .  58). 
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In general, most elements display a number of peaks. Hence although 

there may be an overlap in the peak energy values for different elements, 

they can usually be identified by referring to different peaks unique to 

the individual elements. 

It is to be noted that chemical effects can lead to a shift in the 

energy levels of any of the electrons participating in the transition which 

in turn can lead to a shift i n  the energy level of an Auger peak. 

If an Auger electron is emitted wi2-h  a probability of Pa subsequent 

to a core filling event, then the probability for the emission of X rays is: 

P, = 1 - Pa Equation (7 -8)  

In other words, Auger electron emission and X-ray emission are con- 

petitive processes. It is thus that Siogbahn et al. (Ref. 107) found the 

Auger electron and X-ray yields €or transitions of the K type (X-ray 

emission K,, Kb and Auger emission KLL) to vary with the atomic number 2 

as shown in Figure 7-8 .  While the K emission Auger yields are low for 

Z > 13 it must be borne in mind that for elements with Z > 13 it is con- 

venient to look at L and M transitions. In general, the production of 

X rays is negligible, especially for lighter elements and energies below 

500 eV, and becomes comparable to the Auger yield only in the energy range 

of -2000 eV (Refs. 108,109). 

spectroscopy is such a sensitive tool for surface studies. 

This is one of the major reasons that Auger 

111. EXPERIMENTAL METHOD FOR 0BTAINING AUGER SPECTRA 

The following are the essential components for obtaining Auger 

spectra : 
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Figure 7 - 8 .  Auger electron and X-ray y i e l d s  per K - e l e c t r o n  vacancy as 
a function of the atomic number Z (Ref. 107). 
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(a) a source of primary excitation, 

(b) the sample, aa%d 

( c )  an analyzer and detector system, 

(a) The Primary Excitation Source 

Although any type of radiation capable a€- ionizing the inner shells 

of atoms may be used as the primary excitation source, it is more or less 

standard practice to use an electron beam. This is readily provided by a 

cornon electron gun with focusing and deflection electrodes. Recent 

designs permit true microanalysis by prov.iding extremely small. spat 

sizes, The sensitivity of AES is very high since the atomic ionization 

cross sections for electron impact are in the range of IO-'' cm2 and are 

fairly independent of the primary energy. 

obtained when the primary beam impinges at 10 to 15' to the surface, 

(b) The Sample 

The best Auger emission is 

Any solid is in principle a suitable Auger sample. Surface smooth- 

ness of the sample does affect the quality of the spectra; and, in noncon- 

ducting solids, charge buildup often impairs the applicability of AES. 

(c) Analyzer and Detector System 

As shorn in Figure 7 - 1 ,  electron excited Auger transitions generally 

appear as small v'hump~'' on a large varying background of the secondary 

emission spectrum. 

required to have not only a high energy resolution but also a! high sen- 

sitivity to detect the small Auger signals. 

been used in the past and these will be discussed very briefly here. 

Retarding Field Analyzers ( R F A s )  were used for LEED long before being 

Hence the electron analyzer for Auger spectroscopy is 

Various analyzer design have 

used €or AES. Originally they consisted of two grids concentric with a 
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phosphor-coated collector or screen. 

the second g r i d  was held at a negative potential close to that of the pri- 

mary energy and the screen was held at a high positive potential. 

the potential for using this arrangement in AES was realized (Refs. l l O , l - l l ~ ,  

the number of grids used was increased to four. 

to detect an Auger signal is to superimpose a small modulating ac voltage 

(generally sinusoidal) on the retarding potential and comparing the modu- 

lated collector current with the reference signal from the signal source. 

This i s  generally carried out in a phase sensitive detector, also known 

as a lock-in amplifier. 

The imer grid was grounded while 

Once 

One of the methods used 

Two sf the major disadvantages of RFAs are the borderline energy 

resolution for AES work and more importantly the very poor signal-to-noise 

ratio. 

SQKE o f  the other types of analyzers are the 127" analyzer and the 

Concentric Hemisphere Analyzer ( C U )  (Ref. 100). A major breakthrough 

that was responsible for enhancing the status of AES gxeatly was the 

introduction of the Cylindrical Mirror Analyzer (C24A) by Palmberg 

et al. ( R e f .  112). Due to its importance, the following section gives a 

detailed description o f  the CPIA. 

IV. THE CYLINDRICAL MIRROR ANALYZER 

The CMA is a dispersion type analyzer where the electrons are focused 

electrostatically such that only those having energies within the pass 

band of the analyzer form an image of the source or entrance slit on the 

collector; hence only these electrons constitute the collector current. 
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The. electron source i s  often mounted coaxially inside the CMlh in 

which case the primary beam is normal to the sample surface. 

shows a typical arrangement af sample, gun and analyzer. 

the CMA and the electron trajectory through it is depicted schematically 

in Figure 7-10, 

Figure 7-9 

The geometry of 

A cylindrically symmetrical electrical field i.s created between the 

two coaxial cylindrical electrical electrodes of radii r l  (inner) and 

r2 (outer) by the application of a potential V between them, the outer 

eylinder being negative with respect to the inner one. 

the analyzer through the annular entrarice are deflected towards %he inner 

cylinder by an amount depending on their initial kinetic energy. 

Electrons entering 

Only the electrons entering at an angle u ta the axis and possessing 

a particular energy E, are deflected so as to pass through another aper- 

ture to a focus an tho axis. 

is (Ref. 114):  

The general relation between V and Eo 

Equation ( 7 - 9 )  

where K i s  an instrument constant which depends on the entxance angle a. 

Fox the special case where Q = 42°15*, the C M  becomes a second order 

focussing instrument (Ref. 115) and K = 1.31. 

Since apertures have a finite width (leading to an enhancement of the 

sensitivity), there is a spread sf angles, A a ,  about ce over which electrons 

ase accepted. 

vidth Wx is given by (Ref. 115): 

For the cornon case of A a  < bo, the resulting minimum trace 

- -  " - 7.76 ( A a I 3  
rl 

Equation (7 -10)  
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Cooxiol cylindrical analyzer 

Figure 7 - 9 .  Schematic diagram of a cylindrical mirror analyzer and 
associated electronics (Ref. 113). 
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Figure 7-10. Diagrammatic depiction of the arrangement of a CMA 
(Ref. 114). 



It is important t o  note that the. position of the minimum t r a c e  width 

(Figure 7-10) is off ax is  and slightly ahead of the focal p o s i t i o n .  

distance rc off the ax is  i s  given by (Ref. 110):  

Its 

rc = (rl) x ( 5 . 2 8 )  ( 8 , ~ ) ~  Equation ( 7 -  11) 

It  i s  apparent t h a t  an improvement i n  energy r e so lu t ion  without  any 

attendant loss in s e n s i t i v i t y  nay be achieved by placing an a d d i t i o n a l  

ape r tu re  a t  t he  position of t h e  minimum trace width and making both equal  

i n  size. 

Tke energy r e so lu t ion  of a CMA ac the hal f  width of t h e  energy spread 

is given by (Ref. 114) : 

Equation (7-12) 

where w = s l i t  width. 

Hence far a given em, t h e  e m r g y  r e s o l u t i o n  A.E/F, i s  constan-c 

Equa t im ( 7 -  13) 

where N(E,) i s  the  energy d i s t r i b u t i o n  func t ion  of secondary electrons 

emitted from the surface of a sample. 

Since AE n E,, t he  collector cur ren t  i may be g iven  by:  

i = N(E,) .Eo  

This i l l u s t r a t e s  an important; f e a t u r e  of t h e  CMA - t h e  pass hand 

Equation ( 7 - 14) 

width (the. s p r e a d  of energy l e v e l s  admit ted at any given energy l e v e l )  i s  

energy dependent. 

D i f f e r e n t i a t i o n  of Equation (7-14)  leads  to: 

dIN(E,) .E,] 
~ ---I_ 

d i  
__;_ 

dE dE0 



129 

Figure 7-11 shows a typical undifferentiated and a differentiated 

curve far comparison (Ref. 58) .  It is immediately evident how much the 

detectability of "Auger peaks'' is enhanced due to differentiation. 

most of the modern systems, N(E,).Eo data are gathered by a suitable s o f t -  

ware system which then differentiates the data and displays them. 

In 

* The energy of an Auger transition 5s defined by convention as the 

minimum in the high energy wing of the differentiated peak. 

V. QUANTIFICATION OF AES DATA 

The intensity of the signal IA from element A in a solid is propor- 

Thus: tional to its molar fraction XA in the analysis depth (Ref. 103). 

XA Ia/Ii Equation (7-16) 

where 1; = Intensity from pure A .  

Generally 1; is not known, but Ii/I: may be, where B is another 

constituent of the solid. Hence Equation (7-16) may be written as: 

Equation (7- 17) 

where the summation is over all the constituents of the solid. 

The peak-to-peak values of the Auger signal in the derivative energy 

spectrum are valid for IA and I i  with three restrictions: 

(a) the peak shapes are the same in the analysis and a reference 

spectra. 

(b) the analysers used for both spectra have the same resoluton A.E/E. 

( e )  the same modulation is used, if the spectra are obtained by a 

lock-in amplifier (Section 111). 
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Figure 7 - 1 1 .  Secondary electron s p a c t r s  from a nickel alloy, o b t a i m d  
using a CEA (Ref. 5 8 ) .  
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In the case af a binary A - B syste ~ it is possible to write 

Equation (7-17) as: 

I f  a standard set of spectra for the pure ccampanents is available, 

then 11 and I; are easily found, However, different elements have 

different Auger sensitivities due to various T Q ~ S O ~ S .  It is, however, 

possible to correlate all Auger signals with the st~ndasd spectrum for B 

single pure element (usually Ag). Then Equation. (7-18) may be multiplied 

and divided by t he  signal for pure silver, I A ~ ,  to y i e l d :  
DD 

Equation ( 7 -  20) 

In Equation (7-20) the quantities I ~ / I A ~  and I:/IAi are denoted in 

Auger spectroscspy parlance as nElemental  Sensitivity 

are called SA and Sg for the elements A and El, respectively, then 

Equation (7-26) can be written as: 

if these 

Equation (7- 21) 
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Spectra obtained under standardized conditions have been 

published (Ref. 116) and these are used to compute the sensitivity factors 

for the elements. 

The above development shows the method mast commonly employed ta 

compute atom fractions of elements from Auger data. 

theoretical development far binary alloys and samples with thin 

overlayers is given in Appendix A .  

A much more detailed, 

While t h e  theoretical developments shown i n  Appendix A are valid, it 

is to be remembered that very often the various theoretical terms are 

unknown. Of particular importance to this work is the fact that in the 

case of grain baundaries not only the level sf segregation but also the 

intensities of the Auger signals are a function of boundary orientation, 

structure, e t c .  In particular, the orientation of the boundary relative 

to the analyzer is of concern; however, exact relationships are not known 

for all orientations. Hence, for this study, this problem is cir- 

cumvented by analyzing a large number of grain boundaries in each sample 

so as to abtain statistically valid, mean values far the level of 

segregation. 

Another cause for concern is the fact that, while it is not too dif- 

ficult to obtain relative quantities for the level of segregation o f  a 

particular species in a particular alloy, it is extremely difficult to 

extrapolate such values to obtain absolute concentrations. Such an exer- 

cise would involve an extensive calibration and standardization procedure. 

This is not only very time consuming but a l s o  prohibitively expensive. 
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VI. COMPOSITION DEPW PIiaFrLrta 

A .  Basics 

'Depth profiling is a special case of distribution analysis of chemi- 

cal composition where the third dimension (perpendicular to the surface) 

is of  primary interest. One of the most common methods sf exposing suc- 

cessively underlying atomic layers for t h e  purpose of analysis us ing  AES 

is surface erasion by inert ion sputtering. Sputtering is a destructive 

method: the sample is bombarded with ions accelerated in an ion gun to an 

energy above 108 eV (typically 0 . 5  to 5 KeV). A small fraction of the 

energy is transferred to surface atoms and G ~ U S ~ S  them t o  leave the 

sample; they are sputtered away. Thus, successive layers under t h e  sur- 

face are exposed; the ions sputtered away can be analyzed, e.g. ,  by 

secondary ion mass spectroscopy (SIMS), and the residual surface can be 

analyzed by AES and/or X-ray photoelectron spectroscopy (XPS). The prin- 

cipal advantages of depth profiling by AES and XPS combined with ion 

sputtering are (Ref. 117): 

(a) the information depth is of the order of 1 m.  

(ib) t h e  influence of the matrix an the elemental detection sen- 

sitivity is small. 

( c )  the analyzed axea is small compared to the sputtered area, thus 

minimizing crater edge effects. 

Figure 7-12 shows a schematic diagram af an inert ion sputtering 

apparatus. Electrons (typically of 106 eV energy) produced by a heated 

tungsten filament are drawn towards a positively biased anode. The atoms 
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Figure 7 - 1 2 .  Schematic diagram of a sputter chamber and associated c i r -  
cuits diagram (Ref. 113). 



of the inert gas in the chamber are thus ionized by collisional excitation. 

The filament and anode are surrounded by 13 tantalum container run at a 

positive potential with respect to the sample (target). 

are thus accelerated to between 0 .5  and 5 KeV and focussed on the sample 

electrostatically, creating a sputtered spot of about 1 to 5 m in diameter. 

The positive ions 

To achieve an ion current density of the order of 100 pA/cm2, the 

pressure in the ion formation section should be about 5 x 10"' Torr. 

mode of operation in ion pumped systems is to backfill the whole chamber 

with argon with the ion pumps off. 

impurities to that of the sputtering gas should not exceed 

One 

The ratio of the partial pressures of 

10-~*/5 x 1 0 - ~  = 2 x i o -?  

The above description is for "static" systems, e . g . ,  normal incidence 

guns. 

to 5 x 10" Torr, Auger analysis has to be interrupted during sputtering 

with such systems. 

sequentially. 

position aligned with the electxon gun/analyzer assembly to 

aligned with the ion gun. 

It is to be remembered that, having raised the chamber pressure 

Hence sputtering and analysis must be carried out 

Also, very often the sample has to be swung around from a 

a position 

In contrast to this, the more modern "dynamic" systems such as the 

differentially pumped guns allow the specimen to remain aligned with the 

electron gun/analyzer assembly while being sputtered. Further, such 

systems operate under a pressure differential across a small orifice 

(about 1 mm diam) between the ion gun and analysis chamber. 

analysis can be carried out  simultaneously with the sputtering action 

since the chamber is at about x ion gun gas pressure. This is a 

Hence the 
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major advantage in surface segregation kinetics studies. Further, the 

sputter damage of t he  electron gun cathode filament caused by accelerated 

positive ions is reduced. 

Fox precise depth profiling, an ion gun with x/y beam deflection 

capability should be used, thus enabling precise matching of analyzed 

and sputtered areas. 

area (up to 10 x 10 m) improves the uniformity of the ion beam intensjty 

leading to a flat bottom of the sputtering crater which is necessary for 

optimum depth resolution. Furthermore, at constant beam current the r a s t e r  

area is inversely proportional to the t o t a l  primary ion density so that 

the sputtering r a t e  is easily controlled. 

Wastering sf the well Eocwsed ion beam over a l a rge r  

The orientation of the ion gun with respect to the sample surface is 

an important consideration. The gun may be directed normal to the surface 

- a normal incidence gun - or it may be positioned SO that the ion beam 

strikes the surface at a very shallow angle - a grazing incidence gun. 

To prevent shadowing effects in working with rough surfaces, the 

angles between the ion beam, the electron beam and the electron take-o€f 

should be as small as possible. Thus f o r  depth profiling of fracture 

surfaces, it is desirable to use normal incidence ion guns in preference 

to grazing incidence ion guns. 

B. Quantification of Sputtering Profiles 

It is necessary to obtain the original distribution of concentrati-on 

C with depth 2, C = f ( Z ) ,  from the measured sputtering profile, which is 

usually the signal intensity J of the detected elements ( e . g . ,  

peak-to-peak height) as a function of s p u t t e r i n g  time, t [i.e., I = f(t)]. 
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Figure 7-13 shows the steps needed for such a conversion. 

time scale must be calibrated in terms of the main eroded depth 2 = f(t) 

and the intensity of the Auger signal slust be calibrated in terms of the 

local elemental concentration, C = f (1 ) .  From such information it would 

be possible to establish a "real" concentration profile if sputtering pro- 

ceeded homogeneously in an ideal atom layer-wise manner. However, profile 

distortions due to sputter induced topographical and compositional changes 

of the instantaneous sample surface must be taken into account; herein 

lies the concept of "depth resolution. '' 

The sputtering 

Since the mean escape depth of Augar electrons is finite, the 

measured concentration profile is broadened with respect to the true pro- 

file. 

file is a step function. 

profile (Refs. 117,118) is that of an error function as shown in 

Figure 7-14. The depth resolution AZ can be defined by: 

This can be illustrated by a case where the true concentration pro- 

In such a case, the expected sputtering 

AZ = 2u Equation ( 7 -  22) 

where u = the standard deviation. 

Once the depth resolution is known, the measured profile may be mathe- 

matically deconvoluted to obtain the true concentration profile, 

C. Calibration of the Depth Scale [ Z  = E(t)] 

The instantaneous sputtering rate i = dZ/dt describes the velocity a€ 

surface erosion. 

tering time t is given by: 

Hence the mean eroded depth 2 as a function of sput- 

t 

Z(t) = J i dt 
0 

Equation (7- 23) . 



Figure 7-13. Principles of sputtering profile evaluation: conversion 
of a measured spu t t e r ing  profile I = €(t) to a telae con- 
centration profile c = F(z)  (Ref. 117). 
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Figure 9-14. Definition sf depth resolutionx AZ. 
profile, A2 =: 2a where B is the standard deviation (Ref. 1181, 

For an error function 
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me sputtering rate i (m/s) is given by: 

where M = Atomic mass number 

p = Density (kg/m7) 

N Avogadro‘s number 

e = Electron charge (1.6 x As) 

S = Sputtering yield (atom/ion) 

j, = Primary ion current density (A/m2). 

For a constant sputtering rate: 

z = it 

Equatian (7-24) 

Equation (7-25) 

Hence only one point is necessary (besides 0,O) to calibrate in terms of i. 
In Equation (7-24), a can be calculated by taking literature values 

of S and values of j, measured with a Faraday cup. 

function of energy, mass, angle of the incident ions and surface 

composition. 

The yield S is a 

A better method of obtaining 2 is to measure the time required to 

sputter through a l ayer  of known thickness, e.g., anodized tantalum 

pentoxide foils. The thickness of oxide on tantalum is e a s i l y  controlled 

by the formation voltage and inn addition, the sharp metal-oxide interface 

provides a quick test method for the instrumental depth resolution. Hence 

2 is determined with the knowledge of the Ta2Q, sputtering rate. 

In generalp however, Z varies with composition because M and S in 

Equation ( 7 - 2 4 )  are a function of composition. This leads to non-linearity 
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in the depth vs sputtering time for a hinary A/B system, if the total 

sputtering rate Z is assumed to be: 

2 = XAiA + X& Equation (7-26) 

is Z 1  (tl) = f ' [ X ~ ( t ) i ,  + X~(t)ia] dt Equation ( 7 - 2 7 )  
0 

where the xole fractions XA and Xg can be found from the normalized Auger 

signals I A / I ~ ,  I$/*;, and i~ and i~ are the sputtering rates of the pure 

components. 

D. Calibration of the Concentrations Scale [C = f(1)] 

The relationship between Auger signal intensity Ii and Concentration 

Ci of element i can be described in terms of effective electron escape 

depth and electron backscattering factor as shown in Appendix A .  

A E S ,  the electron backscattering is only a second-order effect compared to 

the escape depth influence. 

I n  

A detailed mathematical description af these 

phenorne.na is given in Ref. 117. 

E. Factors Limiting Depth Resolution 

As has been noted before, the problem in depth profiling is transla- 

tion of the. Augex peak intensity vs sputtering time data to concentration 

vs distance (below surface) information. It is a problem because various 

factors can distort the original composition profile as it appears on an 

intensity profile. 

is by no means comprehensive. A detailed discussion of these factors and 

the deconvolution techniques adopted to correct for them can be Pound in 

Ref. 117. 

A discussion of some of these factors follows, but this 



(a> Instrumental Factors: 

If the residual atmosphere in t he  analysis chamber is impure, 

absorption of certain species during sputtering can lead to 

problems. 

Nonuniformity of the ian beam intensity can also distort the 

profile! . 

There may also be impurities in the ion bea 

(b) Sample Characteristics: 

FOP fracture studies, this is the least controllable 

variable. 

othes effects. In the case of alloys, preferential sputtering of 

certain species can severely distort sputtering profiles. 

Sometimes the presence of a second phase on the sample sur face  

will lead to redepasition of a certain species leading to a 

"smearingq1 of t he  concentration af te r  sputtering. 

insulators, charging of the sample is an iilherent problem. 

SarnpPe surface topology can lead to shadowing and 

In the case of 

(c) Radiation Induced Effects: 

The impingement of ions on the sample surface causes changes 

in the microtopography; this leads to changes in t h e  con- 

centration profile. Depth profiles can also be broadened by s u r -  

face atoms being displaced to deeper layers ("knock-on" effect) 

and by random mixing of target atoms ("atomic mixing"'). 

sputtering yield (Y) being different f o r  different components, 

the surface composition in a multicomponent system is generally 

changed during sputtering. 

is independent sf their bulk concentration Cbp the surface 

The 

If the sputtering yield OS components 
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composition C, is inversely proportional to the respective sput- 

tering yields (Ref. 113): 

Equation ( 7 - 2 7 )  

VII. VACUUM PUMPS - A SHORT NOTE 

In conjunction with the ability to measure very low pressures, pumps 

have also been continuously developed to attain progressively lower 

pressures. 

due to tbe difficulties involved in avoiding backstreaming of oil vapor 

and subsequent cleanup should this occur. 

some of the important pumps follows. 

Oil diffusion pumps are generally not used in UKV applications 

A very brief discussion of 

(a) The Cryogenic Pump: This pump has no moving parts and operates 

simply by condensation of gas molecules on a very cold surface 

(typically at the temperature of liquid nitrogen or liquid helium). 

(b) The Ion Pump: In this pump, gas molecules are ionized by accel- 

erated electrons. An electric field drives the ions to a 

collector surface, typically titanium, where they are absorbed. 

The impingement of ions exposes fresh layers of collector s u r -  

face. One of the principal disadvantages of this pump is that it 

pumps chemically reactive gases much faster than inert gases. 

(c) The Turbomolecular Pump: The principle of operation of this pump 

is that a molecule can be given momentum in a desired direction 

by repeated collisions with a rapidly moving solid surface. In 

this pump this is offered by the vanes of a high rpm turbine. It 
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is not very effective i n  pilaping very law atomic weight gases 

like hydrogen. 

(d) Getter Pumps: In a getter pump, chemically ac t ive  gases a m  

pumped at an evaporated g e t t e r  f i l m  by a combination uf  chemi- 

sorption, formation o f  chemical compounds and so lu t ion .  Althni igh 

ZK, Mo and Hb axe occasionally used as getter materials in UIW 

applications, Ti is the aost widely used. The getter material 

may be sublimed e i ther  continuausly o r  flashed by e i t h e r  

resistance heating 01- c l e c t i o r ~  beam Faow@iii&qent. Since rare 

gases  are not puraped by getter pumps, such pump.; are u s u a l l y  used  

in c o n j u n c t i a n  with other  pumps. 

One of the sajor  problems in a t t a i n i n g  IJW i s  the slow 

desorpt ion of gases frcm the surfaces in the vacuum chamber. 

This factor  has obviated the use af most nonmetallic sealants for 

Urn. Developments like using soft, oxygen- f ree  copper gaskets, 

low desorption naterials like borosilicate g las s  f o r  v iev ing  

ports, use of Viton, etc., have been insrrumental in advancing 

UHV technology, These have permitted the entire UIiV sys tem to be 

baked at. a high temperature  (-200°C) t o  desorb gases  which a r e  

then pumped a u t  o f  the system. 
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CHAPTER 8 

EXPERIMENTAL PROCEDURE 

I. INTROIIWCTION 

This chapter deals with the details of the experimental procedures 

used in the eaurse of this research. In general, the sequence of steps 

followed has been: 

(a) Alloy Preparation 

(b) Heat Treatment 

(c) Cathodic Hydrogen Charging and Copper Plating 

(d) Fracture in Tension under UHV 

(e) Auger Analysis 

(f) SEM Fractography 

In addition to work carried out directly towards understanding 

segregation, several ancilliary experiments were carried out and these are 

also discussed in this chapter. 

11. ALLOY PREPARATION 

Ni3A1 alloys doped with boron were prepared at Oak Ridge National 

Laboratory by arc melting and drop casting. 

cated into 0.7 m (0.039 inch) thick sheets by repeated rolling at room 

temperature, with intermediate anneals at 1323 K. 

appreciable weight loss during arc melting and thus the aluminum and 

nickel concentrations attained were assuwed to be very close to the 

The cast ingots were fabri- 

"Ihe ingots did not show 
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appreciab!e weight  loss dilring arc melting ani: t h u s  the ~lunr iaum and 

nickel  concent ra t ions  a t t a i n e d  were assumed ts be vary close t o  Lhe nomi- 

n a l  values. Rectangular specimens 1 2 . 7  x 3.2 rm (-162 x l / 8  inches) were 

c u t  ou t  from t h e  sheets and heat treated. 

I n  a l l ,  four a l l o y s  have Sesn studied i n  the course of t h i s  research. 

Each of t hese  ~ o n t a i n e f l  24 a t .  % A 1  while t he  boron levels v e ~ e  100 ,  300, 

500 and 1000 wppm nominally. KEI a l l o y s  were designated 860019, 850014, 

860013 and 86QO18, r e spec t ive ly ,  as shorn i n  Table 8-1,  Subsequent to 

a l l o y  prepara t ion ,  the  chemical composition of each a l l o y  vas determined 

(minor elements only) hy spark s o u ~ c e  mass s p e c t r ~ s ~ ~ p g ~  (SSMS) axid t h e  

r e s u l t s  a r e  shorn i n  Table 8 - 2 .  A s  can be seen ,  the i n t e r s t i t i a l  c a n t e n t  

of these allays, especially o f  harmful elements such as sulphur, was very 

law. I t  i s  worth poin t ing  out trhat; in the course of alloy prepa ra t ion ,  

one heat  of mater ia l  containing about 30 wppm sulp1au~- had been received. 

it was n ~ t  poss ib l e  t o  duc t i l i ze  t h i s  ,al loy with about 500 wppm boron and 

subsequent Auger analysis revealed cons iderable  amounts of sulphur  on i t s  

g r a i n  boundaries , as shoiar, i n  Figure 8- 1. This re inforces  1 - h ~  content ion  

t h a t  in order to successfully us2 th i s  c las s  of alloys, c a r e f u l  attention 

must be pa id  to tramp element - e s p e c i a l l y  sulphur - control. 
I n  the  restr of this d i s s e r t a t i o n  individual samples w i l l  be desig- 

nated according t o  their bulk boron contents. For example, a sample 

designated t9A2 refers t o  samp1e A 2  from heat 860019 conta in ing  100 wppm 

boron, while 18,42 refers t o  sample A 2  dram heat  860018 conta in ing  

1000 wppru baron. 
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Table 8-1. Designation sf alloys 
used in this study 

Bulk Boron Level Alloy Designation 
( V P d  

860519 
$50014 
860013 
860018 

1 00 
300 
500 
PO00 
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Table 8-2. Chemical analysis of allays used iw 
this study as determined by SSMS 

A1 loy 
Element 860019 850014 860013 860018 

Ma 
Zr 
Zn 
CU 
Ca 
Fe 
Mn 

V 
Ti 
Ca 
K 
c1 
S 
s i  

Na 
B 
P 
Xb 
W 

CS 

Mg 

<1 

2 

20 

<1 

<1 

50 
a 
3 

<10 

<I 
<1 
< 0 . 3  
3 
3 
5 
2 
1 

KO.1 
0 . 5  

<0.1 
<0.1 
0.5 

<1 
5 

<0.1 
5 

30Q 

10 <1 

20 50 

600 25 0 

2 <1 

40Q 800 
<1 <1 
3 5 

1500 80 
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Figure 8-1. Figure illustrating the deleterious effect of sulphur even 
in the presence of boron ( N i  + 24 at. % A 1  + 500 wppm 
B + 30 wppm S); ( a )  typical Auger spectrum from grain boundary, 
(b) typical fractograph. 
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111. HEAT TREATMENTS 

co rc led samples (as-received) were recrystallized for 30 minutes 

at 1323 K in an evacuated (1.3 X lo-' Pa) tube furnace, followed by a 

slow cool (-0.1 K/s) in the cold zone of the furnace. All samples used 

in this research were subjected to this treatment, henceforth referred to 

as base annealing (BA). 

In the initial part of t h i s  research, the effects of thermal history 

on the level of intergranular boron segregation were investigated; to this 

end two basic thermal treatments were implemented. 

samples wrapped in platinum gauze were heated to 1323 K in a vertical fur- 

nace under flowing (tank) helium, held at temperature for 30 minutes and 

then quenched in water (Figure 8-2); this condition will henceforth be 

referred to as water quenched (WQ). The flowing helium gas was used in an 

effort to minimize the extent of surface oxidation on the samples. 

For the second treatment, samples were heated to 1323 K in an 

evacuated (1.3 x lo-' Pa) tube furnace, then slowly cooled to room 

temperature. 

1173, 1123, 1073, 1023 and 973 K, using 30 minutes holding time at each 

temperature followed by intermediate cooling (-0.1 K/s) to room tem- 

perature. This treatment is depicted schematically in Figure 8 - 2 .  These 

samples will henceforth be referred to as step annealed (SA). 

intention had been to slowly cool to 973 K after a 30-minute hold at 

1323 K without intermediate room temperature cooling, but the instructions 

had been misconstrued. 

In the first treatment, 

They were then reheated in vacuum in sequence at 1273, 1223, 

The initial 
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Figure 8 - 2 .  Schematic representation of thermal treatment used in 
this study. 
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In addition to the treatments mentioned above, samples from the 

300 wppm B heat (850014 series) were also subjected to reversibility 

treatments, i-e., one set of samples was water quenched and then step 

annealed (WQ 9 SA> while another set was first step annealed and then 

water quenched (SA + WQ). 

Samples from heats containing 100, 500 and 1000 wppm B were sub- 

jected to a treatment called slow cooling (SC) instead of SA given to 

samples from the heat containing 300 wppm B (850014 series). In this 

treatment (Figure 8-2) ,  samples were heated to 1323 K in an evacuated tube 

furnace, held at temperature f o r  30 minutes and then cooled slowly in the 

furnace to 9 7 3  K. The heat treatment schemes followed on all samples used 

for the thermal history studies are summarized in Table 8-3. 

En order to study the kinetics of segregation, a series of isothermal 

and isochronal annealing treatments were carried out on alloys with 100 

and 1000 wppm boron (860019 and $60018 series, respectively). Table 8 - 4  

summarizes t he  heat treatment schemes followed f o r  samples used in the 

kinetic study. All samples used in this study were WQ following the 

isothermal and isochronal annealing treatments in order to arrest the 

segregation level attained j u s t  prior to quenching. For the 1-, l o - ,  and 

100-minute annealings, samples were wrapped in platinum gauze, held f a r  

the appropriate time at temperature in a vertical tube furnace in an 

atmosphere of flowing helium gas and then drop quenched i n  water, Samples 

to be annealed f o r  longer times (1000 and 10,000 m i n u t e s )  were wrapped i n  

1.23 mm ( 0 . 0 5 0  in.) thick nickel foil and placed in quar tz  tubes. The 

quartz tubes were then sealed under a waeuum ( lo- ' '  Pa range) and the 
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Table 8-3 .  Summary sf samples used in 
thermal history studies 

Sample Heat H2 
Number Boron Treatment Charged? 

19A 
19B 
1% 
19D 
19E 

14V 
14T 
14x2 
14Y2 
14V 
14W 
14G3 
14E3 
14F3 
14V2 
14V2 
14W2 

13A 
13B 
13C 
13D 
13E 
13H 

18A 
182) 
18C 
18D 
18E 
18F 

100 
100 
100 
100 
100 

300 
300 
300 
300 
300 
300 
300 
300 
300 
300 
300 
300 

500 
500 
500 
500 
500 
500 

1000 
1000 
1000 
1000 
1000 
1000 

SC 
SL: 
sc 
WQ 
WQ 

SA 
SA 
SA 
SA 
WQ 
WQ 
WQ 

SA+WQ 

S#+WQ 

WQ+SA 
WQ+SA 

SA+WQ 

SC 
SC 
SC 
WQ 
WQ 
WQ 

SC 
sc 
sc 
WQ 
WQ 
WQ 

No 
Yes 
Yes 
No 
NO 

No 
NO 
Yes 
Yes 
NO 

NO 

No 
Yes 
Yes 
No 
No 
NQ 

No 
Yes 
Ye S 

No 
Yes 
Yes 

No 
Yes 
Yes 
No 
Yes 
Yes 
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Table 8 - 4 ,  Sunueary of samples and heat treatments 
used far the kinetics studies 

Heat Treatment 

Temp. (C) Time (min) 

Sample Bulk Baron 
Number Leva1 (wppm) 

19A2 
19B2 
19E2 
19F2 
19M2 
19N2 
191 
195 
19M 
190 
19w2 
19x2 
19v2 
19T2 

18K 
18L 
18M 
18N 
18R 
18s 
18V 
18W 
18Y 
182: 
18B2 
18D2 
18F2 
18G2 
1852 
18K2 
18N2 

100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
100 

1 , 000 
1 9  000 
1,000 
1 9  000 
1 $000 
1 , 000 
1 f 000 
1,000 
1,000 
1 > 000 
1 3  000 
1 , 000 
1 > 000 
1,000 
1 > 000 
1,000 
1 000 

900 
700 
700 
900 
700 
700 
900 
900 
900 
900 

5QO 
600 
600 

sa0 

700 
700 
700 
700 
700 
700 
500 
500 
600 
600 
500 
500 
500 
500 
500 
500 
500 

1 
1 

1,000 
1,000 
10,000 
10,000 

1 
1 

1 , 000 
1,000 
1,000 
1,000 
1 , 000 
1,000 

1 
1 

1 , 000 
1,000 
10 , 000 
10 , 000 
1 , 000 
1,000 
1,000 
1,000 

1 
1 
10 
10 
100 
100 

10,ooa 
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capsule so formed was heat treated in a tube furnace. 

annealing for the requisite time, the samples (wrapped in nickel foil) 

were WQ by rapidly impacting the quartz tube to break it. 

Following the 

IV. EASU'REMENI" OF COOLING RATE OBTAINED IN WAmR QUENCHING 

The cooling rate obtained during water quenching of samples from the 

vertical tube furnace mentioned earlier was measured. This parameter is 

important since an inadequate quench rate could lead to dynamic segrega- 

tion in the course of quenching. Thus the segregation Bevel observed in 

such samples would not be representative of the segregation level. attained 

j u s t  prior to quenching. To this end the fixture shown schematically in 

Figure 8 - 3  was constructed, and the following is a description of it. 

Two 213 cm ( 7  ft) lengths of 0.5 IM~  (3.020 in.> diam 

PtlPt-lOX Rh thermocouple wire were threadd  through alumina sheathing. 

Straight pieces of sheathing were used for the first 91 cm ( 3  Et) 

while the rest was enclosed in beads; the latter portion was thus flexible. 

One of the ends of the thermocouple wires was spot welded to 1-27 moa 

(0.050 in.) diam Pt/Pt-lQ% Rh thermocouple wires, which in turn was spot 

welded onto the surface of a rectangular specimen similar in dimension to 

the samples used in the course of this research (Section 11). Tfie 

straight sections of the sheathing were tied to a stiff wire, the top end 

of which w a s  hooked so that it could be hung from the furnace's glass hook 

(rotatablo abaut a horizontal axis). The lower end of the stiff wire was 

attached to a weight. 

During heating far this experiment, the wire hook was hung from the 

The beaded portion o f  the thermocouple was formed furnace's glass hook. 
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4 4 Thermocouple beads To Recorder 

I n s u I at e d Wjs t h 
Alumina Beads 

Glass hook 

Straight Alumina 
-. 

I 
I 

/ 

0 
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6-- Furnace 

_I 

Stiff Wire 
SUDPWt 

Glass 
End Cap 

Figure 8-3. Schemati.e diagram of setup for water quenching. 
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into a vertical loop above the straight portion and exited the furnace 

through the gas vent at the top of the furnace. The thermocouple leads 

corning out of the top vent were connected to a temperature and time 

recording device. 

helium gas in order to better duplicate actual heat treating conditions. 

A second prior to quenching, the furnace power was switched off to avoid 

interference of stray signals with the thermocouple output. 

carried out after holding the sample a% 1323 K for 30 minutes. This was 

activated by rotating the glass hook siieh that the wire hook was freed and 

the sample dropped into the water container placed belaw the furnace. 

so doing, t h e  flexible portion of the thermocouple was pulled straight, 

During quenching the temperature at the  surface of the sample was moni- 

tored by the thermocouple output. 

The heating was carried out under a steady flow of 

Quenching was 

In 

In all, three runs were made in order to obtain the quench rate: 

(a) In the first run a, s tr ip  chart recorder as used to obtain the 

cooling rate. The chart speed was set at 40 cm/rnin and the full scale was 

set to 15 mV. The output  from this run is reproduced in Figure 8 - 4 .  

Using standard mV-temperature conversion charts, these data yield an 

average cooling rate of 1683 C / s .  However, it was felt that the 

recorder response was not fast  enough to acquire the true quench rate. 

(b) In this run, a Nicalet digital storage oscilloscope was used. It 

was triggered manually and the frequency of data acquisition was one data 

point per millisecond. 

Figure 8-5. 

The data obtained from this run are  shown on 

'This p l a t  was obtained by first converting the thermocouple 
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40 crn/min f 

Figure 8 - 4 .  Time-temperature profile from s t r i p  chart recorder; f i r s t  
run l o r  determination ~f cooling rate in water quenching. 
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Figure 8 - 5 .  Time-temperature profile obtained from storage oscilloscope; 
second run for determination of cooling rate in water 
quenching. 



oUtpi1" i  for selected po in t s  (as te r i sks)  Ca tecperzt~re and plotting the  S ~ G E  

as a fui ic t ion of time. It i s  to be, noted t h a t  thore is a ~ e h e a t i ~ i g  o f  

about  5 5  I( at around I073 K. l e  is felt that t h i s  i s  due to an impediment 

in %he heat extraction by the quenchant (water) due to the formation of a 

vapor blanket a r o u d  the  s p e c i m n .  Since t h e  specimen w a s  tied to a 

relat-ively massive hrat so11rce viz, the slurnina thermocouple shea th ing ,  

the heat from it mimay have hppn enough to cause t h e  temperature xise  before 

t h e  vapor blanket could be remuteb.  To verify that  this was not a chance 

occurrence? the experiment was repeated. From the run the following cooling 

r a t e s  were ca lcu la ted :  

Average cooling rate b ~ f i ~ - o  rcakezting = pS.9 x lo3 C / s .  

average cooling rate after reheai-ing = 6 . k  x C / S .  

Overall average coolinn rate ( s t n i t  to finish) = 5 . 0  x i o 3  C / S ,  

(c)  'Ilhis rim was mads using the same equipment and parameters as in 

tile second run.  'fie data obtained from t h i s  r u n  a r e  shown in Fig;cre 8 - 5 .  

It is to be noi-ed that a t:rmperatiire r ise ( L t O  K) similar to chat in t he  

second i u n  occurred i n  this case. From f-he da ta  in this run ,  the 

following cooling x a t c s  have been calculat eb: 

Average cool ing rate before r ahea t ing  = 7 . 4  x C / S .  

Average cool ing rate a f t e r  reheating = 4 . 3  x i o 3  C / T ,  

Overall average cool ing ra te  (start. to f i n i s h )  = 3 . 7  x 10' C I S .  

Fron the  r e s u l t s  presented  above i t  i s  surmised t h a t  tils, cool ing  z a t c  

obtained using the quenching fixture m e d  i n  t h i s  study i s  of the order  of 

3 . 5  - 5 . 0  x io3 c i s .  
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Figure 8-6. Time-temperature profile obtained from storage oscilloscope; 
third run for determination of cooling rate in water 
quenching. 
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V. CATHODIC HYDROGEN CHARGING AN9 COPPER PLATING 

En ardai: to obta in  statistically valid r c s u l t s  OW the the level. of 

intesgsanularly segregated so lu t e  in a polycrystalline spec:imen, it is 

necessary ta expase. a large nnmbar of grain Boundaries far analysis. 

the C ~ S E  of b ~ ~ ~ n - d o p e d  NiJAl alloys, this poses a problem since the frac- 

t u r e  surfaces are primarily transgranular and the incidental gra in  bound- 

ary facets one observes are in all probability not representative (in 

terms of segregant level) of t h e  state of a f f a i r s  in t he  majority of grain 

boundaries in the sample. In such samples then, a method is required to 

open up normally cohesive boirnderies to expnse them f o r  analysis. Based 

on the work of Kursavilla and Stcsloff (Ref. 119), we decided to tes t  the 

feasibility of cathodic hydrogen charging in exposing atherwise cohesive 

boundaries for  analysis. 

Tn 

The initial efforts at charging were unsuccessful in opening up 

significant numbers of grain boundaries. Vc then systematically varied a 

number of parameters in t h e  charging and plating sequexace until a po in t  

W F S  reached where we abtained a significant degree of intergranular frac- 

ture along the periphery of t h e  sample but  very little at locations a few 

grains below 'the surface. Further rnmipirlation of the  paraffieters finally 

yielded a set of conditions whereby virtually 100% intergranular f r a c t u r e  

cmlld he obtaimd through the cross section of the samples, The relevant 

values of the parameters are listed below for cz.t;hodic hydrogen charging 

of NiJAl : 

Current density: 5 0  miliamperes/cm2 
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Solution used: 1 N H2Sor, with 50 milligra s/liter sf sodium 

arsenite (Na2As04) 

Solution temperature: -298 K (room temperature) 

Charging time: 24 hours 

Extension rate used far tensile f:racture: 0.13 mm/min 

(0,005 in./min) 

For the sample dimensions used and the geometry of the charging 

setup, the potential between %be anode and the cathode was usually about 

2 V. I n  the charging Solution, the sodim arsenite acts as a hydrogen 

recambination goison (retardant) so that nascent hydrogen i s  available at 

the sample surface for inward diffusion into the sample. 

Two important variables found to be critical to the success of 

charging were notching p r i o r  to charging arrd sample surface preparation. 

Initial trials with sharp notches, made by P triangular file on two edges 

of the sample, met with failure. 

intergranular fracture, sufficient time must be afforded for hydrogen dif- 

fusion ahead of the propagating crack and hence  a slow strain rate was 

desirable, For the same extension rate, a rounded notch should pravide a 

slower strain rate than a sharp notch. To this end the samples were 

notched with a round file and this went a long way in improving the  degree 

of intergranular fracture obtained. 

We realized that in order to obtain 

With regard to the surface preparation prior to charging, the 

following was found to be essential to the success o f  charging. The 

samples were first notched as shown in Figure 8 - 7 .  All surfaces were then 

ground an 600 grit emery paper. The electrodes were then quickly spot  
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welded ern. 

tion containing : 

The sample was then dip etched for about 28 seconds in a solu-  

RC1: 50 ce 

14,: 40 cc 

Acetic acid: 20 cc 

: 1% C 6  

It was important eo transfer the saxpke as quickly as possible i n t o  

the charging solution after: id had been cleaned following the dipetching. 

me physical setup used in sham sciematfcally in P ~ ~ U W S  8 - 8 .  It 

consisted of a ramdl bottomed flask f o r  ccsntaimeat of the charging solu- 

tion; the solution was s t i r r ed  using a magnetic stirrer. 'fie anode con- 

sisted of a cylindrical platinum mesh basket: which was connected to a 

s t ra ight  stainless steel  rad; the latter exited the Leflun stopper ~ h r u u g h  

a claselg. fitting, drilled hole. 111, sarlpis (cathode) was spot W ~ I ~ M  

along one thin edge to a 0.76 m (0.030 in.) diam nickel  wire which i n  

turn wa5 spor; welded to a short length (-*IO CE> of stainless steel rod. 

Another piece of stainiess steel rod was kept attached to the  stopper w i t h  

a slip-an comiecrar in s ide  the flask. The sample assembly was simply 

slipped onto t he  comector just prior to coorimencement of charging. A n  

adjustable power supply vas conrieeted to the electrodes above the teflon 

stapper to sixpply the charging pc(uer. 

The initial tens i le - fxacture  trials can the charged specimens were 

carried out in a i r .  &%era sdest success was m e t  in terms OP degree of 

intergranular fracture obtained, we decided ea t r y  fracturing charged 

specimens under W, since this would be required if Auger analysis was to 

be p e r f ~ r ~ i i e d  on the Zraccure surfaces. Samples which had undergone 
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Figure  8 - 8 ,  Schematic representation of experimental setup used for 
cathodic hydrogen charging of samples. 
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exactly the same treatments in terms of thermal history and hydrogen 

charging showed very little intergranular fracture. 

hydrogen in the charged samples was being literally pulled out of the 

samples by the vacum, leaving very little in the samples to effect 

intergranular cracking. The next challenge was thus to prevent hydrogen, 

escape from the samples under vacuum conditions. Based on the experience 

of others, we decided to electrolytically plate copper onto the sample 

surface after hydrogen charging, Both cadmium (Refs. 120,121,122) and 

We realized that the 

copper (Ref. 123) have been used by others to prevent the escape of hydro- 

gen; the former is a potent recombination poison for hydrogen and thus 

prevents its escape as molecular hydrogen, while the latter is mostly a 

physical diffusion 

vacuum. 

of its high vapor pressure. This 

involved determining another set of parameters, and the following parame- 

ters were found optimal in terms of obtaining a smooth adherent plating 

which was effective in preventing hydrogen escape: 

barrier to the outward diffusion of hydrogen into the 

The presence of cadmium in UHV chambers can be disastrous because 

We thus decided to use copper plating. 

Plating current density: 200 milliamperes/cm* 

Plating time: 5 min 

Plating temperature: 

Plating solution: copper sulphate: 210 g/liter 

298 K (room temperature) 

sulphuric acid: 52 g/liter 

The physical setup used for the plating is shown schematically in 

Figure 8-9. It consists of a conical flask to hold the solution in which 

is an anode of copper tubing and a cathode electrode made from stainless 

steel rod. At the end of this rod (inside the flask) is a connector into 
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which the rod to which the sample is ccmnected can be slipped. 

adjustable power supply provides the necessary power for plating. 

An 

It is necessary tQ transfer the sample from the charging setup to the 

plating set'ip with the least possible delay. 

formed on the sample surface in the course of the charging. 

necessary to clean this deposit prior to plating in order to obtain a 

smooth adherent plating. This was done by simply wiping the surfaces 

carefully with a paper towel and then rinsing in water. When this was not 

done, the plating obtained was found to be globular and not very adherent. 

While the deposit  was not analyzed, it is speculated that it might be some 

hydride. In addition, trials at higher plating current densities were 

found to yield globular nonadherent platings. 

Very often a black deposit 

It was 

VI. TENSILE FRACTURE AND AUGER ANALYSIS 

The Auger analysis was carried out in a Physical Electronics Model 

590 Scanning Auger Microprobe ( S A M ) .  

fabricated Fracture And Introduction System (FAIS). 

tation of the entire setup is shown in Figure 8-10. FAIS has an indepen- 

dent vacuum system and can be isolated from the Auger analysis chamber by 

a valve. 

without interrupting the vacuum in the analysis chamber. 

Attached to this is an in-house 

A schematic represen- 

Thus, samples can be introduced into FAIS by letting up to air 

In the case of samples that did not require hydrogen charging, they 

were loaded onto stainless steel grips with the round notch between grips. 

Figure 8 - l l ( a )  schematically shows the grip assembly used. After a few 

runs the stainless steel gripping surfaces of the grips were deformed and 
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One Face Ribbed 
( b )  

Figure 8-11. ( a )  Side  view of grips and sample assembly used for tensile 
fracture of samples in FAIS. (b) Schematic diagram showing 
ribbed face of tungsten shim. 
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thus samples started to slip out during tensile loading. 

tungsten shims (grooved on one face) were then fabricated to grip the 

sample better; this is shown in Figure 8-ll(b]- "%e grip assembly with 

the sample was then loaded into FAIS. FAfS was then pumped down to the 

low Pa range. Subsequent to this, FAXS vas baked-out, usually for 

8 hours at 473  R. 

A set of 

In the case of hydrogen charged samples, bake-out had to be foregone 

in the interest of retaining hydrogen. As a consequence, the pressure in 

FAIS (during fracture) was usually higher (law to high Pa range) 

for the charged samples than for the uncharged ones where bake-out was 

possible. A bake-out was tried on a charged and copper plated sample. 

The fracture surface obtained did not show the desired level of intergran- 

ular fracture. Thus, it i s  surmised that while the capper plating is 

effective in retarding the outward diffusion of hydrogen at room tem- 

perature, it is not effective in retarding this at a higher temperature. 

As shown in Figure 8-10, the g r i p  assembly is held between the 

two carriages in the FAIS. During tensile loading the bottom carriage is 

held fixed while the top carriage travels. The sample is loaded in ten- 

sion by exerting a tensile force on the top carriage; this is done From 

outside the vacuum system. In the initial trials, a hand cranked actuatar 

was used to eXeEt this force. The control on extension rate (and thus 

strain rate) achieved by this method was very crude, nonuniform and 

nonreproducible. A motorized reduction gearbox-actuator assembly was thus 

developed. It vas possible to achieve two extension rates with this 

system: 0.64 m/min (0.025 in./min) and 0.13 m/min ( 0 . 0 0 5  in . / rn in) .  TRe 

degree of intergranular fracture obtained in the hydrogen charged 
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samples was found to be significantly improved upon use of the slower 

extension rate; thus,  this was adopted for fracturing a l l  samples. 

Upon fracturing the samples, the bottom carriage (with half af the 

sample) was moved into the analysis chamber where it; was loaded onto a 

carousel. The carousel was then swung around so that the fracture surface 

faced the electran gun-CMA analyzer asstmbly. 

Fox the Auger analysis, the sample was first correctly posi t ioned by 

obtaining B C~OSSQVB~ in the elastic peak at 2 KeV. The primary beam 

voltage used for the Auger analysis was 5 KeV and the beam current was of 

the order of 3 nanaamperes. During anal.ysis t he  background pressure in 

the analysis chamber was in the very low 

the uncharged samples, and in the mid-range of lov7 Pa for the charged 

samples. 

The first analysis obtained on each sample was that of a rastered 

area on the freshly fractured surface. A secandary electron image was 

then obtained of the entire fracture suxface and from this, individual 

features, such as grain boundary facets, were identified. Usually 25 

grain boundary facets were analyzed, primarily for baron content, with a 

partial spectrum af 0 to 300 eV. 

grain boundary was analyzed for a total of BO minutes of data acquisition 

time using 0,s eV steps and with 50 milliseconds for each step. 

addition, at least orme grain boundary point and one transgranular point 

were analyzed using the full 0 . 2  KeV spettrm for  a total of 20 minutes of 

data acquisition time using 1 eV per steF and 50 millisecond per step. 

Pa to high 10"' Pa range for 

For th.is analysis a single poin t  on each 

In 
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Subsequent ta the analysis on the fresh fracture surface the carousel 

was swung around so that the fracture surface faced a normal incidence 

sputter ion gun. 

ions energized at: 5 KeV a t  a chamber pressure of 4.7 X l o q 3  Pa. 

emission current of the ian beam was 25 milliamperes and it was rastersd 

to obtain a current density of 12 microamperes/cm2. 

The sample was then sputtered for 2 minutes with argon 

The 

After sputtering, the sample was swung back to face the electron gun 

and CMA analyzer assembly and an area analysis was carried out on the same 

area analyzed prior to sputtering. The points from which the 0-2 KeV 

spectra had been obtaified prior to sputtering were reanalyzed along with a 

few other selected intergranular points. 

A detailed description of conversion of raw Auger data to actual 

grain boundary concentrations is given in Appendix B. 

VIP. HYDROGEN RELEASE DURING FRACTURE 

In order to ascertain whether hydrogen was being released during ten- 

sile fracture of the hydrogen charged samples, a quadrupole mass analyzer 

was utilized. FAIS has such a Residual Gas Analyzer (UTI Model lOOC) 

attached to it. 

After the charged samples were introduced in FAIS, a vacuum was 

pulled on it. 

valve connecting FAIS to the RGA was opened. The output from the RGA was 

simultaneously monitored on an oscilloscope and plotted on a X-Y recorder. 

The scanning system on the RGA was set to monitor the hydrogen level 

When the pressure in FAIS was in the  low l o - '  Pa range, the 

(2  A m ) .  
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Since some hydrogen is continuously desorbed from the sample surface 

in spite of the copper plating, the output showed a steady background level 

of hydrogen. 

while, 

release. 

trapped between them is released. 

typical trace on the X-Y recorder. 

the Y axis is a current level corresponding to the amount of hydrogen. 

This experiment was not done very systematically in that no effort was 

made towards rigorous quantification of the hydrogen release. 

Upon loading the sample no hydrogen was observed for a short 

Subsequent to this there was a series of bursts of hydrogen 

Presumably as the grain boundaries are opened up, the hydrogen 

Figure 8-12 shows a reproduction of a 

The X axis corresponds to time while 

An indirect outcome of this set of experiments was that I was able to 

determine that the optimum time interval bet.ween the end of hydrogen 

charging and the start of specimen tensile loading (inside FAIS) is about 

1 1/2 hours. For much longer loading times, enough hydrogen escapes so 

that the degree of intergranular fracture obtained is not very satisfac- 

tory for analysis. A much shorter time does not allow the pressure in 

FAIS to drop sufficiently and the fracture surface is contaminated by 

intolerable levels of carbon and oxygen, 

VIII. SEM FRACTOGRAPHY 

Subsequent to the Auger analysis, the fracture surface topology was 

Th is  was carefully examined in an AMR 300 Scanning Elactron Microscope. 

done since the limited spatial resolution of the Auger system 

(-3000 Angstroms) often led to confusion as to whether an examined 

surface was indeed intergranular. The SEM fzactagraphy proved a means of 
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ascertaining this. 

imaged and photographed to unequivocally determine whether it lay on an 

intergranular facet or a transgranular region. 

FOP most of the sanrgles, each analyzed point was 
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As experimental- work pr.agrcs;%eb in this seseprch: questions surfaced 

regarding the  accuracy and adequacy sf the experiaoental approach. 

chapter  presents not only the results o f  t h e  main th~usl: of t h e  investiga- 

ti,,, but also same of the experiments carried out to address t h ~ s e  

questions, 

This  

A detailed analysis of the pertinene r e s u l t s  i s  presented  i n  

Chapter 10. 

As mentioned in Chapter $, Appendix 3 shows tbp_ method used to ca lcu -  

l a t e  t h e  concentrat ion of boron a t  the  g r a i n  boundaries and a l s n  the  

enrichment r a t i o  of baron between t h e  boundaries and the  bulk. Since only 

q u a l i t a t i v e  compasisans between samples  are to be made in this chapter; 

only one of the  concentrat ions defined i n  Appendix B ( v i z ,  SI) w i l l  be 

used fo r  such comparisons. I n  Chapter 1 0  a ra t ior ia la  w i l l  be d iscussed  

for choosing this vahle to calculate other T i a n t i t i e s  such as binding 

e:wrgy. 

mile t h e  bulk o f  reported Auger data r e l y  on avaj 1 ab l e  s t a i d a t  d 

spec t r a  (Ref.  1163 fo r  drriviny s e n s i t i v i t y  f a c t o i s ,  it was f e l t  essential 

t o  develop our own standard spectra to obviate quest ions regarding 

spectrormetes-to-Sgt32tTOIBgteT vaxiations. 



All spectra were obtained an a PMX lnodel 590 scanning Auger: 

micr-oprobe (Super Sam) using a primary electron beam energy af 5 KeV. In 

view of the focus 0n nicke l -base  alloys, the Ni 848 eV peak W ~ S  used as 

the standardizi peak for obtaining elemer-tal sensitivity factors. It is 

to be remembered that the manufacturer of the instrument (PHI;) used 2 

silver standard far the sensitivity factors reported in the handbook, 

Since all the experimental spectra were obtained at a C f w  energy resolu- 

tion setting of 0.6 , the standard spectra were also obtained at this 

energy resolution. 331s elements analyzed were: nickel, tPojfop1, carbon, 

aluminum, magnesium, oxygen (aluminum oxide sample) and molybdenum. Only 

in t he  case of molybdenum was a chemical a n a l y s i s  available, and this is 

shown on Table 9-1; all other samples were of purity greater than 99%.  

Table 9 - 2  shows the results for the elements mentioned above and also 

compares them with values reported by PHI. me asterisks indicate e l e -  

ments €or which PHI supplies only 3 KeV spectra and hence a comparison 

seems to be unfounded. Henceforth all values o€ elemental peak heights 

will be reported after corrections by the in-house sensitivity f a c t o r s  

reported in Table 9 - 2 .  

e study of grain boundary segregation is often complicated by the  

fact that the amount of segregation measured by Auger electron spectroscopy 

can he quite variable both with respect to boundary-to-boundary variations 

in a given sample was well as variations within a single grain boundary 

facet. Briant (Ref, 124) has reviewed this aspect of segregation studies 

and some a f  the following discussion is basad an his work. 
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Table 9-1. Chemical analysis of molybdenum sample 
used in obtaining standard spectra 

-. Y 

By Qualitative Spectrographic Analysis 

Ma 1 ybedenum 

Iron 

Silicon 

Ma j OF 

0. oox 

0. oox 

Elements checked but not found: manganese, 
copper, silver, n icke l ,  ~ h r o m i ~ m ,  cobalt, vanadium, 
tungsten, bismuth, antimony, arsenic., zinc, 
cadmium, indium, lead and tin. 
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Table 9 - 2 ,  Elemental sensitivity factors obtained in this study 
and comparison with values from PHI 

Peak Energy Peak Energy Sensitivity Sensitivity 
(eV> 9 (e\> 3 Factor Factor * 
PHI In- hcuse PHI In- tbQUSf? 

Element 

Boron 179 176 2.567 

Carbon 272 268 0.560 1.961 

Alurninum 68 
1396 

62 
1398 

0.814 
0 .248 

0 . 9 7 4  
0 226 

Nicke 1 61 
102 
7 16 
783 
848 

sa 
lo0 
716 
782 
85 c 

0 .970 
0 * 089 
0.267 
0.406 
1 

1.. 377 
0.105 
a. 272 
0 -404 
1 

32 
1174 

26 
m a  

Q I 853 
1.421 

Magne s F 

2 * 211. oxygen 503 502  

120 
148 
161 
186 
221 

121 
145 
16G 
186 
221 

0.197 
0.162 
0.377 
0.969 
0.870 

9 ,178 
0 ” 035 
0.178 
0 , 4 8 0  
0.378 
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In this research some of these questi~ns were addressed by carrying 

out  a series of experiments on the fracture surface of one specimen: 

850014G3, The sample had undergone a water quenching treatment as 

described in Section I11 of Chapter 8. 

The f i r s t  aspect to be addressed i s  tha t  sf variations in segregation 

level on a single grain boundary. To this end, ten nonoverlapping points 

were analyzed on a single grain boundary. Figure 3-1 shows a secondasy 

electron micrograph sf this boundary, and the individual points analyzed 

are identified by letters. Table 9 - 3  shows t h e  atom fraction of boron 

(211) for these points and the average and standard deviation for all t e n  

points. As can be seen, the standard deviation of 131 is almsst 30% of 

the average value, and thus it would seem that there are large variatioizs 

of segregant level on a single grain boitldary. 

Figure 9 - 2  shows the spatial distribution of boron (B1) on this grain 

boundary. The concentration of boron on points 0 ,  S, X and M is milch 

lower than on the other points; i.e., there appears to be two regions on 

this grain boundary with different segregant levels. if only points 

J, IC, L ,  N ,  B and Q are cansidered (one region), then the average value of 

BP i s  1.82 and the standard deviation is 0.14 ;  i.e., the standard 

deviation is -8% af the average value. Briant (Ref. 124)  has reported 

values of 10% and 4% for phosphorus and antimony segregation, respectively, 

in steel. From the above s t a t e d  values it might be concluded that 

variations in segregant level on a single grain boundary do occur but that 

these variations are small. 

The second question to be addressed in this experiment was that ~f 

variations in signal level with time. To this end, one intergranular 
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AC- 143 

Figure 9-1. Secondary electron image of grain boundary on which ten 
points (identified by letters) were analyzed. 
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Table 9-3. Results of Auger analysis 
on 10 points lying on the 
same grain boundary 

B1 Point Name 

J 
K 
L 
M 
N 
0 
P 
Q 
R 
S 

Number 
Average 
Standard 
Deviation 

1.67 
1.87 
1.79 
0.69 
1.86 
1.22 
2.07 
1.64 
1.06 
1.04 - 
10 
1.49 

0.45 
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AC- 144 

Figure 9-2. Schematic diagram showing spatial distribution of boron 
(Bl) on the grain boundary shown in Figure 9-1. 



point (T) was analyzed three times using a one hour time lapse between t h e  

s tart  of each data acquisition sequence- Spectra of 0 tu 2000 eV were 

obtained fo r  each case using a data acquisition time of 20 minutes per 

point. 

in this table, TI, T2 and T3 denote the sequence of data acquisition; 

i . e . ,  data for T3 was obtained about three ~ Q W S  after data for TI had been 

obtained. As can be seen, tht2SX is no detectable t r end  in the values of 

BI as a function of time. Also, the standard deviation of B1 f o r  T is 

only 14% of the average value. Thus, in all t he  following analyses, at 

least  14% uncertainty in the measured segregation l eve l  should be 

expected 1 

Table 9 - 4  shwws the data obtained in this fashion in terms of B1; 

Variations of segregant level among grain boundaries was also 

studied i n  this experiment. Twenty-five grain boundaries on this sample 

were analyzed far boron content, and the results are shown in Table 9 - 5 .  

It i s  to be noted that in t h i s  case the standard deviation is 31% of the 

average value (of B I ) ;  this is much larger than the 8% found f o r  points on 

a single boundary. Such variations in the segregant level among bound- 

aries can be primarily attributed to the different structures existing at 

different boundaries. Figure 9 - 3  shows the distribution of points having 

B I  values as shown, This figure was obtained using the range definition 

shown in Table 9-6 .  As can be seen from Figure 9 - 3 ,  rilare than 70% oE the 

points have B1 values within k30% of the average value. 

The next  question addressed was whether the analysis of 25 grain 

boundary points was indeed enough to yield a f a i r  representation of the 

segregant level in 8 given sample. A second piece from the  same sample. 

(the unused half from the previous set of measurements) as fractured 
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Table 9 - 4 .  Results of repeated Auger analyses on the 
same paint on a grain boumdary 

T2 1.46 

T3 2.01 

Number 3 
Average 1 . 7 4  
Standard 
Deviation 0.20 
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Table 9-5. Results of Auger analyses on 25 grain 
boundary points on one fracture 
surface 

Point Name B1 
-I_ 

v . s 5  
AA .59 
Y .63 

ss .69 
FE" .71 
%I . 7 2  
cc .a1 
X . R 7  
PP .88 

%I .90 
80 .99 
JJ 1.04 
KK 1.07 
BB 1.09 
tm 1.09 
W 1.12 

NN 
BB 
QQ 
LL 

1.21 
1.24 
1.25 
1.30 

GG 1.31 
RR 1.35 

I1 1.78 
EE 1 . M  

T 1.79 

Number 25 
Average 1.06 
Standard 
Deviation 0.33 
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AC- 145 

6.B. BOR 

Figure 9 - 3 .  Distribution of boron l eve l s  on one f r ac tu re  surface 
(25 points analyzed). 



Table 9 - 6 .  Range of boron levels (B1) used to 
genelcate the distribution shorn  
i n  Figure 9 - 3  

LOW 
Va 1 ue Value 

Average 
Value 

0.00 
0.11 
0.31 
0.51 
0.71 
0.91 
1.11 
1 . 3 1  
1 .SI 
1.71 
1.91 
2.11 
2.31 
2.51 
2.71 
2.81 
3.11 
3,31 
3.51 
3.71 
3.91 
4.11 
4.31 
4.51 
4.71 
4.91 

0,10 
0.30 
0.50 
0 . 9 0  
0.90 
1.10 
1.30 
1.50 
1.70 
1.90 
2.10 
2 , 3 0  
2.50 
2.70 
2.90 
3.10 
3.30 
3.50 
3.70 
3.90 
4.10 
4 . 3 0  
4.50 
4 , 7 0  
4 . 9 0  
5.10 

0.00 
0.20 
0.40 
0.60 
0.80 
1.00 
1.20 
1 .40 
1.50 
1.80 
2.00 
2.20 
2 - 4 0  
2,60 
2 . 8 0  
3.00 
3,20  
3 .40  
3.60 
3 - 8 0  
4 . 0 0  
4.20 
4.40 
4 . 6 0  
4 . 8 0  
5 .OO 
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under WV and 50 grain boundary points were analyzed. Table 9-7 shows the 

results of this analysis, As can be easily seen, the average value of 81 

obtained in this case is 1.16 as compared to a value af 1-06 for the case 

when 25 grain boundaries were analyzed (Tahle 9 - 5 1 .  

ween these two values is 9%, which is well within the expected scatter. 

Also,  for the two cases the ratios of standard deviation to average are 

0.35 and 0.31; i*e*, the difference between these two cases is insignifi- 

cant. In addition, 65% of the paints have segregant levels within f30% of 

the average value. It thus appears that a sampling of 25 grain boundaries 

on a given sample is adequate for our purposes; this is the number of 

grain boundaries analyzed for most of the samples in this research, 

Figure "3-4 is a distribution plot for the segregant level in the case 

where 5 0  points where analyzed; the general features are similar to those 

of Figure 9 - 3 .  

The difference bet- 

BrFant (Ref. 124) has pointed out, however, that other factors can 

contribute to the variation in the analyses. One such f a c t o r  is the 

variation in relative orientation of the analyzed boundaries with respect 

to the CW. In a series of experiments where a flat specimen was pivoted 

to pravide different angles with respect to the @MA, Briant (Ref. 124) has 

shown that variations in the elemental peak height ratios with angle were 

minimal and could not aceourat; for the observed variations in segregant 

level. 

research, it is felt that a similar conclusion would hold for the problem 

at hand and hence the effect of this factor can be neglected. 

factor to be considered is that, upon fracturing, each half of the fracture 

surface is assumed to inherit half the level of segregant existing at t h e  

While such an experiment was not corducted in the course of this 

A second 
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Table 3 - 7 .  Results of huger analyses on 50 gra in  
bo3mdary paints on one f rac ture  
SllKfL%Gt? 

Point  Name B1 Paint Name i31 

KK 
cc 
FF 
R 

SS 
W 
M 
P 

RW 
Q 

Ala 
xx 
lTcl 
Bb 
TT 

B 
G 
JJ 
Ip 

w 
1’ 
N 
I. 
U 
e 

0.27 
0.59; 
0 . 6 3  

0.70 
0.70 
0 * 7 1  
0.71 
0.7& 
0.77 
0.84 

0.85 
0.88 
0.89 
0.94 
0.9s 
0.99 
1.81 
1-01 
1.03 
1.04 
1,05 
1.05 
1-10 

a , m  

0.84 

1.12 
1.18 
1.21 
1.22 
1.24 
1.25 
1.26 
1.29 
1.31 
1.31 
1.33 
1.37 
1.41 
1.42 
1.43 
1.47 
1.48 
1.50 
1.57 
1.40 
1.69 
1.80  
2.05 
2 . 1 0  
2 . 3 8  

NUIlbe:: 5a 
Aver age 1.16 
Standard 
Deviation 0 . 4 1  
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m 
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z 
(3 
n 
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0 

b? 

U 

25. 

2pI. 

15. El 

1D. 0 

5. 0 

c3.0 

I I 1 I 
I_ 50 POINTS 

111. 1.D 2.0 3.0 4.n 5.0 

G a B a  BORON IRTa  

Figure 9 - 4 .  Distribution of boron levels 0p1 one fracture surface 
(50 points analyzed), 
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grain buaundary. Briant (Ref. 124)  has conducted analyses on bath halves 

of a f rac ture  surface and has cancluded that wiile the apportioning of 

segregant may not be exactly 50% - 50%, it is between 45 and 55%. Such an. 

eat  was not conducted in the presen t  research and Briant's results 

will be accepted to axrive at the conctusian that the measured segregant 

level should be multiplied by two to arrive at the segregant level at t h e  

boundaries. It is also worth noting that such an apportioning is in 

keeping with ~ r i a n t  and Messmer's content ion sf breaking of only metal- 

metal bonds in the course of fracture (Ref. 125). 

Another important factor ta be considered is that of sample-to-sample 

variations in segregant level. In all the data reported here, at least 

tva samples were analyzed for each heat treatment condition. 

absence of evidence to the contrary, it is felt tha t  this was adequate to 

In the 

obviate questions regarding sample-to-sample variations. Briarit (Ref .  1 2 4 )  

points out the fact that variations in homogeneity of the samples coilld 

contribute t~ scatter st the measured segregant levels; no significant 

evidence of such inhomogeneity w e ~ e  farrnd in this study and hence t h i s  

factor will be ignored. In addition, t h e  fact that some grain boundaries 

may reach equilibrium earlies than o t h e r s  and thus would exhibit nnn- 

equilibrium segregant levels will be ignored in this study, 

A discussion of Sriant's (Ref .  124)  arguments relating to t h e  

question of uhy some grain boundaries exhibit segregant levels wal l  

beyond (say 30%) the average value is warranted at this point;. In addi- 

tion to grain boundary structure being responsible f o r  such as e f f e c t ,  it 

is claimed that t h e  variations in t he  chemical boiiding at the  boundaries 

also contribute significantly to this ef fec t .  Different types O €  ciheraical 
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bonding lead to different types of atomic configurations (clusters) at the 

boundaries. Figure 9 - 5  is a schematic representation of the kinds of 

atomic clusters that may comprise a grain boundary and their energy spectra  

(these are purely hypothetical). As the energy minima for the clusters 

d~cretases below that for the bulk, the clusters become traps for i n t e r s t i -  

tials; t h e  strength of the  trapping effect i s  reflected in the depth of 

the. energy minima. ?"plus there is a wide distribution in the strength of 

t h e  traps. The sequence in which a solute occupies such t r a p s  will be 

dictated by t h e  relative magnitude of the energy minima. A wide variation 

in the level of segregated solute is thus  to be expected from g ra in  bound- 

ary to grain boundary depending an the structure and chemical bonding 

existing in t h e  boundaries. 

IV. EFFECT OF "HER HISTORY QN EXTENT OF SEGREGATION 

McEean's theory of grain boundary segregation (Ref. 63) predicts that 

the level of equilibrium segregation of a solute shou3.d depend on the t e m -  

perature and time. In metallurgical terms, the level o f  segregation 

should vary with t h e  thermal history imposed cm a sample, 

in Section X of Chapter 6, such variations in the level of segregation 

should effect the fracture morphology. In order to verify t h i s  in t h e  

case of boron segregation in NiJAl,, samples of substoichiornetsic 

( 2 4  at. % Al) containing 300 w p p  boron in the bulk were given widely 

As indicated 

varying thersnal treatments, The tensile fracture morph~logy and level of 

grain boundary boron were then correlated with these treatments. 
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Figure 9 - 5 .  Schematic r e p r e s e n t a t i o n  of the types of c l u s t e r s  ( a t  
g r a i n  boundaries) and their energy levels (Ref .  1 2 4 ) .  



Table 3-3  shows the sample numbers (850014 series) and their heat 

ents for the initial studies. Details concerning heat treatments, 

hydrogen charging, tensile fracture under and the subsequent Auger 

analysis can be found in Chapter 8 ,  

Figure 9-6 (a )  and (b) compares the typical fracture morphology of 

uncharged samples in the SA and WQ condi.tions. The f i r s t  two row5 of 

Table 9-8 show the boron level (B1) at the boundaries in each case. It i s  

immediately obvious that variations in thernal history have a dramatic 

effect on the fracture morphology; specifically, the level a€ intergranu- 

lar fracture in the WQ sample is milch larger than in the SA sample. The 

boron level, however, does not reflect this; i = e e 3  the boron level d5e5 

not appear to be very diffesent in the two cases, although. the average 

values in the  SA case show more scatter than in the WQ case. 

Cathodic hydrogen charging was used to enhance the degree of 

intergranular fracture in the SA samples. Figure 9-6(c) shows a t y p i -  

cal f racture  surface of a hydrogen charged SA sample. 

baron level between the uncharged WQ samples and the charged SA samples 

( t h i r d  row i n  Table 9-8) shows that the average level sf intergranular 

boron in the SA samples is about twice t h a t  in the WQ samples. 

Comparison of the 

By quenching from 1323 K ,  and thereby "freezing-in" t h e  lower level 

of segregatiagl associated with that temperature, the characteristic 

intergranular fracture 5OrphOlOgy sham in Figure 9 - 6 ( b )  is obtained, 

Since the SA samples have experienced lower temperature annealing in the 

CQU~SB of the heaz treatment, the intergranular boron Level in these 

samples is expected to be higher than in the &I 

indeed a cohesiveness improver in this system, then the grain boundaries 

samples. If boron is 



Figure 9-6. Scanning electron fractographs of samples given different thermal 
histories. (a) Step annealed, uncharged. (b) Water quenched, uncharged. 
(c) Step annealed, hydrogen charged (p. 199). 
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Table 9-8. Results of Auger analysis on samples with different 
thermal histories 

B1 
Number Average Standard 

Deviation 

Sample Heat 
Number H2 Treatment 

85 00 14U 
8500141' 

SA 
SA 

No 
No 

10 
10 

0.27 
0.87 

0.50 
0.70 

850014V 
85 00 14W 

WQ 
WQ 

No 
No 

6 
15 

1.02 
0.78 

0.44 
0.33 

85 00 14x2 
85 00 14Y 2 

SA 
SA 

Yes 
Yes 

19 
23 

1.63 
1.54 

0.43 
0.41 

85 00 14E3 
850014F3 

WQ + SA 
WQ + SA 

Yes 
Yes 

11 
24 

1.60 
1.64 

0.59 
0 .56  

85 00 14U2 
850014V2 
850014W2 

SA + WQ 
SA + WQ 
SA + WQ 

No 
No 
No 

14 
13 
6 

1.07 
1.03 
0.95 

0.30 
0.33 
0.20 



in the SA samples should be more cohesive. 

the fracture morphology. 

uncharged SA samples show a much lower boron level than the average 

level on grain boundaries in the charged samples where a much higher per- 

centage of grain boundaries were exposed for analysis. 

suggests that those few grain boundaries that do fail in uncharged SA 

samples tend to be those with Power levels of boron enrichment, which 

further supports the correlation between boron segregation and enhanced 

grain boundary cohesion. Also, this observation experimentally shows the 

expected boundary-to-boundary variation of segregation level (mentioned in 

Section 111). 

This effect is reflected in 

The f e w  grain boundaries exposed in the 

This comparison 

In addition to the above experiments, a set of reversibility studies 

was conducted. 

to the SA treatment following water quenching and a set of SA samples 

was water quenched following the SA treatment. These thermal histories 

are also indicated in Table 8-3. Figure 9-7(8)  and (b) compares the 

fracture morphology obtained in each cas3. It is to be noted that the 

WQ + SA samples had to be hydrogen charged in order to expose enough 

grain boundaries for a representative analysis. 

Table 9 - 8  show the results obtained from the Auger analysis on these 

samples. Noteworthy is the fact that the segregated boron level in the 

WQ + SA samples is almost identical to that i n  the SA samples (third row> 

while the SA + WQ samples exhibit levels comparable to the WQ samples. 

A similar effect of reversibility is noted in the fracture morphology. 

These observations lead to the conclusion that the effects of 

In these experiments, a set of WQ samples was subjected 

The last two rows of 

thermal history on intergranular boron enrichment (and its subsequent 



cv 0 
cv 

b*'" 
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effect on fracture morphology) are entirely reversible. This further 

indicates that 

in Ni3A1 is equilibrium in nature and not (for example) the result of a 

vacancy flux to the grain boundaries during cooling, or any other tran- 

sient phenomena that would permit desegregation to occur after long times 

at service temperatures. 

the driving force for intergranular segregation of boron 

V. EFFECT OF HYDROGEN CHARGING ON LEVEL OF SEGREGATION 

As mentioned in Chapter 8 and Section IV of this chapter, cathodic 

hydrogen charging has been used extensively in this research to open up 

cohesive grain boundaries for Auger analysis. 

carried out at room temperature, it was not expected to effect the level 

of segregant. 

manner. 

Since the charging was 

However, this was verified experimentally in the following 

One way to verify this would be to compare the analyses from an 

uncharged and a charged specimen with the same thermal history. 

shown in Section IV of this chapter that the fracture morphology of WQ 

samples containing 300 wppm boron was primarily intergranular. 

level of segregant (boron) in a charged, WQ sample (sample 850014Y) was 

compared to that in uncharged, WQ samples (samples 850014V and 850014W). 

Table 9 - 9  shows the Auger results for three samples and identifies the 

charged and uncharged samples. As can be seen, there is no difference 

between the charged and the uncharged cases and thus it is concluded that 

cathodic hydrogen charging does not alter the level of segregation at a 

grain boundary. 

It was 

Hence the 
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Table 9-9. Results of Auger analysis 
of uncharged and hydrogen 
charged samples with similar 
thermal histories 

~~ 

AES Results 
Sample Hydrogen 
Number Charged? Standard 

Average B1 Deviation 
~- ~~ 

850014Y Yes 11 0.87 0.35 

85 00 14V No 6 1.02 0.44 

850014W No 15 0.78 0.33 



VI. ADEQUACY OF CQOEXNG RATE OBTAINED IN WATER QUEMGIfING 

An irapsrtant variable in the study of t h e  e f f e c t s  of thermal history 

is the cooling rate obtained in water quenching. 

through the C X Q S S  section af the samples could yield ;a cooling rate at the 

center slow enough t o  permit dynamic redistribution sf boxon in the course 

of quenching. 

of such water quenched samples would not be representative of the 

equilibrium level at t h e  quenching temperature. 

The uneven cool ing 

Hence the. level of boron measured a t  t h e  grain boundaries 

The cooling rate at the centerline of the samples should be somewhat 

lower than the 3 - 5  to 5 X la3 C/s measu*ed (Sectian IV, Chapter 8) at the 

surface af the samples. I f  the level of boron at the gra in  boundaries 

close t o  the centerline d a m  not show any s i g n i f i c a n t  difference from that 

at the grain boundaries close to the  surface, then it is reasonable t o  

assume that d i r e c t  water quenching is  adequate to arrest t h e  equi l ibr ium 

boron level achieved at t h e  quenching t e n p e r a t m e ,  

To this end, data from one water quenched sample from each of the 

heats conta in ing  100, 500 and BQOO wppm boron were analyzed as fallows. 

The boron level (Bl) for  each i n t e r g r a n u l a r  point  analyzed was plotted as 

a function o f  distance of such points from t h e  centerline of the  sample. 

Figure 9 - 8 ( a ) ,  ( b )  and (c) shows these plots for the three samples. 

As i s  clearly evident €ram t h i s  figure, there  is no distinct t r e n d  in 

the level of boron as a function of distance from the sample centerline. 

Hence, it i s  conelluded that the cooling rate experienced by t h e  samples 

during water quenching is quite adequate to arrest the equilibrium boron 

level achieved. at. the quenching temperature. 
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Figure 3 - 8 .  Distribution of intergranular boron as a function of 
( a )  100 wppm boron, 

(b)  500 wppm boron, sample 860013B. 
distance from the centerline of the sample. 
sample 860019D. 
(c) 1000 wppm boron, sample 860018H. 



VII. EFFECT OF BULK BORON LEVEL 

In addition to thermal history, the concentration of solute in the 

bulk lattice should also effect the level of segregated solute (Ref.  63). 

In order to verify this in the case of boron segregation in Ni3A1, three 

alloys were tested. The aluminum content D €  each alloy was the same 

(nominally 24 at. %) whereas the boron levels were 100, S O 0  and 1000 wppm. 

Samples from each of these alloys were given two widely different thermal 

treatments: 

These heat treatments are described in Sec2iion I11 of Chapter 8 .  

samples and their heat treatments are identified in Table 8 - 3 .  

one set was WQ while another :;et was slowly cooled (SC). 

The 

Figure 9 - 9  shows a collage of the fracture morphology of the WQ 

samples while Figure 9-10 shows a collage for  the SC samples. 

dent from Figure 9 - 9  that the degree of intergranular fracture obtained in 

the WQ samples decreases as the bulk level of boron is increased; the 500 

and 1000 wppm boron samples required hydrogen charging in order to expose 

enough grain boundaries for analysis. Also, the strong effect of thermal 

history (mentioned in Section IV) can be seen by comparing the uncharged 

fracture surfaces of the 100 ppm boron alloy in the two heat treatment 

conditions. Even this alloy required hydragen charging in the SC 

condition to expose enough grain boundaries for analysis. 

It is evi- 

Table 9-10 summarized the results fror the Auger analysis of this 

group of samples. 

of B1 as a function of bulk boron content for the WQ samples (uncharged 

and charged) while Figure 9-12 shows a similar effect for the SC samples. 

In both of these figures the results from t h e  306) wppm alloy have been 

Figure 9-11 graphically depicts the weighted averages 
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Figure 9-9. Scanning electron fractographs of WQ samples containing 
different levels of boron in the bulk. 
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Figure 9-10. Scanning electron fractographs of SC samples containing 
different levels of boron in the bulk. 
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Table 9-10. Results of Auger analysis on samples containing 
different levels of boron in the bulk and 
subjected to different thermal treatments 

AES Results 
Sample Boron Heat 

Standard 
Deviation Average B1 Number Number Level Treatment He? 

860019A 
860019B 
860019C 
860019D 
860019E 

8600 13A 
860013B 
860013C 
8600 13D 
860013E 
860013H 

8600188 
860018B 
860018C 
860018D 
860018E 
860018H 

100 
100 
100 
100 
100 

500 
500 
500 
500 
500 
500 

1000 
1000 
1000 
1000 
1000 
1000 

sc 
sc 
sc 
WQ 
WQ 

sc 
sc 
sc 
WQ 
WQ 
WQ 

sc 
sc 
sc 
WQ 
WQ 
WQ 

No 
Yes 
Yes 
No 
No 

No 
Yes 
Yes 
No 
Yes 
Yes 

No 
Yes 
Yes 
No 
Yes 
Yes 

15 
26 
28 
25 
25 

14 
24 
28 
18 
27 
25 

3 
22 
20 
24 
25 
25 

0.74 
1.10 
1.36 
0.67 
0.52 

0.23 
2.03 
1 .50 
0.97 
0.82 
1.18 

0.47 
2.35 
2.02 
1.09 
1.44 
1.29 

0.49 
0.26 
0.74 
0.22 
0.19 

0.17 
1.56 
0.51 
0.27 
0.18 
0.56 

0.11 
0.53 
0.35 
0.41 
0.37 
0.34 
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Figure 9-11. Level of segregated boson (31) as a function of bulk 
boron level; WQ samples. 
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x SLOW COOLED, UNtHRRGED 
A SLOW COOLED, CHARGED 

Figure 9-12. Level of segregated boron ( B f )  as a function of bulk 
boron level; SC and SA samples. 



i ~ ~ a r p ~ i " a t e d  with the assimptian that  the s t e p  amrzaling and 

caolinp: are equivalent thermal trsatmerats. In each case, t he  level of 

measured. boron at the gra in  b s u d a r i e s  is higher ion: the charged samples 

than the micharged ones; this r e i t e ~ a t ~ ~  the importance sf hydrogen 

charging i n  axposjng a representative sa t  of g r a i n  boundaries f o r  analy- 

sis. F i gu~e 9-13 shows the, weighted a a ~ ~ a g e s  of Tal fox the two heat  

treatment ccmditians as a function OF" bulk boron level (except for the 100 

and 300 w p p m  boron 'k1Q samples, all stbers are in the charged cond i t ion ) .  

slag 

miS f i g U s t ?  ShOWS thF pOt@nt effect  of th~3YElal h i s to ry  On the? IEWSl Of 

segregation and a lso  shoras that the: level of segregation inc;re<ases w i t h  

the bulk salute level. It is ta be saot~ig, however, t h a t  a t enfo ld  

increase in the bulk solute level (100 to 1800 wppm boron> does not lead  

to a t e n f o l d  i~crease in the level af ssgregated s o l u t e .  T h i s  h i i i t s  

strisngLy to a saturation phenomena at the gra in  b01~nd~~i fg - s ;  this will be 

discussed i n  greater de ta i l  i n  Chapter 10. 

F i g ~ i ~ e s  9- 14 thraaigh 9- 16 show the distzibutisn of segregated solute 

in terms of the percentage of analyzed points exhibiting t h e  levels  of 

boron indicated, These figures were obtained using t h e  range allocation 

scheme shown in Table 9-6; also, in cases where multiple samples w i t t i  

similar thermal his tor ies  and charging condition were analyzed, their 

ulative effect  is shown. These figures are  informative i n  t h a t  they 

shixow t h a t  w h i l e  there is indeed a wide bol~dary-ta-hnun$ary v a r i a t i o n  i n  

t h e  segregation level, the trends predicted by HcLear? (Ref. 63)  still hold 

tslue. Specifically, for the same thermal h i s t o r y ,  the distributions move 

t s~a t rds  higher baron levels  w i t h  increasing bulk  $ ~ K O P ~  level. Also, far 

t h ~ ,  same bulk boron level, the distributions move tawards higher 
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Figure 9-13. Level of segregated boron (Bl) as a function of bulk boron 
level and thermal history. 
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Figure 9-14. Distribution of segregated boron - effect of hydrogen 

charging: ( a )  SC samples, (b)  WQ samples. 
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Figure 9-15. Distribution of segregated boron I effect of bulk boron 
level: (a) sc or SA samples, jb) %Q samples ( p .  2 1 7 ) .  
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Fig. 9-15.  (h )  continued. 
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Figure 9-16. Distribution of segregated boron - effect of thermal histary: 
( a )  100 wppm boron in the bulk, (b) 309 q p m  boron in the 
bulk, (c) 500 wppm baron in the bulk, and (d) 1000 wppm boron 
in. the bulk ( p .  219). 
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Fig. 9 - 1 6 .  ( c >  and (6) continued. 
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segregation levels as the thermal history is changed for W Q  to SC or SA. 

The effect of hydrogen charging on enhancing the 

tion is also seen. 

VI61. KINETIC ASPECTS 

The kinetic aspects of boron segregation in NijAl were addressed in 

this study and to this end two o f  the alloys (190 and 1000 wppm boron) 

were given the thermal treatments shown in Table 8 - 4 ,  As can be seen ,  

there were. two main classes of experiments: 

isochronal annealing. 

isothermal annealing and 

Table 9-11 shows the results o f  Auger analysis (in terms of €31) for 

all the samples analyzed in this s e t .  

rate of segregation will be postponed until Chapter 10, the general 

trends can be discussed here. 

While 8 detailed. discussion of the 

In order to evaluate the effect of time at a given temperature, two 

limiting values were selected. Since all the samples in this phase of the 

study were water quenched p r i o r  to the isothermal or isochronal annea l ing ,  

t h e  grain boundary boron level a t  the start: of these treatments can be 

asslimed to be that obtained for t he  WQ samples mentioned in Section VII. 

"he effect of time at various temperatures is shown for t he  two alloys in 

Figures 9-17 through 9-19 wheie the WQ values are located at 0 t i m e .  A t  the 

other end are plotted the SC values since these  can be assumed to be the 

maximum vallies attainable at these temperatures. These values are 

arbitrarily assigned a time o f  100,000 minutes; in a l l  these figures, 

assigning times longer than 109000 minutes to these SC values does not alter 

the analysis very much since the segregation levels have saturated at these 
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Tabla 9-11. Results of Auger analysis 0x1 samples used 
in the kinetics studies 

860019A2 
B60019B2 
850019E2 
850019F2 
860019p12 
860019N2 

Efip1019I 
860019 J 
866019W 
8600190 

860019x2 
860019U2 
860019T2 

woo1 w z  

100 
100 
100 
100 
100 
100 
100 
100 
100 
100 
loo 
100 
100 
100 

1,000 
1,000 
1,000 
1,000 
1,000 
1,000 
1,000 
1,000 
1,000 
1,000 
1,000 
1,000- 
1,000 
1,000 
1,000 
1,000 
1,000 
1,000 

700 
700 
700 
780 
700 
700 
900 
900 
900 
900 
500 
500 
600 
600 

700 
700 
700 
700 
700 
700 
500 
500 
600 
600 
so0 
500 
500 

508 
500 
500 
500 

5a0 

1 
1 

1,000 
1,000 

10,iJoo 
10, 000 

1 
1 

1,000 
1,000 
1,000 
1 * 000 
1,000 
1 * QOQ 

1 
1 

1,000 
1,000 
10 $000 
10 000 
1,000 
1, GOO 
1, QOG 
1 $COO 

1 
1 
10 
10 
100 
100 

10 I 000 
10 > 000 

25 
26 
25 
25 
27 
25 
24 
25 
25 
26 
25 
26 
23 
25 

27 
27 
33 
25 
25 
27 
27 
25 
28  
27 
26 
26 
27 
26 
30 
2 7  
26 
28 

0.77 
0.89 
0.87 
0.80 
0.72 
1.05 
0.71 
0.66 
0.82 

1.09 
1.08 
0.95 
1.13 

0.48 

1.21 
1.14 
1.81 
1.59 
1.89 
5.78 
1.97 
2 . 3 9  
2.26 
2.02 
1.81 
1.63 
1.64 
2.08 
2.37 
1.92 
1.92 
2.12 

.- 

0.29 
0.28 
0.39 
0 . 2 4  
0 . 2 4  
0 . 4 3  
0.27 
0 . 2 2  
0.24 
0 . 2 2  
0 , 4 8  
0.34 
0.27 
0 .61  

0.35 
0.58 
1.15 
0.36 
0.77 
0.69 
0.67 
0.65 
0.77 
0.79 
0 . W  
0.38 
0.50 
0.40 
1.12 
0.44 
0.41 
0.82 
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Figure 9-17. Grain boundary boron level (B1) as a function 
of t i m e  at 700’C for the alloy containing 
100 wppm boron in the bulk. 



223 

c9 

ae 
I- 

0 

a 
W 

z 
0 e 
0 
M 

0.0 18’ B 18 Id 1$ 1 /2 Is’ 

SQ.RT. T I M E  IMinl 

Figure 9-18. Grain boundary boron level (BI.) as a function 
of time at 700QC for the alloy containing 
1000 wppm boron in the bulk. 
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values. 

even at low temperatures, equilibrium is attained at a fast rate; quantifi- 

cation of this rate wi1,l be done in Chapter 10. 

me important conclusion to be dram from these figures is that, 

Figures 9-20 and 9-21 show the effect of temperature on the 

equilibrium level of segregation fo r  ths two alloys. These were obtained 

from samples isothranally annealed for 1000 minutes, A distinct t r end  of 

decreasing segregant level with increasjng temperature is easily seen; 

this is in keeping with the predictions from McLean's theory (Ref, 6 3 ) .  

Similar plots for 1 minute and 10,000 minutes are shown in Figures 9 - 2 2  

through 9 - 2 4 .  

each time and thus the exact nature of the trend is in doubt, i.e., s t r a i g h t  

line vs other types of trends. 

results (Figures 9-20 and 9-21), however, a straight line trend can be 

safely assumed. 

In these cases, only two temperatures wexe investigated for 

Drawing from the conclusion of 1000-minute 
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Figure 9 - 2 0 .  Grain boundary boron level (sa) as a func t ion  of temperature  
for an annealing t i m e  of 1000 minutes in the alloy con ta in ing  - _ _  
100 wppm boron i n  t h e  ’bulk. 
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Figure 9-21. Grain boundary boron level (BY.) as a function of temperature 
for an annealing time of 1080 minutes in the alloy containing 
laQQ wpprn boron in the bulk. 
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Figure 9-22. Grain boundary boron level (BI) as a functi.on of temperature 
far an annealing t i m e  of 1 minute in t h e  alloy containing 
100 wppm boron in bulk. 
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Figure 9 - 2 3 .  Grain boundary baron level ( B % )  as a function of temperatllre 
for an annealing time of 1 minute in the alloy containing 
1000 q p m  boron i n  the b ~ l k . .  
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Figure 9-24. Grain boundary boron level (Ell> as a function of temperature 
for an annealing time of 10,000 minutes in the alloy con- 
taining 1000 wppm boron in t he  bulk. 



CHAPTER 10 

DISCUSSIONS 

I. INTRODUCTION 

This chapter deals with the analysis of the data presented in 

Chapter 9. 

adequate and the use of B1 (Appendix B) as the correct measure of the 

grain boundary boron content is rationaliz,ed. The binding energy for 

boron at the grain boundaries of Ni3A1 is calculated as a function of 

both bulk boron level and temperature. The kinetics of segregation are 

explicitly addressed and from this a value is found for  the diffusion 

coefficient of boron in Ni3A1, 

lation are addressed and a rationale presented for the very low value 

found in this work. 

The detectability of boron in Auger analysis is shown to be 

The problems associated with this calcu- 

11. DETECTABILITY OF BORON I N  AUGER ANALYSIS 

The difficulty associated with quantifying the detectability limits 

(for elements) in U S  is often circumvented by assuming that it is about 

0.1% of the first monolayer of the surface. In certain cases where high 

spatial resolution or electron beam chargiqg or damage limit the total 

primary electron beam current, however, the detectability may not be as low 

as 0.1%. Since boron is a low atomic number element, there is concern as 

to the detectability of boron in A E S .  

is thus calculated here to address this issue. 

The detectability limit for boron 
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The quality (or usefulness) of Auger data is of t en  related to the 

signal-to-naise (S/N) r a t i o  of the data. If the S/N 1, the signal is of 

the same i n t e n s i t y  as the noise and i s  thus undetectable. 

required for unequivocal elemental  identification i s  of ten arbitrary 

(operator determined).  

required c~ndition. 

The S/N 

In this sesearckk, S/N = {2 was used a s  t h e  

Reference 126 deals w i t h  a method used to determine the: detecrability 

limit of AES and the following is based on t h i s  approach. Figure 10-1 

shows a nomogram relating ai factar H to the priulary beam c u r r e n t  ( I g )  arid 

the analysis t i m e  per data channel (T). The factor H is defined by: 

H = ( S P l  / [ (ax)  x ( sx l l  Equation (10-  1) 

where a, The atom fraction for the rlcmewt x w i t h i n  the analysed volima 

sx = Relative sensitivity factor fo r  ths element x f r o m  Ref. 114. 

In t h e  case  of  t h i s  research, t h e  primary beam s u r r e n ~  used gas about 

3 nanoanperes (Sec t ion  V I :  Chapter 8). Also in mast o f  the analyses, a 

lO-mif iute  da t a  acquisition time was used to collect 5 to 300 e i i  da ta  using 

0.5 eL7 per step. Hence the analysis time per data chamcl i s :  

T = [ l o  x 601 / [ ( 3 0 0 )  / ( 0 . 5 ) ]  

O r T = l S  

The value of N corresponding tu this combination o f  IR and T 

(from Figure  10-1) i s  about 6 0 0 .  

From Equation (10-1)* the aton f r a c t i o n  o f  x i s  calculated as: 

ax = (1 .41 )  / (600 x 0.138) 

hence ax = 0.02.  

Thus it ~ o u l d  appear that rbout 2 at, of Soran should be present 

in the first atom layer in cjrcler for it to bs detected. 
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It was mentioned in Section II of Chapter 'B that Ref. 116 did not 

contain a standard spectrum €QP boron using a 5 KeV beam; it was reported 

far a 3 Key beam. 

calculated as in Section I1 af Chapter 9, the value ~eperted by PHI 

(for boron) i s  about four times smaller than was foirnd in this research. 

Hence the detectability limit for baron in this research is about 

0 . 5  at. %. The ajority a€ the analyses in this ~ e s e a ~ h  revealed boron 

levels at the grain boundaries in excess of this and hence it is concluded 

that boron i s  eminently detectable in the equipment used for this 

research. 

Using this spectrum to obtain the sensitivity factor 

111. CHEMICAL ANALYSIS 

A s  mentioned in Section I1 of Chapter 8 ,  four allays were studied in 

this research. In all the allays the alminm content aiaed f o r  during 

allay preparation was 24 at. %. Subsequent to alloy preparation, however, 

aluminum analysis was not carried out. Since the weight loss during 

melting was negligible, it was presumed that the attained composition was 

the same as t ha t  aimed for. While this has not been explicitly verified, 

it is certain that a l l  the allays were substoichiotnetric (in AI) since 

they could all be ductilized by boron additions (Ref. 4 1 ) .  In view o f  the 

extreme sensitivity of this system to alloy stoichiometry, however, it is 

recommended that chemical analysis of melts he done an a routine basis in 

future research. 

O f  much m o m  importance in this research is the  actual boron content 

0% the alloys. Table 10-1 shows the naminal compositions and the com- 

positions as analyzed using spark source mass spectroscopy (SSMS); clearly 
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Table 10-1.  Nominal and analyzed boron level in 
the four alloys studied here 

Heat Nominal B Analyzed B B 
Number ( Q P d  (VP> (at. %I 

860019 100 50 0. 848 

850014 300 300 0.144 

860013 500 400 0.240 

860618 1000 880 0 .480  
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they are not identical for the three heats melted expressly for this 

research, i.e., 86001'3, 863013 and 860018. It is noteworthy that many o€ 

the conventional microanalytical techniques (SSNS included) for boron 

analysis, especially in the composition range eonsidered here, are b n w n  

to be unsatisfactory in terms of reproducibilty and thus reliability 

(Refs. 127,128). It has been reported in the medical literature 

(Ref. 127) that neutron activation techniques that utilize the "B(n,a) 'Li 

reaction are by far the  most reliable in this case. It is suggested that 

this technique be investigated for use in future research. 

unreliable as 50% sf the measured value (Ref. 129). Thus, i n  t h i s  

research, the nominal values of boron content will be used in the analysis 

of the data. 

SSMS can be as  

Using 58.71, 2 6 . 9 8  and 10.81 as the atomic weights of Ni, A1 and B, 

respectively, and assuming the alloy compositions to be based on 

(Ni0.76 A10.24)1-~ B x ,  the nominal boron content was converted to atomic 

percent and the values are shown i n  Table 10-1. These values were used in 

Chapter 9 to show the effects of bulk boron concentration. 

IV. QUANTIFICATION OF GRAIN BQUNDARY BORON rmm 

A s  discussed i n  Appendix B, the conversion of Auger results to grain 

boundary boron concentrations in this research is based on the assumption 

that only N i ,  A1 and B are present at the boundaries. It i s  to be 

recognized that in a number of cases, especially in the hydrogen charged 

sainples, some carbon was often faund on the grain boundaries; €or t h e  p re -  

sent analysis this was ignored. 
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~t is mentionea in ~ppendix that, there are two alternative ways 

k~ calculate the atomic pencerat a4 boron at the gra in  bomdaxies: 

based on the Ni 102 eV peak, the other QW the Ni 848 eV peak. 

been. termed BP and B2, respectively; csnrespsading to these, two enrich- 

ment r a t io s ,  E T2 have been calculated. Table B-4 shows 

calculated values of B1, B2 ENRAT1 and EWBT:! far sample 8600192). 

one 

These have 

I t  is seen Ero Table B-4 that the values of B2 and EMAT2 are  con- 

This was the sistently about 7% lower than $1 and E:WATI, respectively. 

case €OK a l l  analyzed samples. l e  is ta be remembered t h a t  the TKFP 

(Ref.  102) fur 800 eV slectsrsns is abaut three times larger than that for  

100 e l l  electrons. This implies a greater sampling depth when 800 eV 

electrons are used for  analysis  than when 106 eV electrons are used, 

Since t h e  majority of the segregated boron is expected to reside in the 

first few atom layers from the bwilndary, t h e  800 eV electrons are 

averaging this boron oyez- a l a rger  sampling volume than the 100 eV 

electrcrrs, and hence t h e  coneentrat5un of boron obtained in the former case 

is lower. 

are more representative of the  true gf-cin boundary concentratian. 

the  majority of the grain boundaries were analysed in the 0 to 360 eV 

range while only  one grain tao?mdargr Ercm each sample was analyzed in t h e  

full 0 tu 2000 eV range?. Thus, greater reliability can be placed in the 

farmer analyses, Pt is far these reasons t h a t  I31 i s  chasen in t h i s  

dissertation as the v a l i d  measure a€ grain boundary boron concentration. 

It is thus  f e l t  that the 102 eV analyses (and hence I31 values) 

Also, 
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V. IENRICHXENT RATIOS AND THE SATURATION EFFECT 

I n  the previous section, a rationale was presented to select Ell. as 

the measure of grain boundary boron level. 

appropriate measure of the enrichment factor between the grain boundaries 

and the bulk is ENRAT1 (appendix B). 

It follows that the 

Figure 10-2 shows the effect of bulk boron level on both the average 

boran level a t  the grain boundaries (B1) and the enrichment ratio 

(ENRATi). "he results from the slowly cooled, hydrogen charged samples 

were chosen for this figure. As can be seen from this figure, while the 

absolute level of sergregant (boron) increases with the level of solute in 

the bulk, the level of enrichment progressively decreases. 

It has been pointed out by McLean (Ref. 63) that at low solute 

a concentration (X << 1), the level of segregated solute i s  approximated 

by : 

Xa exp (Ae/kT) 
1 + Xa exp (Ae/kT) 

X ( L  

X'/Xa = [exp (h/kT)]/[l f Xa exp (Ae/kT)] Equation (10-2) 

Hence for a given binding energy, the enrichment ratio should show a 

decrease with increasing bulk solute level; the experimental results in 

Figure 10-2 reflect t h i s  trend. 

It has been mentioned before (Section 111 in Chapter 5) t h a t  t h e  con- 

cept of a spectrum of binding energies is physically more realistic than 

that sf a single binding energy. During the process o€ segregation, 
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Figure 10-2. Comparison of grain boundary 5oron level and enrichment 
ratio as a function of bulk boron level. 



solute atoms will occupy grain bo-mdaary sites in a sequence d ic t~ . . tod  b y  

the sites' t i n d i n g  energies, the s i t e s  k7i t f i  t k  highrst A6 being ~ i l l e d  

first.. 

s i t e s  have low biadinq energies and the bauiidaries arc thus  effectively 

sattirated with solute  e .?'%is saturation ef fec t  has been repsi ted I > ~ € o T  C, 

(Refs .  59,66). While only the  r e s u l t s  f K W i  the  hydragen charged, slow'ly 

coaled samples have been prc;:setted for t h i s  discussion, a similar t r c d  

was a l s o  observed i n  this research ~ O K  other heat tneakment conditions. 

A stage w i l l  be reached when aost of the uemaining U n G C C i l p i e d  

VI. BINDING ENERGY CONCEPTS 

1"1cL;4,2i?'s formirlation f o r  t h e  concent ra t ion  of so lu t e  a t  a ' ' d i s to r t ed  

region" ( i n  t h i s  casc a grain boundary) is given by: 

Thus t h e  binding anergy, At : ,  can be expressed as: 

In order to calculate  A E ,  it is necessary to uiiderstand each o i  the 

ternis in Equation (10- 3 )  . 

A .  'I'hc Binding Energy 

I n  h i s  original formulation, NcLean considered Che d i s t o r t i o i i  enei-gy 

caused hy a solute stem i n  an unb i s t a r tFd  s i te  ( i n  t h i s  case i n  the b a l k  

l a t t i c e )  to be E while that caused by a sa lute  atun  i n  zn i n i t i a l l y  

distorted s i t e  ( i n  this case a g ~ a i n  boundary) t o  be e .  He t h e n  d o f i n e d  

the binding energy he a s :  

A ~ E  ( E  - e> Equation ( 1 0 - 4 )  
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The binding energy i s  thus the difference in energy when a solute 

atom moves f r o  

substitutional solute, such a movement would involve an EXGHMGE of solute 

atom between the boundary and the bulk. 

i.e., an interstitial solute, this difference would be t h e  difference in 

energy when a boron atom in the bulk moves to a site at the grain boundary; 

an exchange is not imperative in this case. It is to be noted that in the 

preceding discussion, be was referred to as a "difference," 

ference is negative, it is obvious tha.2 the solute will not move to the 

grain boundary site; ice,, a negative Ae will preclude segregation. 

thus necessary to have a positive de for segregation to occur. 

a bulk site t o  a grain boundary site. In the case of a 

In the case of boron in NiJA1, 

If this dif- 

It is 

It has been instructive to examine McEean's formulation in detail and 

recognize SQIW of its limitations. These are mentioned here in the 

interest of clarity. In formulating his expression, McLean assumed a 

single value for e ;  by his OW admission, this cannot be t r u e  in practice. 

Furthermore, the derivation involved the minimization of the free energy of 

the entire system. His expression for the free energy, however, involved 

ONLY the configurational entropy; the vibrational entropy was ignored. 

Subsequent refinements of McLean's approach (Ref. 61) a lso  involve only 

the configurational term. 

boundary sites and bulk sites in terms of "distortion." 

contributing to this distortion, however-, need to be addressed. The ones 

that  COX^ to mind are a size effect, a moduluS effect and a chemical (or 

banding) effect. 

It is obvious that McLean distinguished grain 

The factors 
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Equation ( l o -  5 )  

Q 
At t h e  g r a i n  houndarins, X is  the f r a c t l a n  o f  s i t e s  a v a i l a b l e  fo r  

as the case in t h e  hulk, there is one octahedral s i t e  available f o r  

occupan.:y for each Ni or A 1  atmi ~t the  grain boundary, i n  such a c a s e ,  

t h e  mmiclt?er nf svailable s i t e s  a?. the grain boundary (for occiipancy 

by boron) i s  (1.00 - Y") x E. 
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It follnws from the above that (100 - Y"> x (1 - Ez) are  the number af 

atoms in the analyzed vn'hme that belong to the bulk l a t t i c e .  

same are boron and some! are Mi f A I . ,  It was shown previously t i r a t  i n  the 

bulk, there are Y boron atoms for every (10 Ni. -+ AI atoms.. ~eraco, 

the number of 'baran atoms in the analyzed ipo 

to the la t t ice  are: 

Of these,  

cs 

c2 t h a t  can. be apportioned 

dary Boron atoms* Thus 

XQ = 

SubsEituting Equation (10-6) 

QZ 

d X may ha: written a.8: 

in Equati.on (10- 7)  : 

I. ) ( l o a  - Y")M 
100 - Y") (1 - i?)Ya xB - ( 

(100 - Y") 

A .  Effect: of Bulk Solute Level 

Inn the initial calculations, it %rill b.3 as5 ed t h a t  38 ioinutes a t  

1323 K i s ;  sufficient ta attain equilibrium at that temperature. 

be fur ther  assumed t h a t  the equilibrium segregant level at the end a€ this 

p e r i ~ d  is effectively "frozen in" by water quenching to room temperature.  

In other words, the water queached samples (mcharged in the 100 and 

It will 

...._,.. 
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300 wppm allays and charged in the 500 and 1000 wppm alloys) were used to 

determine t he  equilibrium grain boundary level of segregant (boron). 

Substituting Equations (10-5) and (10-8) into Equations (10-3) yields: 
- -l 

J {IQOY' - 100Ha =t 100My' - HYaY"l~lOO - 2Ynl 
(100 - Yo - YOb) + Yo (ma - 100 -+ Y") + YE (1-M)) Yn I AE = kT Lm 

Equation 10-9 

Table 10-2 shows the values of YM and 'I" for the four alloys studied. 

eV.X-' and T = 1323 K, Table 10-3 shows the values af Far k = 0.862 x 

beeEf for values of M ranging from 0.2 to 1.0 at increments o f  0 .2 .  I t  

also shows the values of A €  for the four allays for the special case of 

M = 0 . 3 3 .  Figure 10-3 shows a plat of the calculated effective binding 

energies at 1323 I( as a function of M for the four alloys. 

From Table 10-3 and Figure 10-3, two trends are easily deduced. 

First, f o r  a given bulk baron level, the calculated A €  decreases  as the 

value of M increases. M is the fraction of analyzed atoms (AES) that are 

eff 

grain boundary atoms. It is seen that  a threefold increase in M (say 

from 0.2 to 0.6) leads to a lowering of A €  by only about 30% (for the 

100 wppm alloy) to 50% (for the 1000 wppm alloy). Considering the uncer- 

eff 

tainties in the quantification procedure this is not a very dramatic 

effect. The escape depth for lOOQ eV electrons is about 6 monolayers. If 

the segregated boron atoms are assumed to rt?si.de within the first 2 Layers, 

then M = 0 . 3 3 ;  for the sake of discussion the values of AE corresponding 

to this value of M will be considered. 
ef f 

The second obvious trend is that, Sox a given M (say M = 0.33), the 

effective binding energy decreases with increasing bulk boron level. A 

tenfold increase. i n  the bulk level (from IQO to 1000 slnprn) causes a 60% 
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Table 10-2. Y" and Yo (WQ] Pur the four  
alloys 

850014 300 0.144 0.85 
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0.2QO 0.468 0.374 0.326 0.272 
0.330 0.411 0.318 0.271 0.228 
0.400 0 . 3 8 9  0.298 0.251 0.201 
0.630 0.344 0.255 0.211 0.164 
0. eoo Q 0 313 0.225 0.183 0.139 
1 0.289 O f  204 0.163 a .  122 
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6.5 

n > 

t- 
c3 

Z " 0.2 

cs 
2 0.1 - m 

8.8 

A6- 169 -- 

0.4 0.6 0.8 1 .o 0.0 0.2 

M 

Figure 10-3. '&e effective binding energy of boron a t  the grain boundaries 
for the four alloys as a function of M. 
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decrease in the effect ive binding energy. This i s  perceived as experimen- 

tal proof of the fact that McLean‘s assumption of an un ique  bindfng energy 

far a particular solute-solvent combination i s  aot valid. The lowqsing of 

the calculated effective binding energy may bo rationalized as follows., 

Two initial assumptions will be made. F i r s t ,  prior ta the occurrence, of 

segicgation, a gra in  boundary is assumed to possess the same level of 

solute 2s the bulk. Second, the distribution of si tes  as a function of 

binding energy is assumed to be either unaffected b y  the bulk s o l u t e  level 

os at best very weakly affected. 

Figure 10-4 shows hypothetical d i s t r i b u t i o n s  of sites for t v o  cases. 

Case A [Figure 1 0 - 4 ( a ) ]  contains  a lower level of solute in the bulk than 

Case B [Figure 10-4(b)]. It is to be ncrted Lbat the distributions are 

identical in the twa cases. As per the first assumption, prior to 

segregation, the distributions are  f i l l e d  (with salute) to levels 

E l  (Case A )  and E2 (Case B). After cquilibriua segregation has occiirred, 

the distributions are filled to levels E l ’  and E2’s respectively. It is 

seen from this schematic t h a t  the? observed effective binding energies in 

the two cases are E and E 

than E A .  

B . Effect of ‘Temperature 

respectively; it can be seen that EB is ~ G W - .  
A B Y  

In order to calculate the effective bifiding energy as a func t ion  o €  

temperature, i t  is necessary tu ensure that the level of segregant zt the 

boundaries represents t h e  equilibrium level. Figures 9-17 and 3 - 1 8  show 

that, for the allays containing 100 and 1000 wppm baron, the gra in  boundary 

boron l e v e l  is at ox very close to the equilibrium value upon annealing at 

700°C ~ O K  1000 minutes. If it i s  assumed that 1000 minutes is sufficient 
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AC-170 

CASE A 

CASE B 
I 

Binding Energy 
- - - + - o - + +  

Figure 10-4. Schematic illustration for the decrease in effect ive binding 
energy as a function of incxeasing bulk boron level. 
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to attain equilibrium a& 5 0 0 ,  500 an$ 980BC too, $he= t h e  data presented 

i n  Figures 3-20 and 9-21 can be used t o  ca l cu la t e  A6 

as ca lcu la ted  i n  the previous subsection. 

section (kinetics) of this chapter  show tha t  this is a valid assumption. 

for bath the a l loys  at the 

in the same mamer eff 

The discussions i n  the next 

B Table 10-4 shows the values of Ha and Y 

temperatures considered here: 77'93, 873 ,  9 7 3  and 1173 K (only 100 WPPM 

boron alloy). Table 10-5 shows the values of Ae ca lcu la ted  f o r  each case 

assuming M = 0.33. The ca lcu la t ed  values of be have been p l o t t e d  as a 

function o f  temperature far the two alloys in Figure  10-5. The. effective 

binding energy is seen to increase  with increasing temperature. T h i s  

figure alsa illustrates the decrease of e f f e c t i v e  binding energy w i t h  

increasing bulk solute level at. any given temperatiire. 

eff 

eff 

A similar e f fec t  of increas ing  effective binding energy with tern- 

perature. has been reparted for sulphur i n  Ni-23 at. % A 1  and Ni-21.6 at;. % 

AI-2.7 at. X T i  alloys (Xef. 61) and for sulphur i n  Fe-Sn-S a.lloys 

(Ref. 6 5 ) .  In a N i - 2 3  a t .  % A1 alloy containing 64 a t .  ppm sulphur in the 

bulk, White and Stein (Ref .  61) found an increase (on the average) of 3 . 6  

x e V J K  for the  e f f e c t i v e  binding energy of sulphur. In the present 

research, the  100 wypm boron a l l o y  shows an average increase o f  2 . 3  x 

e V / K  while the 1000 "ppm boran a l loy  shows an average increase of 3 

e V / K .  A C U K ~ O U S  fact  was noticed i n  White and Stein's r e su l t s .  In t he  

case of the N i - A l - T i  alloys, t he  effective binding energies a t  any given 

temperature decrease with innereasing bulk salute l eve l  (similar trend t o  

that observed here) while in the N i - A 1  a l l a y s ,  the opposit.3 t r end  i s  seen. 

IO-' 
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t3 Table 1 0 - 4 .  Ya and Y for the two alloys as a 
function QI? temperature for 

inutes isochPonal annealing 

eat 
Nwnber 

18%) 773 0.048 1.08 
100 873 6.048 1.0s 
186 973 0.048 0.84  
100 1173 0.048 0.65 

10 773 6.480 2.18 
1000 
1000 
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Table 10-5. The calculated ef fec t ive  binding 
energy of boron in two alloys as 
a function of temperature 

Temp. %ff Heat Bulk Boron 

Number (WPPm> (K) (ev) 

860019 100 7 7 3  0.282 
869019 100 873 0.316 
860019 100 973 0.333 
860019 108 1173 0.373 

860019 1600 7 7 3  0.169 
860018 1008 873 0.18’3 
860018 1000 973 0.187 



AC-1.71 

n 

0.2 

Figure 10-5. The effect ive binding energy of baron as a function o€ 
temperature in allays containing 100 and 1800 qptm baron 
in the bulk. 
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VIEI. KINETICS 

McLean (Ref. 63) derived an expression for the rate at which the 

grain boundary concentration bui lds  ilp aPtar a specimen has been suddenly 

cooled from a high to a lora temperature. This i s  given by: 

where X' = 'ne grain boundary concentratisn after time t at the low 
t. 

temperature 

d Xo = 'Ilhe initial grain boundary concentration, i e e e ,  the 

"quenched- in'' concentration 

"Pna equilibrium. grain boundary concentration attained 

after infinite time at the low temperature 

X' 
6% 

D = Diffus ion  coefficient at the low temperature 

t = Time 

d = Thickness of the grain boundary 

cL2 = ' ~ i i e  ratio X ' / X ~  59 

X" =:  rain interior (i.s., bulk) concentration. 

Figure 10-6 s h ~ w s  the schematic variation of the reduced grain tound- 

ary concentration [LWS of Equation (10- lo}]  as a func t ion  of the dimen- 

sionless term N =I 2 iBE/a2d. 

Equation (18-io)  was derived assuming that the cooling i s  t oo  rapid 

far any change in concentration to occur before the lower temperature is 

rsached. It was also assiimed that the grain boerndary thickness is small 
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b o  x 
I 

b d  
x 

b o  x 

6 8  
$$ 

I 

Figure 10-6. Change of grain boundary concentration w i t h  time fo r  initial 
U (T 

Q 
concentration X 

(Ref. 63), 
to final equilibrium concentration X- 
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compared to the  gra in  diameter and hence t he  diffusion ti7 tho boimndary is 

entirely from a narrow region a~ the edge of the c r y s t a l .  The bmndary  

conditions used were those for l i nea r  flow i n  a semi - in f in i t e  mass feeding 

a ry  concentration w i t h  t iwe.  Xn the case at hand, Xowevex, the proble,rr is 

that the, d i f f u s i o n  coef f ic ien t  of boron i n  Ni3AL i s  no t  kii04~3. It was 

thus  decided ’ io use the kinetic data obtained in t h i s  sesearch to ca lcu -  

late a 7 9 f i r ~ t - ~ ~ t ’ ‘  value of the diffusion coe fz i c i en t  . 

It is seen f ron Figure 10-6  the LHS of Equatioil ( I O - I O )  reaches a val1:e 

of 0.5 when N = 0.75. X f  the t iw required to gat to this p i n t  is 

designated as t l  them: 
1 

Equaiisn (10 -11)  

Equation (10-12) 

The data of  Figures 9 - 1 7 ,  9 -18  and 9 - 1 9  can be used to calculaee 

values of 8 .  -fie f i r s t  rljlrestion to be  addressed is t he  value to be used 

for the grain bouiidai-y thickness ( d ) .  Tne gra in  bouiidary w a s  assumed to 

bs foul- intcrplanar spacjngs t i i i ck .  A n  average value for the i n t e rp l ana r  

spacings o f  the ( l o o ) ,  (110) and (111) planes of Ni3Al was used.  ? h e  ? a r -  

tice parameter (a) o f  Ni3A1 has been repor ted  (Ref. 13i) to be 

3 . 5 6 7 7  x l o - *  cm. 
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The three interplanar spacings mentioned above are thus: 

d(100) = a/2 = 1.7839 x lO"crn, 

d(110) = a/fz = 2.5228 x lQ"'can, 

d(111) = Za/r/T = 4.1196 x lO-*cm. 

The d value is thus given by: 

4 Id(100) + d(110) + d(lll)] 
3 

- = 11.2352 x lO-*cm. d =  

The next question is that of a2. ' h e  data of Figure 9-17 are for the 

100 wppm boron alloy at 700'C; this is called case A .  

Figure 9-18, i.e., the 1000 wppm boron alloy at 700'C and case C refers to 

Figure 9-19, i.e., the 1000 wppm boron alloy at 500°C. 

ascribe two values to Xm in each case. 

10,000 minutes annealing (the longest: time studied) in each case. The un- 

certainty involved in this assumption is whether or not 10,000 minutes is 

Case B refers to 

It is possible to 
U One corresponds to the value for  

long enough to attain equilibrium. 

Xoo to the slowly cooled values for each alloy. 

A sec.ond approach would be to ascribe 
IT This is a rather dras t ic  

assumption since the slowly coaled segregant level may correspond to 

annealing for infinite time at temperatures lower than the temperatures 

considered here, i.e., 700°C and 500'C. A l s o ,  for cases B and @, this 

assumption implies the same X-; it w a s  sh,awn in the previous section that 

this cannot be true. 

0 

It is seen in Figures 9-17, 9-18 and 9-19 that while 

there is not a large difference in segregant level between PO00 min 

annealing and 10,000 minutes annealing, the difference is quite appreciable 

between PQ,OQQ minutes and the slowly cooled value. 

here to mean that the slowly cooled value does indeed correspond to the 

This is interpreted 
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pquilibrium vs3ize at a t s m p c ~ a t a r e  belsw those C G I I S ~ ~ ~ I P ~  her.;. 

( L ~  has been ca lcu la t ed  in Table 10-6  fa^ the three cascz assiining the 

10 ,000  mlnu’tes segregaat l e v e l s  to represent equi l ibci i r r i i  at the respective 

Hcue  

G Q 
t raperatuies .  It is t o  b2 r9ril be=?$ =Bat X ani! X iir t h i s  t a b l e  :<eic .*- 

calculated in t h o  sa i ~ z r m a ? ~  as i n  Sectian ‘41 of t h i s  chaptez usirrg a 

value sf t l  3 0.33. 

Now t, - refers t o  $,lie n r q n i r e d  for t h +  solute? cnncentration tu 
2 

be. raised to hal f  ;’ne a i l €  nce 2.etLTc-n t h e  qbenched-in value and t h e  

e q ~ ~ i l i h ~ i ~ ~ ~  v a l : ~ . .  

p lo t s  suck as Figures 9 - 1 7 ,  9-18 and 5-19, s i i i c ~  the exact  shape o f  the 

cur~es azn i n  doubt. 

IC i s  d i f f i c u l t  to ex t r a r t  t h i s  tiae iron semilog 

As shown in Eignso 10-6, tile g r a i n  hauiidary ssll.tte concent ra t ion  

shows an i n i t i a l  i a p i d  n i s r .  If t h e  h a l f  c o x e z t r a t i o n  (designated here 

a s  YL) l i es  b c t w  

ava i l ab le  (1 ininrite in these three cases), 2-heii i t  is rcasmabln, to assume 

a straight line betvcefi the Watsi k:uencheat value and the f i r s t  da t a  p o i n t  

L the ~ a t e z  qllenched value and the f i r s t  da t a  poin t  
2 

and to read t h o  t j n ie  (t,) - coxresponding t.0 P,. 

three cases are shorn on f a b l e  10- 1 .  It is seeil  that ,  the Y, - valups do 

indeed lie between the water quez?ch~d am3 the 1 rzinute aci.iaea1ing valurts 

’Tile Y, - values f o r  t h e  
2 2 2 

2 

for cases B arid C h u t  mat fsr case B .  In cas6 9 ,  Lhe value f o r  Y ,  lies 

herwsea tdiw 1 ciinute and t h c  1000 minutes annealing values. IIence a 

2- 

to ar r ive  at the t, value shown an Table 10-7 ;  it also shows the t, v a l u e s  

fo;: cases A and C.  IJprpn exominatinn of Figure 9-16  (czse.  B ) ,  it. i s  seen 

2 2 

t h a t  the  3 minute value i s  lover ihan the wate; qaenched va lae .  It is far 
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--. 
A 1QQ 973 0.048 0.88 4 - 8 8  x 18" 0.03 56.82 

B 1008 973 0 . 4 8  1.83 4 . 8 2  x 0 . 0 6  11.49 
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Table 18-3. tr and the values used to find it for 
tKe three eases considered 

A 100 973 0.60 0 . 8 8  0 . 7 4  3 7 . 5 0  

B 1000 973 1.37 1.83 1.60 47322  

c 1000 7 7 3  3. . 3 7  2.02 1.70 5 6 . 6 0  



261 

this reason khat Y, for t h i s  ease i s  higher than  the 1 
2 

leads to the very large k 

experimental error in this 1 minute (case S] measurement. It is far this 

reason t h a t  the results af case 

value. It is thxi  f e l t  that there is same 3 

are neglected for the present calcti lation. 

s ~ a r i 2 e s  ao, d and t- for: the two va l id  cases: 
d 

A and C .  

If the diffusion ~ ~ e f f i ~ i e n t .  is assumed to be a fus;nction only of tern- 

pexatnsre, i.e., D = Do exp (-Q/BT) , then the temperatiire independent dif- 

fusion coefficient, El and the activation energy for: diffusion, Q, can be 

It also shows the values of B calculated using Equation (10-12). 

as 

calc1alaeed f r o  the t w a  values of a sheawn QI1 Table 10-8. *rInese values 

are: 

Q = 105.3 KS/maole = 1.09 eV 

= €9.13 x Crn2/S  Do 

It i s  instructive to compare the values of D and Q obtained in t h i s  
0 

research. with values far other i n t e r s t i c i a l  solute-FCC solvent com- 

binations. Table 10-9 shows such a comparison. %ilo the value obtained 

here for Q seems reasonable, the value of D seems to be very law, 
0 

The d i f f u s i a n  r a t e  af carban i n  Ni can be used here as a comparative 

case. A t  973 and 773 K ,  the diffusion coefficient (o f  C in Ni) is 

1.01 x l o - ¶  and 8 . 4  x 

calculated here are three to four orders of magnitude lower than this. 

is f e l t  that  boron? does indeed dif fuse  very rapidly  i n  NiJAl. 

in the present results can be understood as follows. 

d / S ,  respectively.  Nence the values of Is 

1’; 

The animaly 

The present ca lcu la t ions  are based OR the assumption t h a t  1 minute 

annealing yielded a segregant level lying between t h e  Y1 value and the 
1 
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Table 10-8. D and the values used to calculate i t  for 
the two walid cases 

----..-. 
A 100 3 7 3  11.24 x 56 .02  37.50 1.49 x 

e 1050 7 7 3  11.24 x l o - '  12.94  56.50  5.25 x 
-.I. 
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ef erence Solvent Salute Do Q 
(em2 /s 1 (KJ/mole) 

Ni3A1 
Ni 
Ni 
Ni 
i 

NH 
Fe 
Fe 
Fe 
cu 
CU 
cu 

6.13 x 10"' 
C .ll 
s .20 

Be .02 
N 6.6 x 10-2 

Be .10 
c .15 
s 1.70 
s 23 
H 10- * 
0 10- 

F 2.13 x 10-3 

105.30 
149.70 
192.50 
118 * 60 
193.30 

27.50 
241 
142.30 

205 e 90 
41.80 
192.50 

221. a0 

PRESElW WORK 
132 
133 
134 
135 
136 
P 35 
137 
138 
138 
139 
139 
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equilibrium level at the teapsratures considered. 

fusion coefficients, howver, a m  very low, The data ECJK carbon in nickel 

(shown. above) indicate a value 

973 K. 

t L  required ts yield a diffusion c o e f f i c i e n t  of - 
(case A) would be in the  range o f  5 x l o - ’  s .  

1 minute annealing, the segregant level should be a signiiicant fraction of 

‘The calculated dif- 

IO-’ cm2/s W Q W I ~  he expected ad; 

approximate calculztion based on Equation (10-12) shows that the 

em2/s at 9 7 3  K 

This implies tha t  upon 

2 

the equilibrium value. In fact, closer examinations of Figures 9-17, 9-18 

and 9-19 shows that i f  the e~scor bars are taken into account, thrzrc is not  

an appreciable  d i f f e rence  between t h e  segregant levels obtained between 

1 minute annealing and the longer times. In other  words, the apparent  

trend sf increasing levels with time (beyond 1 i~inut+?) seen from the 

averages is not a reflection of the t rue state of affairs; i.e., Lhe pro- 

file has virtually “flattened out.” 

used f o r  calculation of  diffusion coefficients based on t h e  t, approach. 

Thus the 1 minute value should not  be 

2 

There would he t w o  possible ways to overcome this effect: anneal ing 

f o r  much shorter times or annealing at much lower tC?mp&rat?XeS. 

Experimentally, the former would be very difficult tu carry ou t .  The 

latter approach provided a means to lower the  diffusion coefficient to a 

value such t h a k  the time required to reach equilibrium would be nppre- 

c i a b l e .  Hence annealing for shorter t i m e s  t h a n  this would provide da t a  

pertaining to the approach ta equi l ibr ium. The usual  methods adopted to 

measure d i f f u s i o n  coefficients are very c o s t l y  and 12borious, It; is felt 

that the suggested method provides a relatively simple experimental 

approach to estimating diffusion coefficients. It i s  strongly urged tkdt 

fu tu re  work in this system should be directed at addressing t h i s  issue. 
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The following conclusions have been reached regarding the intergran- 

ular segregation behavior of boron in Ni3Al: 

(1) The level of segregation can be controlled by variations in the 

thermal history imposed on the allay and the bulk level of boron 

in the alloy. Specifically, slow cooling from a high tem- 

perature leads to a high level of segregation, while fast cooling 

from a high temperature arrests a low level of segregated boron. 

The level of segregated boro3 increases with increasing levels 

of boron in the bulk. 

(2) These variations in segregation level profaundly effect the ten- 

sile fracture morphology of t h e  alloys. The degree af grain 

boundary cohesiveness increases with the level of segregated 

boron. Hence, as the level of segregated boron increases, the 

fracture morphology becomes increasingly transgranular. 

The effective binding energy of boron to the grain boundaries of 

NiBAl decreases with an increase in the bulk boron Level and 

with decreasing temperature. 

varies between about 0.2 and 13.45 eV. 

( 3 )  

The effective binding energy 

( 4 )  Attempts at estimating the diffusion coefficient of boron in 

Ni3Al from the kinetic data y i e l d e d  questionable results. Model 



calculations dune later showed that ,  even at the lowest 

temperatures studied in this research (500°C], the time involved 

in attaining a segregant. level close to the equilibrium Jevel. was 

much shorter than the shortest time studied here (1 minute).  

Within a given sample, the segregation l9vel does vary from 

boundary to boundary, probably d m  ts differences in Bo-mdary 

structure resulting from differences in r e l a t i v e  g ra in  

orientation. 

Cathodic hydrogen charging can be used ta advantage in exposing 

grain bomdaries far analysis. 

(5) 

($1 

(1) The va r i a t ion  of segregation level with relative grain orien- 

t a t ion  needs ts be addressed. 

( 2 )  The chemical. s t a t e  ~f iatergrxnularly segregated b o i m  needs to 

be investigated in order to ver i fy  the  xeasons for boron induced 

grain boundary c o h s i o n .  

(3) Kinetic s~udies need to be ca r r i ed  out a!: temperattares lower 

%ban those investigated in this research. From such investiga- 

~ioms, the diffusion coefficient of boron in Ni3A1 can be found. 

( 4 )  T%e cosegregation 0% boron with species si.icb as sulphur and car- 

bon should prove ta be very interesting. 

(5 )  T F ~ O  sets of experiments can be carried out w i t h  sl ighz- wodifiea- 

tians on the existing setup. ?*ne first would be to investigate 

the segregation level on both halves of ai f racture  surface. The 
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would be %Q carry out kinet ic  studies by heating f racture  

surfaces i n  the analysis chamber ( in-s i tu  heating).  

(6) It would be instructive to ~b'tai;ra a direct correlation between 

the segregant lewel and the tenslle properties by earxying a u t  

these measurements 0x1 the same specimen, In fact ,  it is  

possible t o  carry out a tensile t e s t  under VIr  and then analyze 

the  resulting fracture surface using &S. 
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A .  Homogeneous Binary Solids 

Bishop and Riviere (Ref. 140) used the Woxthington and TornPin 

(Ref. 141) cross section to calculate the ionization cross section c,(E) 

by electrons of energy E in AES as: 

uax(E) = 1.3 x b C/E& CIQ' Equation (A-  1) 

where b = 0.35 for the K shell 

= 0.25 for the L shell. 

The function C depends on the primary electron beam energy Ep; it 

varies from zero at Ep = EIUI; to 0.6 at ( 2  to 3 ) E u  and then declines 

slowly at higher energies. 

The core level X of atoms in the surface zone is ionized not only due 

to the energy of the primary beam (Ep) but also due to back-scattered 

(elastically scattered) energetic electrons. If the true back-scattered 

electron spectrum is n(E) per unit incident electron, the total ionization 

of level X is given by: 
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which is a f t e n  wr i t t en  as: 

"T ( E p ] [ l  .t ~ p j   EA^^ Ep,  1.31 Equation ( A - 3 )  

where the back-scattering term q1 depends on the matrix M in which the A 

atoms are emhedded and the angle n: to the surface normal of t h e  inc ident  

electron beam, Generally, r~ increases w i t h  atomic number 5 and reduces 

with the depth o f  the  core level Em or a given Ep.  

A17sther souxce of additional ionization of the core level X arises 

from Caster-Kronig transitions. Due to these, the more weakly bound 

levels have added i on iza t ion  and give stranger Auger Electron peaks .  

TO f ind  t h e  to ta l .  -4uger elaction signal, it i s  ;~;?c,essary to consider 

t w o  points: 

(a) t h e  probability of Auger electron emission: aiid 

(b) the probability that  such an emitted electron will indeed travel 

outside the material wiFhou-9; und~rrgislng inelastic scattering. 

The ionized core l e v e l  X decays w i t h  a probability, Yxyz, of Auger 

e l e c t r o n  emission through the XYZ transition. 

decays as exp (-l/k] as a function of the distance 1 froffi t h e  point of o r i -  

gin. The charac te r i s t ic  depth from which Auger elections can be emit ted 

i s  X,Css 0;  this i s  oftel: called the Escape Depth, X .  The crea ted  A u ~ ~ T  

~,lectror i  t h e n  has a probability e - 1  of traveling a d i s t a n c e  characterized 

by t h e  IMFP (A,> befar-a being i ne l a s t i - ca l ly  sca t te red .  The emitted huger 

electron is than  detected by an electron spectrometer with transifi issioa 

efficiency, T i E u y Z ) ,  and an eleczron detector o f  efficiency, IC)(E*xyz). 

Hence the Auger electroni cu r ren t  I ~ y z  may be wrftten as (subscr ipt-s  XYZ 

have been dropped f o i  clarity): 

The flux of Auger  electrons 
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surface a€ a homcgeneous A / B  

(rB 

NA JZ. 

hence 



p~ = Density 

N = Avogadro's number 

AM = Mean atsmic weight of the matrix atom. 

Seah and Den& (Ref. 102) have given IWP as: 

Equation ( A - 8 )  

where XM and a~ are in nanometers and EM i n  eV. 

reduced t o :  

Hence Equation (11-5) gets 

A where the Auger e l e c t ~ o n  matrix factor F A B  i s  given by: 

A 
F ~ , B  va r i e s  very- l i t t l e  across the composition range from A to B and hence 

may be considered to be a. constant for the A/B system. 

B .  Samples With Thin Overlagers 

The t h i n  layers  under consideration may be adsorbates requi r ing  

ana lys i s  or a t h i n  C contamination whose e f f e c t  needs t o  be allowed for  i n  

quantifying the  surface under the cantamination. 

The signal of the subs t r a t e  B covered by a f r a c t i o n a l  monolayer $A 

of A i s  given by the sum a€ the  mattenuaced emission from (1 - $ A )  of the 

surface and an attenuated part from 



If the Auger peaks axe at high energy and if is 5 

Equatian (A-  17) 

Equation ( A -  18) 
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APPENDIX E 

CONVERSION OF AUGER DATA TO CONCEVTRATIONS (ATOMIC PERCENT) 

IN THIS DISSERTATION 

I. INTRODUCTiON 

The procedure for obtaining elemental concentrations from the Auger 

analyses is discussed in this appendix. 

entire sequence of steps followed for the analysis of one sample: 

860019D. 

This is done by referring to the 

11. PEAK HEIGHTS 

On this sample, 0 to 300 eV Auger spectra were obtained from 24 

intergranular points (Points A through X). In addition, 0 t o  2000 eV 

spectra were obtained from one intergranular (Point AA) and one trans- 

granular (Point Y) point. A typical 0 to 3130 eV spectrum (Point A )  is 

shown in Figure B - 1 .  Figure B-2(a )  shows the 0 to 2000 eV spectrum from 

Point AA (intergranular) and Figure B - 2 ( b )  shows a partial (0 to 300 eV> 

reproduction from the same analysis. 

From the partial reproduction of the spectrum for Point AA 

[(Figure B-2(6 ) ] ,  the peak-to-peak heights for the Ni 102 eV (PHNil02) peak 

and the B 179 eV (PHBB179) peak are obtained. as shown. 

expansion factor of the printed spectrum is denoted as MAG1 (in this case 

it is 25 .0 ) .  

(PHNi.848) peak and the A 1  1396 eV (PHA11396) peak are measured as shown 

The vertical 

Similarly the peak-to-peak heights of the Ni 848 eV 
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Figure B-2. (a> Typical 0 to 2000 eV differentiated Auger spectrum obtained from 
an intergranular point. Peak heights for elemental peaks are measured 
as shown. (b )  The 0 to 300 eV region from ( a ) ,  shown expanded (p. 2889. 
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in Figure B - a ( a ) .  

is denoted as HA62 (in this case it is 2.0). 

only 0 to 300 eW spectra have been obtained (Points A t h r ~ i i g h  X), PHEJilO2, 

PHB179 and MAG1 are similarly obtained. 

of '(raw data'' is shorn in Table B - 1 .  

The vertical expansion f ac to r  of the printed spectrum 

In the case of points where 

For this sample, the entire set 

Table B-2 shows a91 the peak heights normalized to a vertical expan- 

sion factor of 1.00; e .g . ,  if the normalized peak height for the Ni 102 eV 

peak is denoted as NP 

NPHNil02 = PHNil02/MAG1 

Similarly, 

NPHB179 = PHB179/ 

NPHNi84.8 = PHNi8484/MAG2 

NPHA11396 = PHA11396/MAG2 

111. ATOH FRACTION CALCULATIONS 

As mentioned in Chapter 7, the sensitivity f o r  the detection of Auger 

e lec t rons  depends both an the element being analyzed and the particular 

peak (energy Bevel) under consideration. P,lso this elemental sensitivity 

f ac to r  varies (to a lesser extent) from anElyzer to analyzer. In view of 

t h i s  a set  af standard spectra were obtained to develop in-house sen- 

sitivity factors (Chapter 9). Let the sensitivity factors for the 

relevant peaks be d e n ~ t e d  as: 

Mi 102 eV = SI 

B 179 eV = S2 

Ni 848 eV = S3 

A I  1396 eV = S4 
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Table B-1. Raw peak height data (in m) ~FCE sample 860019D 
and vertical expansion factors 

A 
a 
c 
B 
E 
F 
e 
H 
E 
J 
K 
L 
M 
N 
0 
P 
Q 
R 
s 
T 
U 
V 
bb 
x 

AA 

103 5 
85 - 5  
105.5 
86.5 
80 
70 
87 .§ 
91 
84 
93 
58 
103 
95 
98 
72 
76.5 
73.5 
97 
88.5 
86,s 
78 
88 
80 
71 

104 

46 
20.5  
14 
27 

9 
11 
36.5 
37 
25 - 5  
24 
25 
18 
24.5 
17 
19 
18 
17 
22.5 
35,s 
29.5 
23.5 
28 
32 
14.5 
27 

30 
30 
30 
30 
30 

a70 
30 
30 

30 
30 
30 
30 
30 
30 
30 
30 

3Q 
30 
30 
30 
30 
25 91 12 2 

3a 

30 

20 
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Table 8 - 2 .  Peiik height data Prom Table 8-1 normalized ta 
a. vert ical  expansion factor of 1.0 

A 
B 
c 
a 
E 
F 
G 
H 
1 
9 

L 
M 
N 
8 
P 
Q 
R 
s 
T 
U 
V 
W 
X 

Ai4 

3 . 4 5  
2.85 
3.52 
2.88 
2,67 
2.33 
2.82  
3 . 0 3  
2.80 
3.10 
2 . 9 3  
3 . 4 3  
3.17 
3-27 
2.40 
2.55 
2.45 
3.23 
4 - 4 3  

2.60 
2.93 
2.67 
2.37 
4.24 

2 - 8 8  

1.53 
0.6 
0.4 
0.90 
8,3Q 
0 * 3 7  
1.22 
1,23 

0.80 
0 , 8 3  
0.60 
0.82 
0,57 
0.63 
0.60 
0.57 
0.75 
1.78 
0.9 
0.7 
Q.93 
1.07 
0 . 4 8  
1.0 45.50 

0, a5 

6 
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Then the peak heights corrected for their sensitivity factors (as  

mentioned in Section V o f  Chapter 7 )  are: 

CPHNil02 =: NPHNiP02,lSl 

CPHB17S = NPHB179/S2 

CPfiINi848 = NPHNi848/S3 

CPHA11396 = NPHA11396/S4 

For the sample being considered here these values are sham in 

Table 8 - 3 .  

In the initial part of this research the level of intergranularly 

segregated boron was monitored in terms of the boron ts nickel ratio 

(expressed as a percentage) at the grain boundaries, In terms of the 

quantities mentioned above, this ratio, denoted as E, is given as:  

E ,” [(CPHBP79 / CP 

Table B-4 shows the values of E thus calculated for the sample being 

considered here. 

Two important assumptions need to be mentioned at this point: 

(a) mile most of the spectra, in particular those from hydrogen 

charged samples, showed carbon and some oxygen at the grain boundaries, 

these have been neglected in this calculation. In other words, the con- 

centrations of elements are based an the assumption that anly Ni, A1 and 

B are present at the analyzed points. 

(b)  The level of aluminurn can strictly be determined only for a single 

grain boundary from each sample since a 0 to 2000 eV spectrum was obtained 

only from one grain boundary in each sample. 

grain boundaries in any given sample will be assumed to be this value. A 

similar assumption is made regarding the high energy (848 eV) Ni peak. 

The aluminum level f o r  all 
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Table B - 3 .  Peak height data from Table 3-2 corrected 
for elemental sensitivity factors 

Point Name CPHNi 102 CPHB179 CPHNi 848 CPHA11396 

A 
B 
C 
D 
E 
F 
G 
N 
I 
J 
K 
L 
M 
N 
0 
P 
Q 
R 
S 
T 
U 
V 
W 
X 

AA 

32.857 
27.143 
33 492 
27.460 
25.397 
22.222 
27.778 

26 I 667 
29.524 
27.937 
32.698 
30.159 
31.111 
22.857 

23.333 
30.794 
42 e 143 
27.460 
24.762 
27.937 
25.397 
22.540 
40.381 

28. 889 

24.286 

0.575 
0.256 
0.175 
0.337 
0.112 
0.137 
0.456 
0.462 
0.319 
0.300 
0.312 
0.225 
0.306 
0.212 
0.237 
0.225 
0.212 

0.666 
0.369 
0.294 
0.350 
0.400 
0.181 
0.405 45.500 26 

0.281 

549 
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Table B-4. The ratio OF corrected peak heights for the 
boron 179 eV peak to the nickel 102 eV peak, 
the  calculated atorr, fractions of boron 
and the enrichment ratios  

Point Name E 31 B2 ENXATI EWKAT2 

A 
B 
c 
D 
E 
F 
G 
H 
E 
J 
K 
L 
M 
N 
Q 
P 
9 
R 
s 
T 
U 
v 
k! 
X 
.9A 

comt 
Average 
Standard 
Deviation 

1.75 
0.94 
0.52 
1.23 
e, * 44 
6 . 6 2  
l"64 
1.60 
1.20 
1.02 
1.12 
0.69 
1.02 
0.68 
1.04 
0.93 
0.91 
0,91 

1.34 
1.19 
1.25 
1.57 
8.88 
1.00 

1-58 

2 5 
1.08 

0.36 

1.08 
0.58 
0.32 
0.76 
0.27 
0 . 3 9  
1.01  
0 .99  
0 .74  
0 * 6 3  
0.69 
0 .h3  
0 . 6 3  
0.42 
O"64 
0.58 
0.56 
0.56 
0.98 
0 , 8 3  
0.74 
0.77 
0.97 
0.50 
0 . 6 2  

25 
0 . 6 7  

0 . 2 2  

1.00 
0.54 
0.30 
0.75. 
0 . 2 5  
0.36 
0.94 
0.92 
0.69 
0.59 
0.6& 
0.4.0 
0.59 
0.39 
U.60 
0.53 
0.52 
0,52 
0.91 
0 . 3 7  
0.68 
0.72  
0 - 9 0  
0.46 
0.57 

25 
0,62 

0.21 

22.50 
12.15 

6 . 7 b  

5.76 
8.03 
21.10 
20.59 
15.48 
13 f 1 7  
14.46 
8.33 

1 3  = 17 

1 3 . 4 3  
12 - 02 
11.76 
11.76 
20.33 
17.27 
15.35 
169.12 
20.21 
10.35 
12 I 92 

15. 86 

8.80 

25 
13.93 

4.61 

20.86 
11.26 

6 , 2 4  
14 71 

5 . 2 9  
7 . 4 4  

1 9 . 5 4  
1 9 . 0 9  
14.35 
12" 21 
13.40 
8.28 

1 2 . 2 1  
8.16 
12 45 
11.14 
10.90 
10 ~ 90 
18.85 
16.01 
14.23  
14.95 
18.74 

9 . 5 9  
1 1 . 9 7  

25 
1 2 . 3 1  

4 . 2 8  
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In terms of the second assumption stated above, the following terms 

may be defined: 

D = CPHNi848 1 CPHNil02 

For a given sample then, C and D are constant. 

While the dominant peak for Ni is the 848 eV peak, most o f  the 

spectra in this research involved the low energy (102 eV) peak for Ni. 

Hence the atomic percent of boron at grain boundaries may be defined in 

either of two alternative ways: 

B1 = [(CPHB179) / (CPHNi102+CPKB179+CPHAll396)] x 100 

B2 = ((CPHB179) / (CPHB179+CPHNi848+CPfiA11396)] x 100 

In terms of the variables C, D and E mentioned above, it is simple to 

show that B1 and B2 can be calculated as: 

B1 = [E / (100 + E. + (100 x C))] x 100 

82 = [E / (E .t (100 x B) + (100 x C))] x 100 

If the bulk level of boron in the sample is denoted as F (in at. %) 

then the enrichment ratios of boron at the grain boundaries are  given 

as : 

ENRAT1 = B1 / F 

EMAT2 = B2 / F 

For the sample being considered here, the values of B1, B2, ENRATl and 

ENRAT2 are shown in Table 33-4. Table B-14 also shows the number of 

intergranular points analyzed, the average values and standard deviations 

oE these values. 
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