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ABSTRACT

Ecological models of the seasonal exchange of carbon dioxide
(COz) between the atmosphere and the terrestrial biosphere are needed
in the study of changes 1in atmospheric C02 concentration. In response
to this need, a set of site-specific models of seasonal terrestrial
carbon dynamics was assembled from open-literature sources. The
collection was chosen as a base for the development of biocme~level
models for each of the earth's principal terrestrial bicmes or
vegetation complexes. The primary disadvantage of this appreach is the
problem of extrapolating the site~-specific models across large regions
having'considerab1e biotic, climatic, and edaphic heterogeneity. Two
methods of extrapolation were tested.

The first approach was a simple extrapolation that assumed
relative within-biome homogeneity, and generated C02 source functions
that differed dramatically from published estimates of C02 exchange.
The differences were so great that the simple extrapolation was
rejected as a means of incorporating site-specific models in a global
C02 source function.

The second extrapolation explicitiy incorporated within-biome
variability in the abiotic variables that drive seasonal
biosphere-atmosphere CD2 exchange. Simulated site-specific CO2
dynamics were treated as a function of multiple random variables (i.e.,

the model driving variables). The predicted regional CO_ exchange is

2
the computed expected value of simulated site-specific exchanges for

that region times the area of the region. The extrapolation was tested

Xix



for the circumglobal latitude belt between &4°N and 90°N. The test
involved the regional extrapolation of a tundra and a coniferous forest

carbon exchange model. Comparisons between the CO, exchange

2
estimated by extrapolation and published estimates of regional exchange
for the latitude belt support the appropriateness of extrapolation by
expected value. Extrapolation by mathematica) expectation is a

promising technique for extrapolating from site-specific models to

regional and biome-level models.

XX



CHAPTER 1
INTRODUCTION

The carbon dioxide (COZ) concentration of the Earth's
atmosphere is increasing. This well publicized upward trend is
generally attributed to the release of C02 by fossil fuel
combustion, although contributions from deforestation are also
1ikely. Carbon dioxide is presumabliy an important element of the
global radiation balance. As one of the so-called “"green-house
gases", CO2 functions to retain sensible heat in the lower
atmosphere, and consequently influences the Earth's climate.
Uncertainties surrounding the potential for significant changes in
the Earth's climate as a consequence of increasing levels of
atmospheric 002 have fueled considerable interest in the sources
and consequences of anthropogenic perturbations to the global carbon
cycle, and in the global cycle itself (Figqure 1.1). Here, we focus
on an important component of that cycle, the seasonal exchange of
CO2 between the atmosphere and the terrestrial biosphere.

Mathematical models are the primary analytical tools in the
study of the global carbon cycle. They are means of synthesizing
and integrating data and concepts from diverse sources. They
provide a mechanism for testing hypotheses about the carbon cycie
that could otherwise not be evaluated. Fyrther, they allow
quantitative predictions of future concentrations of atmospheric
C0, for alternative scenarios of fossil fuel emission and land

2
use. In this report we describe a specific appreoach to the modeling



ORNL- DWG 86-1757

ATMOSPHERE
721
L
1 102
56
57
105
5
]
-—-»L SURFACE OCEAN 650 =i
FOSSIL ey
13
FUEL |
v .
- 45
LAND PLANTS | gz
<
560 S0
" 5}
Y e 5
37350 L
&
50 §
6 ¥ o
! LITTER & DECOMPOSERS >
80 G
SOIL & DECOMPOSERS 1 05
1120
| < — DEEP
< OCEAN
oLD | STABILIZED | ACTIVE

N

SEDIMENTS AND DEEP SOIL

Figure 1.1. The global carbon cycle. Reservoir sizes are
in 1015 g C and fluxes are in 1015 g C year~!. Adapted from

Emanuel, Killough, and 0lson (1981), Dahlman (1984), and Emanuel and
0'Neill (1985).



of seasonal CO2 exchange between the atmosphere and the
terrestrial biosphere; namely, the use of ecosystem-level models of
carbon metabolism as a basis for a model of larger-scale regional
and global biosphere-atmosphere exchanges.

As far as possible long-term effects of increasing C02 on the
climate are concerned, the seasonal biosphere-atmosphere exchanges

of €0, may be of minor importance. However, insights into this

2
seasonality will not only improve our general understanding of the
global carbon cycle as a biogeochemical cycle, but may also
contribute specifically to our understanding of the role of the
biosphere in that cycle, an understarding that is ¢ritical to

predictions of future concentrations of atmospheric COZ'
1.1 THE SEASONAL CYCLE OF ATMOSPHERIC CO,

1.1.1 The Source Of Seasonal Variations In Atmospheric COp

The atmospheric CO, records from Mauna Loa (Hawaii)

2
Observatory and elsewhere document a seasonality, which appears as
nearly sinusoidal excursions around the increasing average annual
concentration of CO2 (Figure 1.2; Bolin and-Kee11ng 1963; Bolin

and Bischoff 1970; Keeling, Bacastow et al. 1976; Keeling, Adams et
al. 1976; Lowe, Guenther, and Keeling 1979; Bacastow and Keeling
1987; 8ischoff 1981; Peterson et al. 1982; Fraser, Pearman, and
Hyson 1983; Mook et al. 1983; Tanaka, Nakasaw, and Aoki 1983;
Keeling, Carter, and Mock 1984; Pearman and Beardsmore 1984; Keeling

et al. 1985; Komhyr et al. 1985). The highest concentrations of

C02 in this annual or seasonal cycle generally occur just before
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the onset of the region's growing season, and the lowest
coﬁcentrations occur at the end of the growing season, or the
beginning of Qegetative dormancy. At Mauna Loa, in the northern
hemisphere, the peak concentration occurs in May, the minimum in
October (Bacastow, Keeling, and Whorf 1985). Over southeastern
Australia, the peak occurs in October and the minimum in April
(Pearman and Beardsmore 1984). This pattern and subsequent
investigations have led many to conclude that the seasonal cycle of
atmospheric C02 is primarily the result of the seasonal metabolic
activity of the terrestrial biosphere on a regional or hemispheric
scale (Bolin and Keeling 1963; Pales and Keeling 1965; Junge and
Czeplak 1968; Woodwell, Houghton, and Tempel 1973; Machta 1974;
Hall, Ekdahl, and Wartenburg 1975; Keeling, Bacastow et al. 1976;
Machta, Hanson, and Keeling 1977; Lowe, Guenther, and Keeling 1979;
Pearman and Hyson 1980, 198l1a,b; Azevedo 1982; Gillette 1982;
Houghton 1982; C1éveland, Freeny, and Graedel 1983; Fraser, Pearman,
and Hyson 1983; Fung et al. 1983; Mook et al. 1983; Pearman, Hyson,
and Fraser 1983; Woodwell 1983; Keeling, Carter, and Mook 1984;
Keeling et al. 1985; Komhyr et al. 1985; Tucker et al. 1986).
During the growing season the photosynthetic activity of the

terrestrial vegetation results in a net withdrawal of CO, from the

2
atmosphere, and a decline in the background concentration of 002.
During periods of vegetative dormancy the respiratory activity of
heterotrophs, especially decomposers, results in a net release of

C02, and atmospheric concentrations rise. Seasonal variations in

fossil fuel use, ocean temperatures, and the biolegical activity of



the ocean may contribute slightly to seasonal CO, concentrations,

2
but their relative contribution to the seasonal pattern appears to
be very minor, at least in the northern hemisphere {Junge and
Czeplak 1968; Machta, Hanson, and Keeling 1977; Bacastow, Keeling,
and Whorf 1981; Pearman and Hyson 1981a; Azevedo 1982; Cleveland,
Freeny, and Graedel 1983; Keeling, Carter, and Mook 1984). In polar
regions and in the southern hemisphere, seasonal ocean-atmosphere
exchange of CO2 may be more important (Machta, Hanson, and Keeling
1977; Gillette 1982; Keeling, Carter, and Mook 13984; Komhyr et al.
1985). Holdridge (1980) has questioned the primacy of the seasonal
biosphere-atmosphere exchange hypothesis, suggesting the seasonal
variations in CO2 concentration are the result of temperature
related variations in global atmospheric density, and Lugo and Brown
(1980) have raised some ecological issues involved in the
interpretation of seasonal atmospheric C02 data. However, the
consensus is that the seasonal pattern evident in the atmospheric

C0,, records is predominantly a reflection of seasonal variations

2

in the net exchange cof CO, between the atmosphere and the

2
terrestrial biosphere.

1.1.2 latitudinal Variations In The Seasonal COp Cycle

The amplitude of the seasonal cycie of atmospheric CO2
concentration varies with latitude. Figure 1.3 (Keeling 1983)
i1lustrates the decrease in amplitude from north to south.
Figure 1.4 summarizes this variation for a larger number of

stations. The decrease in peak-to-peak amplitude across the
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Figure 1.3. The seasonal cycle of atmospheric CO; at various
latitudes. (a) Canadian Weather Station P, 50.0°N; (b) La Jolla,
California, 32.9°N; (c) Mauna Loa Observatory, Hawaii, 19.5°N;

(d) Fanning Island, 3.9°N; (e) Christmas Island, 2.0°N; and (f) the
South Pole. The oscillating curves are fits to a spline function
plus harmonics with periods of 12, 6, 4, and 3 months. From
Keeling (1983).
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northern hemisphere is generally assumed to be due to a pole to
equator decline in the seasonality of net biosphere-atmosphere C02
exchange (Machta, Hanson, and Keeling 1977; Keeling 1983; Azevedo
1982; Fung et al. 1983). According to this interpretation, the
strong seasonality of the growing season in higher latitudes of the
northern hemisphere is responsible for the large seasonal amplitude
of the seasonal CO2 cycle. The weak seasonality of equatorial
regions results in a smaller seasonal variation.

The reduced peak-to-peak amplitudes (1.0-2.0 ppm) of the
southern hemisphere are presumably due to the smaller land mass
of the southern hemisphere, particularly in the middle to high
latitudes. With relatively less land area and more ocean area, the
infiuence of the terrestrial biosphere on atmospheric COZ is much
reduced in the southern hemisphere. Seasonal) variations in C02 as
far south as 10-15°S may be the result of intrusions of northern
hemisphere air (Keeling, Carter, and Mook 1984; Komhyr et al.
1985). Pearman and Hyson (1980) and Pearman and Beardsmore {1984)
suggest that as much as two-thirds of the seascnal variation in the
southern hemisphere is the result of transport from the northern
hemisphere rather than surface exchange. At higher latitudes in the
southern hemisphere half or more of the small seasonal variation may
be caused by air-sea exchange (Keeling, Carter, and Mook 1984). The
source of the increase in amplitude from middle to high southern
latitudes is uncertain, but seasonal variations in ice cover and
upwelling events may contribute {Machta, Hanson, and Keeling 1377;

Keeling, Carter, and Mook 1984; Komhyr et al. 1985).
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The phase of the seasonal CO2 cycle also varies with
latitude. Following Fraser, Pearman, and Hyson (1983) and Komhyr
et al. (1985), phase is defined by the dates on which the C02
concentration increases and decreases through the annual mean
concentration. Carbon dioxide drawdown (relative to the CO2
secular trend levels) begins in the northern hemisphere on about the
first day of summer between 50°N and 60°N (Komhyr et al. 1985).
Drawdown propagates northward and southward with time, such that
drawdown at mid-latitudes precedes drawdown in both higher and lower
latitudes (Figure 1.5). The buildup of C02 in the northern

hemisphere (again, relative to the C0, secular trend levels)

2
begins in mid-autumn and follows a similar pattern of propagation
with time.

As expected, CO2 drawdown in the southern hemisphere lags
drawdown in the northern hemisphere by approximateiy six months

(Figure 1.5). The buildup of CO, in the southern hemisphere

2
begins in late June or early July. The pattern of propagation with
time is similar to that in the northern hemisphere. The intrusion
of northern hemisphere air across the equator extends the northern
phasing of drawdown and buildup some 10° into the southern
hemisphere (Figure 1.5) and produces anomalous patterns at
Seychelles (4°40'S) and American Samoa (14°15'S).

The apparently counterintuitive phasing of CO2 drawdown in
the northern hemisphere, where tropical and subtropical stations lag

behind those at mid-latitudes and coincide with or lag behind high

latitudes, is indeed more apparent than real. If the photosynthetic
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activity of terrestrial plants is responsible for seasonal
reductions in atmospheric COZ' one would expect that stations in
lower latitudes of the northern hemisphere would record drops in
concentration before those at high latitudes, in coincidence with
the northward progression of the onset of the growing season.

Examination of the CO, records (e.g., those provided by Komhyr et

2
al. 1985) suggests that this is indeed the case. High latitude
CO2 concentrations fall below maximum concentrations slightly
later than those from middle to low latitudes. The rate of change
from seasonal maximum to seasonal minimum concentrations appears to
increase with latitude and accounts in part for the phase pattern of
Figure 1.5, since phase is defined by the date on which CO2
concentrations fall below the secular trend level (i.e., the mean
annual concentration). Thus, the counterintuitive results are due
in part to the particular definition of phase used by Fraser,
Pearman and Hyson (1983) and Komhyr et al. (1985). Further analyses
of these patterns are planned.

Because of mixing, the amplitude and phase of the seasonal
CO2 cycle also varies with altitude (Bolin and Keeling 1963; Bolin
and Bischoff 1970; Pearman and Beardsmore 1984). The amplitude of
the seasonal variation appears to decrease with altitude (from the
middle to upper troposphere) in the northern hemisphere (Bolin and
Bischoff 1970), while it appears to increase with altitude in the
southern hemisphere (Pearman and Beardsmore 1984). 1In the southern
hemisphere the seasonal cycle of the middle troposphere lags behind

that of the upper troposphere (Pearman and Beardsmore 1984); the
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opposite is seen in the northern hemisphere {Bolin and Bischoff
1970). These differences are possibly due to the high altitude
transport of northern hemisphere air into the southern hemisphere
(see Pearman and Beardsmore 1984). The influence of terrestrial
vegetation is most obvious in the lower (below 2 km) troposphere
(Pearman and Beardsmore 1984). The latitudinal trends discussed

above include corrections for these elevational gradients.

1.1.3 An Increase In The Amplitude Of The Seasonal CO; Cycle

The amplitude of the seasonal CO2 cycle is apparently
increasing with time. Hall, Ekdahl,and Wartenburg (1975) saw no
evidence for changes in the seasonal cvcle using data from Mauna Loa
for 1958 to 1972. However, investigations since then have documented
increases in the seasonal amplitude at Mauna Loa (Bacastow, Keeling,
and Whorf 1981, 1985; Pearman and Hyson 1981a; Cleveland, Freeny,
and Graedel 1983; Komhyr et al. 1985), Canadian Ocean Weather
Station P (Bacastow et al. 1981; Pearman and Hyson 1981a; Keeling
et al. 1985), the South Pole (Cleveland, Freeny, and Graedel 1983),
and possible increases at Point Barrow, Alaska (Pearman and Hyson
1981a) and American Samoca (Komhyr et al. 1985). Komhyr et al.
(1985) report a decrease in the annual cycle amplitude at the
South Pole. Table 1.1 summarizes these results, and Figure 1.6
presents the change in relative amplitude of the seasonal cycle at
Mauna lLoa (Bacastow, Keeling, and Whorf 1985). The seasonal
amplitude in atmospheric C02 data is quite variable from year to

year, increasing at times and decreasing at other times. The long
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Table 7.1. The increase in amplitude of the seasonal COp cycle.

Ampiitude
Increase
Station Period of Record (%/year) Referenced
Mauna Loa
(20°N,156°W) 1959-1982 0.75 a
1959-1978 0.45 b
1959-1978 0.54 c
1976-1682 1.94 d
Canadian Weather
Station P
{50°N,145°) 1969~-1981 0.81 e
1970-1978 0.72 b
South Pole (90°S) 1965-1978 2.31 c
1975-1982 -4.09 d
Point Barrow
(71°N,157°W) 1961-1976 1.79 b
American Samoa
(14°S,171°W) 1975~1982 4.28 d

3The references are:

(a) Bacastow, Xeeling, and Whorf (1985);

(b) Pearman and Hyson (1981a); (c) Cleveland, Freeny, and Graedel
(1983); (d) Xomhyr et al. (1985}; (e) Keeling et al. (1985).
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term increases do not necessarily indicate monotonic secular trends,
but may reflect transient variations on time scales of decades
(Pearman and Hyson 198%a).

There are several possible explanations for the observed
increases in seasonal amplitude. For example, it is possible that
the increased CO2 concentration of the lower atmosphere has
stimulated the photosynthetic activity of the terrestrial biosphere,
either as increased storage and growth or increased annual turnover
(Bacastow, Keeling, and Whorf 1981, 1985; Bacastow et al. 1981,
Pearman and Hyson 1981a; Cleveland, freeny, and Graedel 1983;
Keeling 1983; Keeling et al. 1985). Abundant evidence for increased
photosynthesis with CO2 fertilization in greenhouses and
controlled growth chambers is frequently cited as support for this
hypothesis. Alternatively, if ecosystem respiration during pericds
of vegetative dormancy were to increase or decrease relative to
respiration during the growing season (perhaps in response to a
temperature change), the amplitude of the seasonal cycle could be
increased (Pearman and Hyson 1981a, Cleveland, Freeny, and Graedel
1983). Even in the absence of CO2 fertilization, an increase in
photosynthetic biomass could produce a change in the seasonal
amplitude. Despite net deforestation in the tropics (Sieler and
Crutzen 1980; Houghton et al. 1983; Woodwell et al. 1983; Detwiler,
Hall, and Bogdonoff 1985), reforestation of temperate zones of the
northern hemisphere (Armentano and Ralston 1980, Delcourt and Harris
1980) might represent enough increased 002 assimilation by the

biosphere to produce an increase in the seasonal amplitude of the
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CO2 cycle at certain stations (Pearman and Hyson 198la). Any
CO2 fertilization effect would enhance this impact. Changes in
the seasonality of oceanic exchange and fossil fuel C02 release
could also explain changes in seasonal amplitude. However, these
influences are generally thought to be unlikely or negligible
(Bacastow, Keeling, and Whorf 1981, Pearman and Hyson 1981a;
Cleveland, Freeny, and Graedel 1983).

Thus, an increase in the metabolic activity of the terrestrial

biosphere, in particular increased CO0, assimilation during the

2
growing season, stands as the principal hypothesis explaining the
increase in the amplitude of the seasonal CO2 cycle. The records
of atmospheric CO2 concentration do not, however, permit a unique
separation of this biospheric signal firom the influences of other
sources and sinks, nor can they identify the nature of the increase

in biosphere activity (e.g., CO, fertilization, land-use changes,

2
or transient responses to climate variations). The biosphere's
seasonal activity must be independently evaluated. This information
can then be used in conjunction with atmospheric 602 records to

more fully evaluate the biosphere's role in the normal seasonal

cycle and the hypothesis of increased biospheric activity.
1.2 MODELING THE SEASONAL CYCLE OF ATMOSPHERIC COp

1.2.17 Tracer Transport Models And COp Source Functions

Tracer transport models of atmospheric CO, are important

2

tools in the study of the seasonal CD, cycle. These models

2
simulate the distribution of atmospheric CO2 in response to
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large-scale transfer processes and the exchange of 002 at the
earth's surface. The CO2 source function, which describes the
sources and sinks of atmospheric COz, is a key element in any
C02 tracer model, and it provides a useful focal point for
modeling the seasonal exchange of CD2 between the atmosphere and
the terrestrial biosphere.

The tracer transport equation of a CD2 tracer model can be

expressed in general form as

g%'= TRANSPORT(s,t) + SOURCE(s,t) , (1.1)

where C is the concentration (mole fraction, ppm) of atmospheric

CD,,, TRANSPORT{s,t) describes the diffusion and advection of CO2

29
over space {s) and time (t), and SOQURCE(s,t) describes the sources

and sinks of CO, in space and time. We are concerned here with

2
only the SOURCE term. Descriptions of the TRANSPORT term can be
found in Bolin and Keeling (1963), Reiter (1971), Hyson, Fraser and
Pearman (1980), Eliassen (1980), Hanna, Briggs, and Hosker (1982),
Azevedo (1982), and Fung et al. (1983).

For a one or two-dimensional tracer model (latitude oniy or
latitude and altitude; see Bolin and Keeling 1963, Junge and Czeplak
1968, Machta 1972, 1974, Pearman and Hyson 1980, 1981b, Azevedo 1982)

SOURCE appears as
SOURCE(s,t) = Q(O,t) , (1.2)

where Q is a simple change in notation, © is latitude, and t is

time. The two-dimensional models simulate zonal mean CO2 :
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concentration, often for 10° latitude belts encircling the earth.
The spatial distribution of the CO2 sources and sinks are also
zonal means by latitude belt.

In a three-dimensional tracer model (latitude, longitude, and
altitude; see Hansen et al. 1983; Fung et al. 1983; Heimann, Keeling

and Mook 1985) the source term of Equation 1.1 appears as
SOURCE(s,t) = Q(\,8,t) , ' (1.3)

where N is longitude and 6 is latitude. The three-dimensional
tracer models are based on three-dimensional General Circulation

Models (GCM's) and simulate the CO, concentrations for grid boxes

2
that are distributed globally both horizontally and vertically. The
horizontal dimensions of the grid boxes (the grid cell resolution)

is usually 8° latitude by 10° longitude, although coarser (12° X 15°)
and finer (4° X 5°) resolutions are pessible (Hansen et al. 1983).
The horizontally distributed grid cells of the three-dimensional
models permit a finer resolution of the spatial distribution of

€0, sources and sinks than is possible with the two-dimensional

2
models. In particular, they allow incorporation of the longitudinal

variations in CO, exchange between the atmosphere and the

2
Earth's surface.
If the source function, Q, of the CO2 tracer model describes
the seasonal variations of sources and sinks in the carbon pycle,
then § expresses the net exchange of CD2 between the atmosphere

and the farth's surface over a given period of time, usually a

month, for a specified area. The units of (, as it appears in the
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transport equation, are changes in C02 concentration (ppm).

However, the CO, source function is usually expressed as the mass

2

of C02 or carbon released to (positive values) or withdrawn from

(negative values) the atmosphere per unit area per unit time

2 1 15

(e.g.. kg €O, km < month ', or 10 ° g €0, (latitude beH:)~1 monthm]).

These values are converted to CO, concentrations by considering

?
the air masses involved. The annual or seasonal cycle of atmospheric
C02 is then expressed as the difference between the mean monthly
concentration and the background concentration (e.g., annual mean

concentration).
1.2.2 A Review 0Of COp Source Functions

Bolin and Keeling (1963) analyzed the seasonal cycie of
atmospheric CO2 with five years of pole-to-pole data. With these
data and their one-dimensional model of large-scale meridional

mixing in the atmosphere, they derived a seasonal CO, source

?
function consistent with observed concentrations. The seasonal

sources and sinks of 002 were denoted by
Q"(u,t) = Q(u,t) - (<Q%(u) + Q**(u)> - <Q' + Q>) , (1.4)

where

Q*(u,t) = the seasonal sources and sinks,

Q(n,t) = the immediate sources and sinks,

0*(u) = the natural sources and sinks,

Q**(1) = the industrial source,

Q' = the average increase of C0, in the atmosphere,

2
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) = the sink of industrial COZ,
u = sin 8, 6 being latitude,
t = time,

and the angle brackets (<>) denote the time average.

Expanding Q"(u,t) in Lengendre polynomials and using their
model of latitudinal exchange, Bolin and Keeling (1963) were able
to derive sources and sinks as a function of season and latitude.
Their source function is illustrated in Figure 1.7. Their derived
sources and sinks gave seasonal CO2 variations which were in
reasonable agreement with the station observations, although there
were discrepancies. Bolin and Keeling (1963) did not compare their
derived sources and sinks with independent data on biospheric sources
and sinks. Furthermore, they provided no physical basis for their
exchanges beyond the assumption that seasonal variations of CO2 in
the atmosphere were predominantly due to the terrestrial vegetation
of the northern hemisphere.

Junge and Czeplak (1968) estimated a seasonal CO, source

2
function using data from the térrestria] biosphere. They assumed
that the seasonal varjation of the CO2 source is influenced by the
terrestrial biosphere, human activities, ocean surface temperatures,
and the biosphere of the ocean surface waters. Junge and Czep1ék
(1968) screened these potential contributions and concluded that

only the terrestrial biosphere and human activities represented

non-negligible contributions. However, because of uncertainties,
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the anthropogenic contributions were not included in the model,
leaving only the terrestrial biosphere.

With the aid of some simpie ecological assumptions about the
biosphere, Junge and Czeplak (1968) derived a seasonal source
function with a horizontal resolution of 10° latitude belts. The

source function for each latitude is of the form

G(u,t) = a(n)cos(2wt) , (1.5)

where 1 is sin 6, © is latitude, and 0<t<1 for the year.
The term a(u) represents the amplitude of the seasonal component
yearml) and cos(2wt)

of the (0, source function {(ppm CO

2 2
represents the time dependence of the source function. The values

of a(w) are given by
a(u) = Cof(1 - e) . (1.6)

The €O, concentration, C02, in ppm year—l, represents the

2
total annual 602 uptake by the terrestrial plants of each 10°
latitude belt. These values were obtained from data on net primary
production (Table 1.2) mapped by Lieth (1965). Lieth's carbon mass
data were converted to atmospheric concentrations by considering the
surface area and air masses involved for each latitude belt. The
term f in Equation 1.6 represents the fraction of total uptake which
occurs in the summer season as opposed to the winter season. Junge
and Czeplak (1968) assumed that at latitudes less than 30° the

growing season is determined by rainfall (and by temperature at

higher latitudes). Accordingly, they estimated f by the bias for
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Table 1.2. Junge and Czeplak's (1968) estimates of total COp uptake
by the terrestrial biosphere for 10° latitude belts.

Annual COo Uptaked

Latitude Belt (1015 g year™1)
80°-90°N 0.00
70°-80°N 0.00
60°~70°N 4.76
50°-60°N 9.15
40°-50°N 10.25
30°-40°N 2.5
20°-30°N 11.71
10°-20°N 14.27

0°-10°N 23.42
0°-10°S 26.35
10°-20°S 17.93
20°-30°s 8.78
30°-40°S 4.03
40°-50°S 0.73
50°-60°S 0.00
60°-70°S G.00
70°-80°S 0.00
80°-90°S 0.00

3The carbon data of Junge and Czeplak (1968) were converted to
CDy using a conversion factor of 1 g C = 3.66 g COp.
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rainy summer months over rainy winter months (number of rainy summer
months minus the number of rainy winter months) as a fraction of
total rainy months. At the equator f = 0, and for latitudes greater
than 30° f = 1. Junge and Czeplak recognized the crudeness of this
parameter, but doubted that much more reliable figures were
available at that time.

The release of C0, from the soil which accompanies the decay

2
of organic matter is incorporated as e in Equation 1.6, where & is
the fraction of so0il release which occurs during the summertime.
Hence, (1 - e)CO2 is the actual uptake of 002 during the growing
season, and they assumed the same amount was released from the soil
during the winter (i.e., a steady-state assumption of no net annual
exchange between the biosphere and the atmosphere). The best fit
estimate of e was 0.39, but Junge and Czeplak went on to conclude
that the value of e, the seasonal variation of soil respiration, was
the most uncertain factor in the seasonal C02 exchange.

In Figure 1.8, a(u) in Equation 1.6 is plotted for e = 0.39.
When thg resulting source function, Egquation 1.5, was applied to a
one-dimensional transport model identical to that used by Bolin
and Keeling (1963), Junge and Czeplak (1968) predicted seasonal
variations in amplitude that agreed "reasonably well® with
observations. However, there were deviations in phase. These
deviations approached 60 days or more in the northern latitudes.
Junge and Czeplak felt that their assumption of a simple
trigonometric function for the time dependence of Q(u,t) was

responsible for these deviations, since the observations document a
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pronounced asymmetry between summer and winter which their symmetric
cosine function could not duplicate.

Junge and Czeplak (1968) alsc found that seasonal variations in
602 concentration (as determined by a two-dimensional diffusion
transport model) were not very sensitive to variations in the source
function, and these concentrations were insensitive to latitudinal
variations in K, the horizontal eddy diffusion coefficient in the
transport equation. Therefore, they concluded that detailed
information on the CO2 source function was unlikely to be obtained
from atmospheric CO2 observations.

Machta (1972, 1974) simulated seasonal surface exchange using
estimates of net monthly CO2 exchange between terrestrial
vegetation and the atmosphere. Data on photosynthetic uptake and
decomposition release provided by H. Lieth were extrapolated over
20° latitude belts. Machta used the resulting source function
(Table 1.3) in a two-dimensional model of atmospheric mixing. He
observed a two-month phase lag between the observed and predicted

seasonal €O, cycle at Mauna Loa Observatory (Machta 1972) and

2
concluded (Machta 1974) that the source and sink estimates in the
Lieth data (Table 1.3) would have to be increased by 50% in order
to accurately simulate the amplitude of the seasonal cycle of

atmospheric CO Machta (1972, 1974) felt the discrepancy between

2
prediction and observation was due mainly to uncertainties in the
CO2 source function.

Pearman and Hyson (1980, 1981b) returned to the approach usad

by Bolin and Xeeling (1963), that is, using a two-dimensional model

-



Table 1.3. Machta's (1972) estimates of seasonal COp exchange (1015 g COo month-1) for
20° latitude belts.d
Latitude
Belt Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
70°~90°N 0.00 ©0.00 0.03 0.04 0.04 -0.09 -0.07 -0.06 ©.07 0.03 0.00 0.00
50°-70°N 6.37 0.37 0.44 0.47 0.6 -1.16 -1.76 -1.52 0.67 0.88 0.64 0.44
30°-50°N 0.57 0.57 0.67 0.73 0.25 -1.80 -2.74 -2.36 1.05 1.36 1.07 0.67
10°-30°N 0.41 0.27 0.00 -0.27 -0.41 -0.55 -0.44 -0.27 0.00 0.27 0.45 0.55
10°N-10°S 0.00 ©0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10°-30°S -0.36 -0.22 0.00 0.22 0.3 0.45 0.3¢ 0.22 0.00 -0.22 -0.34 -0.45
30°-50°S -0.60 -0.51 0.22 0.29 0.22 0.15 0.13 0.13 0.15 0.6 0.06 -0.04
50°-70°S 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 ©0.00 0.00 0.00 0.00
70°-90°S 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.60 0.00

aThe carbon data of Machta (1972) were converted to CO» using a conversion factor of

1gC=3.66g COp.

indicate uptake by the terrestrial biosphere.

Positive values indicate release to the atmosphere; negative values

8¢
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of atmospheric mixing to generate a CO2 source function consistent
with the observed seasonality of CO2 concentration. They first
converted Machta's (1974) source-sink data to their model
configuration. Then, by assuming that seasonal oceanic C02
exchange does not contribute significantiy to observed atmospheric
concentration and that the phase of the biosphere-atmosphere
exchanges given by the converted Machta data was correct, they ran a
series of simulations, tuning the bliospheric exchanges until a best
fit between predicted and observed seasonal c¢cycles was obtained.
The resulting source function, in conjunction with their
two-dimensional diffusion model, generated a seasonal cycle that
agreed reasonably well with station observations in phase and
amplitude for all locations except Mauna Loa. A revised source
function (Table 1.4) with changes in the timing of exchanges
(particularly in low latitudes, 10°-30°) was required to increase
model accuracy.

The southern hemisphere exchange cata were not modified from
Machta (1974). The predicted amplitude of seasonal variations at
socuthern hemisphere sites agreed well with observations, but phasze
agreement was not as gcod. Pearman and Hyson (1980) concluded these
differences were likely due to northern hemispheric influences and
seasonality in oceanic exchange.

The seasonal CO, source function produced by Azevedo (1982)

2
was quided by the work of Junge and Czeplak (1968) and Machta
(1972). Azevedo estimated net primary production for latitude belts

of 10° from data presented by Lieth (1978). The seasonality of the



Table 1.4. Pearman and Hyson's (1981b) est1mates of seasonal C0p exchange (1015 g CO» month“) for latitude
belts of equal area (2.55 x 107 km2) .2
Latitude

Belt Jan Feb Mar Apy May Jun aul Aug Sep Oct Nov Dec
64.2°-90.0°N 0.27 0.27 0.34 0.36 0.14 -0.89 -1.30 -1.20 0.53 0.66 0.48 0.33
53.1°-64,2°N 0.3% 0.36 0.43 0.46 0.16  =1.10  -1.7 -1.50 0.66 0.85 0.65 0.42
44,9°-53,1°N 0.48 0.47 0.56 0.60 0.19 -1.50 =-2.20 -1.90 0.84 1.0 0.82 0.56
36.9°-44.9°N G.49 0.47 (.54 0.57 0.4 -1.40 -2.10 -1.80 0.71 0.95 0.77 0.55
30.0°-36.9°N G.41 0.37 C.40 0.39 0.02 -0.88 -1.30 -1.1C 0.38 0.49 0.51 0.42
23.6°-30.0°N 0.34 0.28 0.28 0.24 -0.09 -0.48 -0.69 -0.58 0.00 0.09 0.29 0.3%
17.5°-23.6°N 0.28 0.22 0.20 0.6 -0.12 -0.26 -0.35 -0.29 -0.l4 -0.09 0.17 0.23
11.5°-17.5°N 0.17 0.13 0.11 0.08 -0.08 -0.13 -0.17 -0.14  -0.11 -0.08 0.08 0.14
5.7°-11.5°N 0.05 0.04 0.03 0.02 -0.02 -0.04 -0.05 -0.04 -0.03 -0.02 0.02 0.04
0.0°- 5.7°N 0.00 0.00 0.00 0.00 9.00 0.00 0.00 0.0C 0.00 0.060 0.00 $6.00
0.0°- 5.7°5 0.00 0.00 0.0C £.00 0.00 ¢.00 0.0C ¢.60 0.00 $.00 0.00 ¢.00
5.7°-11.5°S -0.02 -0.0% ¢.00 0.01 0.02 0.02 0.02 0.0 ¢.o¢  -0.01 0.02 0.02
11.5°-17.5°5 -0.06 -0.04 6.00 0.04 8.06 0.07 0.05 0.04 ¢.00 -0.04 -0.05 -0.07
17.5°-23.6°S -0.1¢  -0.06 0.00 0.06 0.09 6.1 0.08 0.06 0.00 -0.05 -0.08 -0.11
23.6°-30.0°S -0.18  -0.09 0.02 0.08 0.10 g.12 0.09 0.06 0.01 -0.04 -0.07 -0.14
30.0°-36.9°5 -6.17  -0.33 0.04 0.09 0.10 0.10 0.08 0.06 0.03 0.00 -0.04 -0.14
36.9°-44,4°5 -0.315  -0.12 0.04 0.07 0.07 0.06 0.05 0.04 0.03 0.0¢2 0.00 -0.11
44,4°-53.1°5 -0.05 -0.04 0.G2 0.03 0.062 0.92 0.02 0.01 0.01 0.01 0.00 -0.04
53.1°-64,2°5 0.00 0.00 g.00 0.60 0.00 0.00 0.00 0.0C G.00 0.00 (.60 0.00
64.2°-90.0°S 0.00 G.00 0.0C 0.00 0.0G 0.00 0.00 0.00 0.00 0.00 0.00 0.00

apgsitive values indicate release to the atmosphere; negative values indicate uptake by the terrestrial

biosphere.

ot
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source function was introduced using simple curves of biosphere
uptake and release. Three regions, latitudinal zones, per hemisphere
were considered, with a different curve for each. 1In fact there are
only two curves since Azevedo assumed an equatorial zone (10°N-10°S)
of no seasonality. The curves for the northern hemisphere are shown
in Figure 1.9. The curves are shifted by si; months for the southern
hemisphere. Also, to account for deforestation in southern latitudes
since 1950 (the vegetation maps used by Lieth (1978) date from
around 1950) and c¢limatic differences from fhe northern hemisphere,
the estimates of the southern balance between assimilation and
release were reduced by 50%. These changes were required to cbtain

a good fit for the amplitude of the scuthern cycle (Azevedo 1982).

The monthly net CO, exchange between biosphere and atmosphere

2
predicted by Azevedo's function is given in Table 1.5.

Azevedo (1982) ran his one-dimensional (latitude) CO2
transport model with only the terrestrial biosphere source function
and achieved a good fit for the phase and amplitude of observed
seasonal cycles. The additional contribution of modeled seasonal
oceanic exchanges was very small, and Azevedo concluded these
variations were not a ¢ritical component.

The €O, source functions discussed to this point invoelve only

2
latitudinal variations in sources and sinks. Longitudinal

variations such as the transition betw2en drassland and deciduous
forest in North America are lost in the zonal means of the source

functions. The source functions of thiree dimensional tracer models

can, however, incorporate these longitudinal variations.
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Table 1.5. Azevedo's (1982) estimates of seasonal CO» exchange (10! g COp month=1) for 10° latitude

belts.@

Latitude

Belt Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
80°-90°N 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
70°-BO°N 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
60°-70°N 0.36 0.36 0.72 0.72 -1.08 -1.08 -1.08 -1.08 0.72 0.72 0.36 0.36
50°-60°N 0.66 0.66 1.32 .32 -1.98 -1.98 -1.98 -1.%8 1.32 1.32 0.66 0.66
40°-50°N 0.84 0.84 1.68 1.68 -2.52 .2.52 -2.52 -2.52 1.68 1.68 0.84 0.84
30°-40°K 0.87 0.87 0.00 0.00 -0.87 -0.87 -0.87 -0.87 0.00 0.00 0.87 0.87
20°-30°H 0.78 0.78 0.00 6.060 -0.78 -0.78 -0.78 -0.78 0.00 0.00 0.78 0.78
10°-20°N 0.84 0.84 0.00 0.00 -0.88 -0.84 -0.84 0.84 0.00 0.00 0.84 0.84
0°-10°N 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0°-10°% 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 8.00
10°-20°S -0.46  -0.46 0.00 0.00 0.46 0.46 0.46 0.46 0.00 0.00 -0.46 -0.46
20°-30°5 -0.28 -0.28 0.00 0.00 0.28 0.28 0.28 0.28 0.00 0.00 -0.28 -0.28
30°-40°s ~0.12  -0.12 0.00 0.00 0.12 0.12 0.12 6.12 0.00 0.00 -0.12 -0.12
40°-50°% -0.07 -0.07 6.05 0.05 0.02 0.02 0.02 0.02 0.05 0.05 -0.07 -0.07
50°-53°5 0.00 0.00 0.00 8.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
60°-70°S 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 6.00 0.00 0.00
10°-80°S 0.00 0.00 ¢.00 6.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
80°-90°S 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

4positive values indicate release to the atmosphere; negative values indicate uptake by the
terrestrial biosphere,

£E
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Fung et al. (1983) used a €O, tracer model in conjunction

2
with the Goddard Institute for Space Studies (GISS) three-dimensional
Giobal Circulation Model (GCM) of Hansen et al. (1983). The
two-dimensional source function developed by Fung et al. (1983)
combined the global 1° X 1° resolution vegetation map of Maithews
(1983) with Azevedo's (1982) curves of CO2 uptake and release by

the terrestrial biosphere. Annual net primary production (NPP)
values were assigned to each 1° X 1° cell of Matthews' vegetation
map. The resultant NPP map was converted to the 8° latitude by 10°

longitude resolution of the tracer model. The monthly flux of

carbon to the atmosphere is then given by
SOURCE(\,t) = NPP(\,©) x (RELEASE(O,t) -~ UPTAKE(O,t)) , (1.7)

where NPP(N,0) is the annual net primary production of a grid
cell of longitude N and Jatitude ©, and (RELEASE(O,t) -
UPTAKE(®,t)) is given by the uptake and release curves of Azevedo
(1982, see Figure 1.9). Fung et al. (1983) assumed a steady state
biosphere (i.e., no net annual exchange of COZ) and normalized the
uptake and release curves so that one year's total release equais
one years total uptake, or

1 year 1 year

L  RELEASE(O,t) = L  UPTAKE(O,t) =1 . {(1.8)
Fung et al. (1983) ran their tracer model with this

two-dimensional source function and the one~dimensional source

functions of Machta (1972) and Pearman and Hyson (1980). The
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two-dimensional source function resulted in simulated seasonal
cycles at monitoring station locations which matched observed cycles
better than those generated with the other two source functions.
Noting the influence of model requirements on the form of the source
function (each of which does a reasonable job when used as input to
their own respective tracer models), Fung et al. (1983) stressed the
need for an ecological model of C02 exchange with the atmosphere.

Heimann, Keeling, and Tucker (1985) analyzed the seasonal cycle
of atmospheric CO2 using a revised tracer model structured after
the GISS model of Hansen et al. (1985). The NPP estimates for their
terrestrial source function were computed from remote sensing data
recorded by the advanced very-high-resolution radiometer (AVHRR)
sensors flown on meterological satellites of the National Oceanic
and Atmospheric Administration (Tucker, Townshend, and Goff 1985;
Tucker et al. 1986). The radiatively computed 'vegetation index' of
Tucker, Townshend, and Goff (1985) was converted to NPP with the
model of Kumar and Montieth (1981). The spatially and temporally
distributed AVHRR data were average over the 8° X 10° resolution of
the tracer model grid cells.

To account for the combined respiration of plants and soils, a
constant respiratory term was combined with a temperature dependent
term which used ground temperatures. Heimann, Keeling, and Tucker
(1985) assumed a 50% increase in respiration for a 10°C rise in
temperature above a monthly mean of -10°C. Respiration below -10°C
was assumed to be zero. The model also assumed respiration and

photosynthesis at each grid Jocation was balanced over the year.
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The three-dimensional tracer model predicted cycles of

atmospheric CO, that agreed quite well with observations at six

V4
recording stations. The temperature dependent plant respiration and
the seasonal oceanic exchanges were adjusted globally to provide a

best fit.

1.2.3 The Need For Ecologically Derived COp Source Functions

A1l of the described biospheric CO, exchange functions, when

2
ran in conjunction with their respective tracer models, provide
reasonable simulations of observed seasonal 002 cycles. Although
there are variations in the level of agreement, none provide
predictions so bad that the responsible source function can be
compietely disregarded. However, the source functions tend to be
very model dependent. The approach taken by Bolin and Keeling
(1963) and Pearman and Hyson (1980, 1981b) derives seasonal sources
and sinks consistent with observations of atmospheric COZ. The
source function is that one which, given a model of atmospheric
mixing, is required to give the best fit between observation and
model prediction; model dependency is explicit and obvious.

The other source functions are derived from information on the
terrestrial biosphere, specifically net primary production, but they
too may involve terms which are tuned to provide a best fit. Junge
and Czeplak (1968) adjusted their e term, the fraction of C02
released from the soil during the summertime, to generate a source

function which provided acceptable predictions of seasonal CO2

concentrations, given their model of atmospheric mixing. Machta
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(1972, 1974) modified Lieth's biosphers data with his own "liberal
extrapolations®, and Azevedo (1982) reduced his own estimates of the
assimilation-decomposition balance in the southern hemisphere after
simulations failed to reproduce the amplitude of the southern
seasonal cycle. Heimann, Keeling, and Tucker (1985) adjusted the
fraction of plant respiration dependent on temperature to gain a
best fit between observed and predicted seasonality. Auspiciously,
the source function of Fung et al. (1983) involved little if any
tuning of the biosphere, although their source function is dependent
on the assignment of NPP values to the 1° X 1° cells of Matthews'
(1983) vegetation map.

Cur discussion of tuning in the source functions should not be
taken as a criticism. These approaches are reasonable, useful, and
necessary; calibration is an inherent part of all modeling. Our
purpose is to point out where the tuning takes place, where model
dependency is explicit. Adjustments in the source functions are
frequently related to uncertainties in the biospheric sources and
sinks and may involve sensitive parameters in the model (e.g., the e
of Junge and Czeplak 1968, or the respiratory release of Heimann,
Keeling, and Tucker 1985). The model dependency of existing C;O2
source functions makes discrimination between the influence of
myriad uncertainties in the seasonal carbon metabolism of the
biosphere and of uncertainties in seasonal atmospheric mixing very
difficult. As recognized by Fung et al. (1983), there is a need for
an independently derived biospheric 002 exchange function, i.e.,

one which is derived, to as great an extent as possible, from the
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best available information on the seasonal behavior of the global
ecosystem-biosphere complex.

In addition to contributing to model independence, an
ecologically based source function can address explicitly some
of the ecological assumptions found in existing source functions,
perhaps allowing some of them to be relaxed. Ffor example, the
source functions generally assume a steady-state biosphere, one
in which there is no net annual exchange of carbon between the
atmosphere and biosphere. This assumption precludes any
consideration of questions concerning the net source/sink
characteristics of various terrestrial regions. An ecolegically
derived source function might incorporate information on net
ecosystem production (NEP) and permit some progress on this
important question.

Existing source functions and their companion transport models
appear to simulate more readily the amplitude of the seasonal CO2
cvycle than the phase or timing of the seasonal cycle (see review in
Section 1.2.2). This observation suggests that the timing of the

biospheric CO, exchanges or the shape of the seasonal uptake and

2
release curves are as important as the magnitude of the peak fluxes

or the integrated annual exchanges (NPP) in the estimation of net

002 flux (also see Fung et al. 1983). Any ecological model of

CO2 exchange will likely involve information on the time of 602

fluxes to and from the biosphere. This information might prove

useful in improving the fit between predicted and observed seasonal

C02 conceptrations.
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Furthermore, the existing source functions involve only
superficial sources and sinks, they do not address the partitioning
of C02 between carbon reservoirs (Heimann, Keeling, and Mook 14985)
or dynamics within the biosphere. The biosphere is a black box.
Advances in understanding the global carbon cycle will surely
involve explicit within-biosphere dynamics. An ecologically derived
source function may have characteristics which will contribute to
that description.

Efforts to derive an ecological model of the seasonal exchange
of 002 between the biosphere and the atmosphere may apprecach the
problem in a number of different ways:

1. Empirical relationships can be derived between the
seasonality of photosynthetic and respiratory fluxes and climatic
variables. This method usually makes no attempt to model the
terrestrial standing crops.

2. Standardized compartment models can be applied to each
biome, life-zone type, or latitudinal zone. These models may be
simple, containing several biomass and soil variables, averaged over
each of the zones.

3. Models already developed for specific sites may be borrowed
and various modifications made in them so they apply to wider areas
than the particular sites for which they were originally designed.

tach of the above procedures has advantages and disadvantages.

We will outline here the relative advantages and the disadvantage of

approach number 3, the elaboration of site-specific models.
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Advantages:

1. A large number of site-specific models have already been
developed. Computer simulation of these is usually fairly simple.

2. These site-specific models were developed by experts on the
particular biome type, and in many cases the models have been
validated.

3. Detailed site-specific compartment models have the
flexibility to incorporate a variety of scenarios of possible
interest in any attempt to investigate changes in seascnal fluxes
(see Section 1.1.3). These include (a) land-use changes,

(b) changes in harvesting rates, (c) growth stimulation by enhanced
COZ’ (d) changes in climate, and (e) effects of other stresses
such as acid rain.

4, It is easy to incorporate new ecological data into
improvements of site-specific models.

5. The site-specific medels often include the within-biome
dvnamics or carbon reservoir partitioning referred to above.

6. The site-specific models can provide "around-truth® data
against which other modeling approaches can be compared.
Disadvantage:

The primary disadvantage of site-specific models is that it may
be difficult to extend such models to cover whole biomes. This is
due to the great amount of heterogeneity, climatic, edaphic and even

vegetative, within a biome.
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Our purpose here is to describe the derivation of a CO2
exchange function based on site-specific models of ecosystem-level
carbon metabolism. In particular, we address the central problem of
extrapolation from site-specific models to biome-level and regiona)
models of CO2 flux. Chapter 2 describzas the site-specific
models. In Chapter 3 we use these models to generate a global CO2
exchange function, and in Chapter 4 we explore the problem of
extrapolation. Chapter 5 provides a summary and synthesis. The
need for ecologically derived CO2 source functions is clear.

It is also clear that the problem of extrapolation, the problem of
translating local, site-scaled information to larger spatial and

temporal scales must be addressed as ecologists move increasingly

towards investigations at landscape, regional, and global scales.
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CHAPTER 2

THE SITE-SPECIFIC MODELS

The assembly of a set of terrestrial carbon flux models is made
possible by the recent appearance of a number of volumes synthesizing
the extensive research efforts of the International Biological
Program {IBP). Examples include compilations or summaries of
information on forests (Reichle 1981), grasslands (Bremeyer and
Van Dyne 1980), arid lands (Goodall and Perry 1979), and tundra
(Brown et al. 1980; Bliss, Heal, and Moore 1981). Although these
summaries sometimes do not contain detailed seasonal information,
many of the primary sources on which they are based do contain such
information; many of the 116 IBP sites compiled by DeAngelis,
Gardner, and Shugart (1981) are good examples.

In addition to the large amount of data collected, many
site-specific models of seasonal carbon dynamics have been
constructed, both within and outside the various IBP projects.
These models are reviewed by King and DeAngelis (1985). Many of
these models are process-oriented compartment models. Seasonality
is built into the models through both empirical information on
phenology and mechanistic driving of photosynthesis, respiration,
and decomposition by c¢limatic variables. These models, and others
1ike them, were scrutinized for their applicability to the problem
of modeling the seasonal carbon dynamics of the terrestria)

biosphere.
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In collecting site-specific models for ultimate integration

into an overall model of global CO, exchange, we directed our

2
search towards coverage of ten major 2cosystem types; tropical
evergreen forest, tropical deciduous forest, temperate deciduous
forest, temperate broadieaved evergresn forest, grassland, temperate
coniferous forest (e.g., pine), boreal coniferous forest (e.g.,
spruce~-fir), tundra, arid lands, and agroecosystems (see King and
DeAngelis 1985, 1986). From this compiled set of models, we selected
representative models for as many ecosystem types (or subtypes) as
possible. The criteria used in the s2lection process are outlined
below.

1. Availability: The selection of representative models was
determined by the number of suitable models. For some ecosystem
types, few appropriate models are available; for others, such as the
temperate grasslands, there exists a relatively large selection of
models dealing with some aspect of carbon dynamics.

2. Abiotic driving variables: Models in which seasonal carbon
dynamics are driven by seasonally varying climatic factors were
favored. For example, decomposition might be modeled as a function
of litter {(or soil) temperature and moisture. Models in which
seascnal dynamics are determined by time-varying rate coefficients
specific only to a certain site or data set were selected against.

This selection criterion reflects the demands of the site-to-biome

extrapolation process described later (Section 3.0).
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3. Simplicity: Preference was given to models with relatively
few state variables and parameters (unless the state variables are
repetitive, such as many soil layers). Thus exceptionally complex
or detailed models were omitted.

4. Completeness: In general, the models chosen were those
that trace the flux of carbon from the assimilation of CO2 via
photosynthesis, through translocation of photosynthate, to the
release of CO2 during respiration and organic decomposition.

When such models were not available, we selected submodels of
photosynthetic production and decomposition. These independently
derived submodels required coupling in some maﬁner in order to
provide complete models of carbon fluxes for some of the ecosystem
types.

5. General applicability: Preference was given to those
models that have already been applied to two or more sites within
the ecosystem type or biome, in contrast to those models having been
applied to only one site or vegetation stand. This criterion often
distinguished between models developed for general application and
those developed with only a single site in mind.

6. Vvalidation: Preference was given to models that have heen
validated against independent data sets, or for which model output
has been compared against field observations.

This chapter describes the set of site-specific models selected
according the above criteria, that we use in the regional or global
model of seasonal carbon dynamics. Figure 2.1 illustrates the

geographical distribution of these models.
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The model descriptions present the compartmental structure of
the models, the intercomparimental carbon or biomass fluxes, the
climatic driving forces, and the way in which the driving forces are
assumed to affect the fluxes. Special emphasis is given to the
effect of the driving forces on photosynthesis, respiration, and the

release of CO, during decomposition; these fluxes are the most

2
critical in simulating CO2 exchange between the atmosphere and the
terrestrial biosphere.

The descriptions also incliude pliots of total stand, or
ecosystem, photosynthesis and respiration (including both Tive plant
respiration and decomposer respiration) and plots of net exchange
with the atmosphere, as generated by the models. Photosynthesis
represents the assimilation of atmoespheric CO2 by the vegetation;
the respiration represents the ecosystem's contribution to
atmospheric C02. Met exchange is respiration minus photosynthesis.
Hence, a positive valus indicates the stand is acting as a source
of atmospheric C02; a negative value indicates the stand is acting
as a sink. These simulations were verified by comparing our model
output with model results (for standing crops and/or fluxes)
reported in the literature documenting the modeY or describing model
applications. If this information was not available, pertinent data
from the various synthesis volumes or other sources were used to
check model output. These data included information on annual net
primary productivity, net ecosystem productivity, photosynthetic

rates, standing crops, and soil respiratory fluxes.
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The models were implemented on the computer facilities at
Oak Ridge National Laboratory (ORNL), Oak Ridge, Tennessee.
Listings of the the computer programs are available from the author

upon reguest.

2.1 TEMPERATE BROADLEAF DECIDUOUS FOREST MODEL

A model of organic matter transfer in a second-growth deciduous
forest at Oak Ridge, Tennessee (35°55'N,B80°77'W) was developed by
Sollins, Reichle, and Oison (1973) and Sollins, Harris, and Edwards
(1976). This forest ecosystem is dominated by the tulip poplar

(Liriodendron tulipifera L.). The purpose of their model was to

improve the ability to predict effects of perturbation of forests.
We use the model to predict seasonal carbon dynamics in forests for
which we believe the model to be appropriate. The model is
described by differential equations, and the solutions involve a

time step of approximately one day (0.003 year).

2.1.1 Siructure 0f The Model

2.1.1.17 Compartments

The overall compartmental structure of the model is shown in
Figure 2.2. There are four subsystems: (1) subsystem A ~ tulip
poplar component of the stand (Figure 2.3), (2) subsystem B -
miscellaneous other canopy species (Figure 2.3), (3) subsystem £ -
understory species (Figure 2.4), and [4) subsystem D - soil, litter,

and decomposers (Figure 2.5).
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The state variables corresponding to these compartments are
defined in Table 2.1. The variables do not correspond to the
compartments in Figures 2.3 to 2.5 in a strictly one-to-one manner.
For example, the functional component of tulip poplar active tissue,
X3, occurs in more than one of the structural compartments of
Figure 2.3 (i.e, branches, boles, large roots, and fine roots). The

values of all state variables are in units of kg biomass m-2.

2.1.1.2 Driving Variables

Model seasonality is influenced by seasonally variable abiotic
factors and phenological events. There are three exogenous driving
variables and a pair of phenology switches in the model (Table 2.2).

Daily values of soil moisture and temperature are interpolated
from mean monthly empirical values read into the computer program as
input data. Light intensity is a constant during the growing
season. The leaffall switch is off (Z4 = Q) during the growing
season and on (Z4 = 1) during the dormant peried. Similarly, the
translocation switch is on when gross photosynthesis is non-zero and
off when there is no gross photosynthesis occurring. The beginning

and end of the growing season are specified as input data.

2.1.1.3 Flows Or Rate Processes

The flows of organic matter correspond to the arrows between
compartments in Figures 2.3 to 2.5. The detailed functional
representation of these flows and the assumptions involved are
described in Sollins, Reichle, and Olson (1973) and Sollins, Harris

and Edwards (1976); here we simply define the flows and indicate
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Table 2.1. State variables of the temperate broadleaf deciduous
forest model.

State Variable* Description
X3 tulip poplar leaves
X tulip poplar active tissues
X3 tulip poplar woody tissues
Xg tulip poplar buds
Xg other overstory leaves
Xg other overstory active tissues
X7 other overstory woody tissues
Xg other overstory buds
Xg understory leaves
X310 understory active tissues
X117 understory woody tissues
X12 understory buds
Xi3 ground cover
Xi4 standing dead
X1s canopy consumers
X16 fine roots
X17 quickly decomposing 01 layer
X18 slowly decomposing 01 layer
Xi9 0o layer
X20 soil organic matter {0-10 c¢m depth)
X21 soil organic matter (10-60 cm depth)

*Units are kg biomass m~2.
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Table 2.2. Driving variables and seasonal forcings of the temperate
broadleaf deciduous forest model.

Driving Variable Description
21 temperature (°C)
Z, light intensity (langley min"])
23 soil moisture (% wet weight)
24 leaffall switch

Ig translocation switch
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which, if any, of the driving variablass influence a particular

flux (Table 2.3). Unless indicated otherwise, the flows are
continuous linear functions of the source compartment. The model
representation of photosynthesis and respiration is discussed
further in Section 2.1.1.4. In Table 2.3, the notation F(i,])
indicates the flow of material from compartment i to compartment j.
The number 99 refers to a compartment external to the system. All
flows into the system are labelled F(99,j), and all flows out of the

system are labelled F(i,99).

2.1.1.4 Photosynthesis And Respiration

There are four gross photosynthesis functions: (1) tulip poplar
leaves, (2) other overstory leaves, (3) understory leaves, and
(4) ground cover. The first three of these functions are similar,

so we show only the photosynthesis of tulip poplar leaves, G,:

K
X'+ A 3.9148 X 1+ AE
+ -3, +
g = ——13 ! o | —322— ) 2.
A13 + 0.005 A]K1 X1 + X5 1+ A]I(O) .

where X: is the mass of tulip poplar buds at the end of the
dormant season; A1 is a light saturation coefficient; B] is

the maximum rate of photosynthesis; K1 is a light extinction
coefficient; I(0) is the incident 1ight intensity (22, Table 2.2),

and

E; = I1(0)exp [-1000 K (X, + X}] . (2.2)

Equation 2.2 describes the attenuation of light by the forest canopy.
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Table 2.3. The flows of organic matter simulated by the temperate
broadleaf deciduous forest model.

Flowd Description?

Tulip poplar trees

F(99,1) photosynthesis of leaves: 1

F(1,2) translocation of organic matter from leaves
to active tissue

F(1,15) consumption of leaves

F(1,17)1 frass production

F(1,17)9 litterfall to quickly decomposing 0y layer: 1a

F{1,%9) respiration of leaves: 1

F(2,1) translocation of organic matter from active
tissue to leaves: Ig

F(2,3) translocation of organic matter from active
tissue to woody tissue: 74

F(2,4) translocation of organic matter from active
tissue to buds: 1

F(2,16) translocation of organic matter from active
tissue to fine roots

F(2,92) respiration of active tissues: 1y

F(3,14) transfer to standing dead

F(3,17) Timbfall to quickly decomposing 0y laver

F(3,18) 1imbfall to slowly decomposing 07 layer

£(3,20) transfer of woody biomass to soil organic matter

F(4,99) respiration of buds

Other overstory trees

F(99,5) photosynthesis of leaves: I,

F{5,6) translocation of organic matter from leaves to
active tissues

F(5,15) consumption of leaves

F(5,17)1 frass production

F(5,17)> Titterfall to quickly decomposing 0y layer: I4

F(5,99) respiration of leaves: 173

F(6,5) translocation of organic matter from active
tissues to leaves: Ig

F(6,7) translocation of organic matter from active
tissue to woody tissue: 14

F(6,8) translocation of organic matter from active
tissue to buds: 7

F(6,16) translocation of organic matter from active
tissue to fine roots

F(6,99) respiration of active tissues:

F{(7,14) transfer to standing dead

F(7,17) Timbfall to quickly decomposing 0y layer
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Table 2.3. (Continued)

Flowd DescriptionD

F(7,18) 1imbfall to siowly decomposing 07 layer

F(7,20) transfer of woody biomass to s0il organic matter
F(8,99) respiration of buds: I,

Understory trees

F(99,9) photesynthesis of leaves: 1I»

F(9,10) translocation of organic matter from leaves to
active tissue

F(9,15) consumption of leaves

F(9,17) frass production

F(9,17)2 litterfall to quickly decomposing 0y layer: 14

F(9,99) respiration of leaves: I,

F(10,9) translocation of organic matter from
active tissue to leaves: Ijg

F(10,11) transiocation of organic matter from active
tissue to woody tissue: I

F(10,12) translocation of organic matter from active
tissue to buds: I

F(10,99) respiration of active tissue: 14

F(11,14) transfer to standing dead

F(11,17) 1imbfall to quickly decomposing 0y layer

£(11,18) 1imbfall to slowly decomposing 0y layer

F(11,20) transfer of organic matter from woody tissues
to soil organic matter

F£(12,99) respiration of buds: 7}

Ground cover

F(99,13) photosynthesis of leaves: Zp

F(13,16) transfer to fine roots

F(13,17) Titterfall to quickly decomposing 0y layer
F(13,99) respiration of leaves: 1,

Other components

F(14,18) transfer of biomass from standing dead to

slowly decomposing 07 layer
F{(14,99) decomposer respiration from standing dead: I,
F{15,99) respiration of canopy consumers: 1,
F(16,20) transfer of fine roots to soil organic matter: 1Z;, I3
F(16,99) respiration of fine roots: 1,
£F(17,19) transfer of biomass from quickly decomposing 0y layer

to 0 layer: 1y, I3
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Table 2.3. (Continued)

Flow? DescriptionP

F(17,99) decomposer respiration from quickly decomposing
0y layer: 1y, I3

F(18,19) transfer of biomass from slowly decomposing
0y Tayer to 0p layer: 1y, I3

F(18,99) decomposer respiration from slowly decomposing
0y layer: 12y, 13

F(i9,20) transfer of biomass from 0; layer to soil
organic matter: 177, 13

F(19,99) decomposer respiration from 0 layer

F(20,21) transfer of biomass from soil organic matter
(0-10 cm) to soil organic matter (10-60 cm)

F(20,99) decomposer respiration from soil organic
matter (0-10 cm)

F(21,99) decomposer respiration from soil organic

matter (10-60 cm)

aynits are kg biomass m™2 year™!.

bIncludes a 1ist of those driving variables (if any) that
influence the flow.
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The photosynthesis of ground cover is Gy;

-3.9148. , . <j + A, 3E1E,€Xp(-1000K, X )

G, = . (2.3)
Hoo AygKys VA
where E1 is given by Equation 2.2 and 1ight attenuation by the
understory is given by
Es = exp(-1000KgXg) , (2.4)

where K9 is the 1ight extinction coefficient for the understory.
The parameters A13’ 313’ and K13 are the groundcover equivalents
of those in Eguation 2.1.

Net photosynthesis, whether for tulip poplar, other overstory,
understory, or groundcover, is gross photosynthesis less a constant
proportional loss to foliar respiration. This proportionality
constant is specific to the vegetation (compartment) involved.

Plant respiration not associated with gross photosynthesis (e.q.,

F(1,99), Table 2.3) and canopy consumer respiration are described by
F(1,99) = RiFTX5 , (2.5)

where Ri s a rate parameter specific to compartment i, and X1
is the biomass of compartment i. The temperature dependence of

respiration, F_, is calculated in the following way:

T’
Fr = 0.35(40 - T) exp(~-(40 - T)/8) , (2.6)
where T is temperature (21, Table 2.2). This temperature function

also describes the influence of temperature on the translocation

fluxes of Table 2.3.
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2.1.1.5 Release 0f Carbon Through Decomposition

As litter material decomposes, CO, is released through

2
decomposer respiration. The Sollins, Reichie, and Qlson (1973)
model does not model decomposers directly, but it does allow for
decomposer respiration. The loss of organic matter from the quickly

decomposing 0, layer through respiration of decomposers, F(17,99),

]
is described by

F(17,99) = Ry7F1MXy7 » (2.7)

where F is 0.27 23 (Table 2.2); R is a rate constant,

™ 1 17

and X,, is the organic matter of the quickly decomposing O

17 1
layer. Decomposer respiratory losses from the slowly decomposing
0] layer and the 02 layer are of the same functional form.
Decomposer loss from the upper so0il organic matter layer is not
dependent on temperature and moisture, and is given by a constant

proportion of the mass of soil organic matter in the 0-10 cm layer.

2.1.2 Seasonal Photosynthesis And Respiration

Values of temperature and soil moisture for the Walker Branch
watershed site at Oak Ridge were sampled by Sollins, Reichle, and
Olson (1973) approximately twice a month during 1971. These values
were used to interpolate approximate daily values of the functions

for photosynthesis, G G., and GH, as well as respiration.

A’ GB’ C
Graphs of total ecosystem photosynthesis and respiration, as
generated by the simulation, are shown in Figure 2.6. The net flux

of carbon dioxide (respiration minus photosynthesis) between the



61

ORNL-DWG 88-9611

20

18

16

14

12

10

CO, FLUXES (g CO,m2d™")

| |

!

0 50 100

150 200 250

TIME (JULIAN DAY)

300

350

Figure 2.6, Seasonal total ecosystem photosynthesis (P) and
respiration (R) for a temperate biroadleaf deciduous forest stand.

Flux units are g COp m—2

d-}



62

atmosphere and the forest stand is plotted in Figure 2.7. Again,
a positive value indicates the stand is acting as as a source of

atmospheric CO,; a negative value indicates the stand is acting as

2;
a sink. Biomass fluxes generated by the model were converted to CO2

fluxes using a conversion factor of 1 g dry weight = 1.65 g 002

(Lieth 1978).
2.2 TEMPERATE BROADLEAF EVERGREEN FOREST MODEL

Seasonal carbon dynamics in a temperate broadleaf evergreen
forest are modeled with an adaptation of the Attiwill et al. (1973)
model of an Australian eucalyptus forest. The site, located within
Mount Disappointment State Forest, Victoria {37°25'S,145°10'E), is

dominated by messmate eucalyptus (Eucalyptus obligua (L'Herit.))

(see Attiwill (1973) and Burgess (1981) for further site
description). Developed during the International Woodlands Workshop
(Reichle, 0'Neill, and Olson 1373), the seasonal compartment model
simulates biomass dynamics using differential eguations and a time

step of five days (0.014 year).

2.2.17 Structure Of The Model

2.2.1.1 Compartments

The model involves nine compartments representing biomass
reserveirs in the trees, understory, and litter. The state
variables corresponding to the compartments depicted in Figure 2.8

are defined in Table 2.4.
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Table 2.4. State variables of the temperate broadleaf evergreen
forest model.

State Variable* Description
X] tree leaves
X2 dead branchwood
X3 branches
X4 , stem bark
X5 sapwood
X6 heartwood
X7 roots
X8 understory
Xg litter

*Units are g biomass m~2,
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2.2.1.2 Driving variables

Seasonality in the model is influenced by variations in three

exogenous abiotic variables {(Table 2.5). Rainfall and global

radiation are combined to form a composite variable,

evapotranspiration (EV, mm month-1), using the equation:

aZ if 7, > 18.0 mm week "

2
EV =

bZ, if Zy < 18.0 mm week ' .

where b is the slope of evapotranspiration as a function of

rainfall, and a is a time-varying coefficient relating

evapotranspiration and global radiation (see Attiwill et al.

Rainfall at time t (0 < t < 1), Z](t), is given by:
Zy(t) = 19.25 + 7.25 cos(2w(t - 0.0633)) .
Global radiation, Zp(t), is calculated with the equation:

Ag + Bgt if t < 0.5

Z(t) = Ay + Byt 4f 0.5 < t < 0.8333
Ao if 0.8333 < t < 1.0,
where
Ay = 1400 keal m 2 a7,
A, = 13,150 keal m ™~ d”,
By = 9400,
B, = 14,100.

(2.8)

1973).

(2.9)

(2.10)

These equations were fitted to observations for the Australian forest

(Attiwill et al. 1973).
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Table 2.5. Driving variables of the temperate broadleaf evergreen
forest model.

Driving Variable Description
Z, rainfall (mm week ™)
Z, global radiation (kcal m d—1)

13 temperature (°C)
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2.2.1.3 Flows Or Rate Processes

The flows in the model are represented by the arrows in
Figure 2.8. In general, these fluxes are constant coefficient donor
control processes. Exceptions include leaf Jitterfall which is a
function of temperature (see Attiwill et al. 1973) and the
photosynthesis forcings which are functions of evapotransportation
(see Attiwill et al. 1973 and Section 2.2.1.2). The model described
by Attiwill et al. (1973) includes a photosynthesis allocation
function to partition the production input into growth of various
tree compartments. This function determines the average fractional
allocation to a particular tree compartment as a function of expected
and actual biomass in that compartment (actual biomass was in turn a
function of tree bole biomass) and a proportional input flux for
that compartment determined from a precedent Tinear annual version
of the model. We have not included this allocation function in our
implementation. A flux representing activation of storage reserves
in the roots 15 also excluded from the implementation. These
omissions serve to linearize the model and simplify the solutions.

The flows included in the model are defined in Table 2.6. The
notation F(i,3j) indicates the flux of biomass from compartment i to
compartment j. The number 99 represents a carbon or biomass sink,
generally the atmosphere. Table 2.6 also indicates which, if any,

of the driving variables (Table 2.5) influence a given flow.



69

Table 2.6. The flows of organic matter simulated by the temperate
broadleaf evergreen forest model.

Flowd Descriptionb

1 tree leaves production forcing: Z], Z2
18 understory production forcing: 21, 22
F(1,3) leaf to branch translocation

F(1,4) leaf to stem bark translocation

F(1,5) leaf to sapwood translocation

F(1,7) leaf to root translocation

F(1,9) leaf 1itterfall: 23

F(2,9) fall of dead brarches

F(3,2) branch mortality

F(4,9) fall of dead stem bark

F(5,6) transfer from sapwood to heartwood
F(6,99) heartwood respiration

F(7,99) root respiration

F(8,9) fall of understory litter

F(9,99) litter decomposition

aynits are g biomass m~2 year™).

Pinciudes a list of those driving variables (if any) that
influence the flow.



70

2.2.1.4 Photosynthesis And Respiration
Photosynthesis is simulated by forcings of monthly net

production, I, and 18’ applied to tree leaves, X], and understory

1

vegetation, X,, respectively. The forcings are calculated by:

8’
I1(t) = 12.06G6(t) , (2.11)
and
Ig(t) = pI (%) , (2.12)

where p is a constant ratio of understory production to tree leaf
production, and G{t) is the growth function, G, evaluated at time t.

The value of G(t) is given by:
G(t) = g(t)/1.0 + ag(t) , (2.13)

where g(t) is potential growth at time t as a function of
evapotranspiration, EV (see Section 2.2.1.2), at time t, and a

is a growth altering coefficient. This parameter reflects the
reduction in growth associated with reduced leaf area (see Attiwill
et al. 1973}.

The potential growth rate, g = f(EV), is given by:

BEV(t) if 0.0 < EV < 60 mm
g(t) =

60b if EV > 60 mm , (2.14)

where b is an empiricaily derived parameter relating growth and
evapotranspiration (EV). For the eucalyptus forest of Attiwill

et al. (1973), b = 6.25.
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Respiration, F(i,0), from 1iving compartments is calculated by:
F(1,0) = ryXy i=6,17, (2.15)

where ry is a constant rate coefficient, and x1 is the biomass
of compartment 1. Live respiration losses are assumed to apply only

to heartwood, Xﬁ, and roots, X7.

2.2.1.5 Release Of Carbon Through Decomposition

As litter, X,, decomposes, CO, is evolved according to the

9’ 2

relationship:
F(9,0) = Y‘gxg ’ (2.16)

where Ty is a linear constant rate coefficient, and F(9,0) is the

flux of CO, as biomass is decomposed.

2

2.2.2 Seasonal Photosynthesis And Respiration

Rainfall, Z,, and global radiation, Z,, values were generated

1 2
using the empirically derived equations of Attiwill et al. (1973)

(also see Section 2.2.1.2). These input data were used to drive the
simulation model and generate total ecosystem photosynthesis and
respiration values for an "average" year. A plot of daily fluxes
sampled at 5-day intervals is shown in Figure 2.9. Biomass fluxes

generated by the model were converted to CO, fluxes using the

2
conversion factor of 1 g dry matter = 1.65 g CO2 (Lieth 1978).

Seasonal net CO, exchange between the forest stand and the

2
atmosphere is plotted in Figure 2.10.
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2.3 COO0L CONIFEROUS FOREST MOOEL

To model the seasonal carbon dynamics of cool coniferous
forests, we use the model, CONIFER, developed for the Coniferous
Forest Biome of the United States (Coniferous Forest Biome Mcdeling
Group 1977). CONIFER is based on an old-growth (450 year old)

Douglas—-fir (Pseudotsuga menziesii [Mirb] Franco) stand in the

H. J. Andrews Experimental Forest, Oregon (44°15'N,122°20'W}. Grier
and Logan (1977) provide a description of this site. The model is
described by difference equations with a time step of one day for

water dynamics and one week for carbon dynamics.

2.3.17 Structure Of The Model

2.3.1.1 Compartments

The compartmental structure of the model is shown in
Figures 2.11 and 2.12. Note that the carbon and water dynamics
constitute separate parts of the model. The arrows indicate
intercompartmental iransfers of carbon and water, respectively, in
the two parts of the model. The complex pattern of effects other
than material transfers that occur between compartments is not
shown. These are discussed in the CONIFER documentation (Coniferous
Forest Biome Modeling Group 1977).

The state variables corresponding to the compartments of
Figures 2.11 and 2.12 and their units are listed in Table 2.7.
The heat energy compartments of the model are defined (Table 2.7)

although they are not depicted in either Figure.
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Table 2.7. State variables of the ccol coniferous forest model.
State
Variable Description Unit

X3 water storage on foliage (m3 ha"‘)
X5 snowpack ice (m3 ha-l)
X3 soil rooting zone water (m3 ha~1)
X4 subsoil water (m3 ha~1)
X5 groundwater storage (m3 ha~1)
Xg water storage on litter surface (m3 ha“T)
Xy litter water (m3 ha-1)
Xg water storage on epiphytes and bark

surfaces (m3 ha-l)
Xg log 1itter carbon (t ha™))
X710 new foliage carbon (t ha-1)
X1 old foliage carbon (t hal)
X312 carbon in growth {H0 pool (t ha™l)
X113 stem plus branch carbon (t ha=1)
X1 large root carbon (t ha™))
X5 fine root carbon (t ha™1)
X186 bud carbon (current year) (t ha"1)
X317 canopy insect carbon (t ha™l)
X18 woody litter carbon (t ha™l)
X19 foliage 1itter carbon (t ha™l)
X20 fine litter carbon (t ha 1)
X213 carbon in soil rooting zone organic

matter (t ha-1)
Xoo carbon in subsoil organic matter (t ha“])
Xog Titter temperature (°C)
X2g soil rooting zone temperature (°C)
X37 snowpack heat deficit (°C)
Xag bud carbon (previous year) (t ha 1y
Xg2 dead root carbon (t ha™')
Xg4 carbon in new foliage CHy0 pcol (t ha“lg
Xg8 free water in snowpack (m3 ha~!)
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2.3.1.2 Driving Variables

Model seasonality is determined by eight exogenous driving
variables and five phenology parameters (Table 2.8). Daily empirical
values for the exogenous variables (21 to ZB) and the constant
values for the phenology parameters (Z9 to 214) are read into

the simulation program as input data.

2.3.1.3 Flows Or Rate Processes

The model includes flow functions which correspond to the
arrows in Figures 2.11 and 2.12. They control the amounts of carbon
or water being transferred from one compartment to another. The
specific formulations for these often complicated functions can be
found in the CONIFER documentation (Coniferous Forest Biome Modeling
Group 1977). Here, we simply define the flows and indicate which of
the driving variables (Table 2.8) influence a particular flow
(Table 2.9). The notation F(i,j) indicates the flow of material
from compartment i to compartment j. The number '99' refers to a
compartment external to the system. A1l flows into the system are
labelled F(99,]j), and all flows out of the system are labelled

F(1,99).

2.3.1.4 Photosynthesis And Respiration
Net daily photosynthesis is the sum of net new foliage
photosynthesis (NNFP} and net old foliage photosynthesis (NOFP) where

-B..B8..6,. X G B., + 6, ..exp(-B._6_.)
32733°110°10°102 n ( 34 109 35761 ) (2.17)

B3564985 B3g * G109

NNFP = ,
49
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Table 2.8. Driving variables and phenology parameters of the cool
coniferous forest model.

Driving Variable Description
Z, total precipitation (m3 ha”! d—])
22 average shortwave radiation (Langley min'1)
23 average 24-h air temperature (°C)
24 day length
25 average 24-h dew point temperature (°C)
26 average daytime temperature (°C)
27 average nighttime temperature (°C)
Z, average wind speed (m s~1)
Z9 week on which bud break occurs
210 week on which growing season begins
211 week on which growing season ends
212 week on which new foliage becomes old foliage

113 week on which leaf fall is minimal
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Table 2.9. The flows of carbon and water simulated by the cool
coniferous forest model.

Flowd Descriptiond

F(99,1) rain input to foliar surfaces: 1,

F{99,2) precipitation as snow: 7

F(99,6) rainfall passing directly to litter surface water: I

F(99,8) rain input to bark and epiphyte surfaces: 1

F(99,12) input from old foliage photosynthesis to growth
CHo0 pool: Zp, 13, 14, I

F(99,20) input to fine Yitter from microparticulate
matter and carbon dissolved in precipitation

F(99,25) change in litter temperature: 17, 13

F(99,26) change in soil temperature: 1

F(99,37) net increase in heat deficit of snowpack: 7,
Ly, 13, 14

F(99,38) change in last year's buds: Iq

F(99,64) input to new foliage CH0 pool due to net
new foliage photosynthesis: 15, 73, 14, I

F(99,98) rainfall passing directly into free water in
snowpack: 7y

F(1,99) evaporation from foliage: 1y, Iy, 13, Za, 15, Ig

F(1,6) drip from foliage to litter surface: 1y, 7o, 13,
Ly, L5, Ig

F(1,98) drip from foliage to free water in snowpack: 177,
L2, 13, 14. Is5, 1g

F(2,98) transfer from ice to free water in snowpack: 1Zj,
L3, 13, I4

F(3,99) transpiration rate: 1y, Zp, 23, 4, 15, Ig

F(3,4) water transfer from soil rooting zone to subsoil:
13, Isg

F(4,5) wgter transfer from subsoil to groundwater: 13, Zg

F(5,99) outflow from groundwater

F(6,7) water flow from surface to litter laver

F(7,99) evaporation from litter: 2y, 73, Is

F(7,3) water transfer from litter to soil rooting zone:
12, 1

F(8,99) eeapo?ation from epiphyte and bark surfaces: 17,
Ly, 13. 14, Ig

F(8,6) water drip from epiphyte and bark surfaces
to storage on litter surface: 2y, 1p, 13, Za,
le, 1

F(8,98) dgip ?rom epiphytes and bark surfaces to free water in
snowpack: 7y, Zp, 13, 24. Ig, Ig

F(9,99) carbon loss from logs due to decomposer respiration

F(9,20) carbon loss from logs due to fragmentation

F¢10,11) carbon transfer with aging of new foliage: Z3, 432
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Table 2.9. (Continued)
Flowd DescriptionP
F(10,17) new foliage consumption by insects: 1
F{10,19) carbon transfer from new foliage to leaf litter due to
acute defoliation
F(10,20) carbon transfer from new foliage to fine litter
due to acute defoliation
F(10,64) carbon transfer from new foliage to new foliage
CHp0 pool
F(11,17) old foliage consumption by insects: I3
F{(11,19) transfer from old foliage to leaf litter
due to leaf fall and acute defoliation: 733
F(11,20) transfer from old foliage to fine litter
due to acute defoliation
F(12,99) total respiration loss from growth CHp0 pool: 73, 74, 2y
F(12,13) carbon transfer to stems plus branches from
growth CHy0 pool: ig
F(12,14) carbon transfer to large roots from growth CHy0 pool
F(12,15%) carbon transfer to fine roots from growth CHy0 pool
F(12,16) bud growth from growth CHy0 pool: 73, 770, Z41
F(12,17) consumption of growth CHy0 pool by insects: 1j
F(12,64) transfer of carbon from growth CH,0 pool
to new foliage CH0 pool to meet foliar respiration
and growth demands
F(13,9) carbon transfer from stems plus branches to log litter
F(13,18) carbon transfer from stems plus branches to woody litter
F(14,62) large root mortality
F(15,62) fine root mortality
F(16,10) carbon transfer from buds to new foliage: Ig
F(16,17)  bud consumption by insects: 1Ig
F(17,20) insect frass input to fine litter
F(18,99) carbon loss from woody litter due to decomposer
respiration
F(18,20) carbon loss from woody litter due to fragmentation
F(19,99) carbon loss from foliage litter due to
decomposer respiration
F(19,20) carbon loss from foliage litter due to fragmentation
F(20,99) carbon loss from fine l1itter due to
decomposer respiration
F(20,21) incorporation of fine litter into rooting zone
organic matter
F(21,99) carbon loss from rooting zone due
to decomposer respiration
F(21,22) carbon transfer from rooting zone to subsoil

F{62,99)

organic mattar due to leaching
carbon loss from dead roots due to decomposer respiration
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Table 2.9. (Continued)
Flowd DescriptionP
F(62,21) carbon loss from dead roots due to fragmentation
F(64,99) new foliage nighttime respiration from CHp0 pool: 14, 27
F(64,10) transfer of carbon to new foliage from new
foliage CHo0 pool
F(64,12) transfer of surplus carbon from new foliage CHo0 pool
to growth CH0 pool
F(98,2) transfer from free water in snowpack to ice
F{98,5) water draining from snowpack to litter surface

aynits of the flows are m3 ha~! d~! for water and
t ha~! week~1 for carbon.

DIncludes a 1ist of those driving variables (if any) that
influence the flow.



83

and where

X]0 = new foliage carbon,

649 = average weekly stomatal resistance of new foliage,

Gb] = total foliage carbon,

G102 = effect of temperature on photosynthesis ,

6109 = average weekly photosynthetically active solar radiation,
6110 = average weekly day length,

832 = ratio of net new foliage photosynthesis based on

carbon budget to amount extrapolated from
cuvette experiments,

833 = rate constant for new foljage photosynthesis,

834 = 1ight intensity at which new foliage photosynthesis

is 1/2 maximum rate,

835 = coefficient of attenuation of shortwave radiation

by foliage.
A similar expression holds for NOFP. Photosynthates derived from
NNFP accumulate in the new foliage CH?O pocl; NOFP photosynthates

accumulate in the growth CH,0 pool.

2
Net daily respiration (NDR) from the stand is given by

NDR = Gy + B3 + Gygg * Byqq + Gyqg #6y55 * By

+ G + 6 + 6 +

133 * By3g ¥ Gy3q T Byyp - (2.18)

where
625 = new foliage nighttime respiration,
G = old foliage nighttime respiration,

30
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6103 = carbon loss from foliage litter due to decomposer
respiration,
6111 = carbon loss from woody litter due to decomposer

respiration,

6113 = carbon loss from log litter due to decomposer
respiration,

G]25 = carbon loss from fine litter due to decomposer
respiration,

6131 = carbon loss from dead roots due to decomposer
respiration,

6133 = carbon loss from rooting zone due to decomposer
respiration,

6138 = stem and branch respiration,

6139 = large root respiration,

6140 = fine root respiration.

An exampie of the functional form of the individual respiration term

is shown here for G25, new foliage nighttime respiration,:

G5 = Bag(1 - Gy70)X70exP(By456108) » (2.19)
where
X10 = new foliage carbon,
G]OB = average weekly nighttime air temperature,
6110 = average weekly day length,
826 = foliar respiration rate constant,
8145 = coefficient for temperature effect on foliar

respiration.
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2.3.1.5 Release O0f Carbon Through Decomposition

The release of carbon in CO, during microbial decomposition

2
of litter contributes to total net daily respiration from the stand

(see Equation 2.19). An example of the functional form describing
these decomposer respiratory fluxes is shown for 6103, carbon loss

from foliage litter due to decomposer respiration,
G103 = (1 - Byag)Gg;y (2.20)

where B]49 is the fraction of carbon loss from foliage litter due

to fragmentation, and G6_, is the foliage litter decomposition

3
rate. The term 681 is given by

6g1 = Bg2GggXig (2.21)
where x]9 is foliage litter carbon; 669 is the effect of
moisture and temperature on litter processes, and 862 is a rate

constant. The effect of temperature and water on decomposition is
described in the CONIFER documentation (Coniferous Forest Biome

Modeling Group 1977).

2.3.2 Seasonal Photosynthesis And Respiration

Seasonal input data for the forcing functions (Zi's) were
obtained from the CONIFER report, and used to generate (from the
model) total ecosystem photosynthesis and respiration values during
the year. A plot of weekly values for a particular year is shown in
Figure 2.13. The carbon fluxes generated by the model were converted

to CO2 fluxes using the conversion factor of 1 g carbon = 3.66 g c02
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g C0p m2 d~}.



87

(Brown and Trlica 1974). Figure 2.14 is a plot of net carbon dioxide

exchange between the stand and the atmosphere.

2.4 WARM CONIFEROUS FOREST MODEL

A model of carbon, phosphorus, and water cycles in a pine
flatwoods ecosystem in north central Florida (29°50'N,82°10'W) was
developed by Golkin (1981) and Golkin and Ewel (1984). The system

is a 40-year-old slash pine (Pinus elliottii Engelm.) plantation and

is typical of commercial forests that occupy 46% of the Florida
landscape. The model should be representative of seasonal carbon
dynamics for warm conifer forests such as the pine forests of the
southeastern United States. The model is described by differential
equations, and the solutions involve a time step of approximately

one week (0.02 years).
2.4.1 Structure Of The Model

2.4.1.17 Compartments

The model includes three submodels for carbon (Figure 2.15),
phosphorus (Figure 2.16), and water (Figure 2.17). The three models
are intricately coupled, as the availability of phosphorus controls
the photosynthetic rates and phosphorus transport is regulated by
soil water. The state variables corresponding to these compartments

and their units are given in Table 2.10.

2.4.1.2 Driving Variables
There are three exogenous driving variables in the model, seven

forcing functions which control the timing of carbon and phosphorus
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Table 2.10. State variables of the warm coniferous forest model.

State

Variable Description Units
X pine foliage (g C m-g)
X, pine stems and branches (g C mmz)
X3 pine recots (g C m_g)
X4 phosphorus in pine foliage (g P mmz)
X5 phosphorus in pine stems and branches (g P qu)
X6 phosphorus in pine roots (g P m-g)
Xy shrubs (g € m~‘2)
Xg phosphorus in shrubs (g P mmz)
Xq herbs (g Cmo
X10 phosphorus in herbs (g P m“z)
X]] carbon in litter and upper soil horizons {g C m~2)
X2 phosphorus in litter and associated

with soil organic matter (g P m2)
X13 available (acid-extractable) -2
phosphorus in the soi} (g Pm")

X4 total phosphorus in the soil (g P mﬁz)
X5 soil water (kg H,0 m
X6 water in deep aquifer (kg H,0 mﬁz)
X17 phospharus in fertilizer (g P m2)
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flows within a tree, and two phenology forcings (Table 2.11).

Together they determine the seasonal C0, dynamics of the pine

2
stand.

Daily values of temperature and insolation are interpreted from
a seasonal series of empirical values. Daily values of rainfall are

read into the simulation program as input data.

2.4.1.3 Flows Or Rate Processes

The flows of carbon, phosphorus, and water correspond,
respectively, to the arrows in Figures 2.15, 2.16, and 2.17.
The assumptions underlying these flows and their functional
representation are described in detail by Golkin and Ewel (1984).
Here we only define the flows and indicate which, if any, of the
driving variables influence a particular flow (Table 2.12). The
model representation of photosynthesis and respiration is discussed
further in Section 2.4.1.4. 1In Table 2.12, the number 99 refers to a
compartment external to the system. A1l flows into the system are

labelled F(99,j) and all flows out of the system are labelled F{(i,99).

2.4.1.4 Photosynthesis And Respiration

There are three photosynthesis functions: (1) pine foliage, A];
(2) shrubs, A2; and (3) herbs, A3. The formulations refliect
1ight attenuation by the canopy, soil moisture limitations, and
phosphorus limitations. These all have the same form, so we only

show the photosynthesis of one gram of pine foliage, or

A1 = KgliWiXq/(KoXy + Xg) , (2.22)
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Table 2.71.  Driving variables and seasonal forcings of the warm

coniferous forest model,

Driving Variable

Description

temperature (°C)

rainfall (inches)

insolation (Langleys week-1)

forcing for nutrient uptake by roots

forcing for translocation of carbon in new
photosynthate

forcing for translocation of carbon in root
reserves

forcing for translocation of carbon from
stems and branches to roots

forcing for translocation of phosphorus from
stems and branches to foliage

forcing for translocation of phosphorus from
foliage to stems and branches

forcing for transliocation of phosphorus from
stems and branches to roots

forcing for root sloughing

forcing for Titterfall




95

Table 2.12. The flows of carbon, phosphorus, and water simulated by
the warm coniferous forest model.

Flowd DescriptionP
F{99,1) photosynthesis of pine foliage: 13
F(99,7) photosynthesis of shrubs: 1Za
£(99,9) photosynthesis of herbs: 14

F(99,13) phosphorus in rainfall: 1
F(99,15) rainfall input to soil water: I,

F(1,2) translocation of carbon from foliage to stem and
branches: Zg

F(1,11) litterfall of pine foliage: 1,2

F(1,99) respiration of pine foliage: 17y, I3

F(2,3) translocation of carbon from stem and branches
to roots: 17

F(2,11) stem and branch litterfall

F(2,99) respiration of stem and branches: 1,

F(3,1) translocation of carbon from roots to foliage: g

F(3,11) root sloughing: 213

F(3,99) root respiration

F(4,5) phosphorus translocated from foliage to stem
and branches: s, Ig

F(4,12) phosphorus in litterfall: 1Zy;

F(5,4) phosphorus translocation from stem and branches
to foliage: Ig

F(5,6) phosphorus translocation from stem and branches
to roots: 13, I3p

F(5,12) phosphorus in stem and branch litterfall

F(6,5) phosphorus translecation from roots to stem and
branches: g

F(6,12) phosphorus in sloughed roots: 17

F(7,11) shrub litterfall: Zj»o

F(7,99) shrub respiration: 1y, I3

F(8,12) phosphorus in shrub Titterfall: Zysp

F(9,11) herb litterfall

F(9,99) respiration of herbs

F(10,12) phosphorus in herb litter

F(11,99)4 litter respiration: 1,

F(11,99)2 carbon lost in runoff

F(12,99)5 phosphorus mobilized from litter: I,
F(12,99)2 1litter phosphorus lost in runoff

F(13,6) phosphorus uptake by roots

F(13,8) phosphorus uptake by shrubs

F(13,10) phosphorus uptake by herbs

F(13,14) transfer of available to unavailable phosphorus

F(13,99); available phosphorus lost in lateral flow
F(13,99), available phosphorus lost in overland flow
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Table 2.12. (Continued)

Fiow? Description?

F(13,99)3 available phosphorus lost in deep

percolation

F(14,13) transfer of unavailable to available
phosphorus

F{14,99) unavailable phosphorus lost in overiand flow

F(17,13) transfer of fertilizer to available
phosphorus

F(17,99) fertilizer lost in runoff

aunits for carbon and phosghorus flows are g m -2 year 1;
units for water flows are kg m™ < year

DIncludes a 1ist of those driving variables (if any) that
influence the flow.
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where K4 is a pine productivity coefficient; Kg is a parameter
expressing the effect of phosphorus availability on pine
photosynthesis; w] is the effect of soil water conditions on pine

photosynthesis; X, is foliage carbon; X4 is foliage phosphorus,

1
and L] is a light availability function. This latter function is

given by
L1 = KyZ3(t)/7(1 + KyXy) , (2.23)

where K] is a 1ight extinction coefficient for pine, and 23(t)
is solar insolation at time t. The daily gross photosynthetic

uptake of CO, by the pine foliage is A] (Equation 2.22) times

2
the mass of pine foliage carbon (X]).

Photosynthesis for shrubs and herbs is represented by
substituting their respective coefficients and carbon and phosphorus
compartments into Equations 2.22 and 2.23.

The respiratory releases of CO, from pine foliage, shrubs,

2
and herbs are each modeled as the sum of temperature dependent
maintenance respiration, growth respiration (proportional to
photosynthesis), and a constant respiratory factor. For example,

pine foliage respiration is given by
Ry = (KgZy(t) + KghAy - K7)Xy , (2.24)

where A] is gross photosynthesis (see Equation 2.22), 21(t) is

temperature at time t, and KS’ K and K7 are constants.

6'
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Shrub and herb respiration is described by substituting their
respective constants, gross photosynthetic rates, and carbon masses
into Eguation 2.24.

Pine stem and branch respiration is the difference between a
linearly dependent temperature term and a constant term, both
proportional to carbon mass. Root respiration is proportional to

the square of root mass; the rate coefficient is a constant.

2.4.1.5 Release Of Carbon Through Decomposition
Respiratory losses of CO2 from litter is represented by the

function
R11 = (KogZ1(t) + Koo)Xy (2.25)

where 21(t) is temperature; K26 and K27 are constants, and X11

is litter carbon (i.e., carbon in the litter and soil organic matter).

2.4.2 Seasonal Photosynthesis And Respiration

Data on the exogenous driving variables, temperature, rainfall,
and insolation, were provided in Golkin (1981). Values of the
forcing functions, F](t) through Fg(t), as well as the initial
values of the state variables, were obtained from the same source.
These values were used to simulate CO2 fluxes over the course of a
yvear. Daily fluxes at 5-day intervals are plotted in Figure 2.18.
Carbon values generated by the model were converted to CO2
equivalents using a conversion factor of 1 g C = 3.66 g 002,

Seasonal net CO2 exchange betwsen the forest stand and the

atmosphere is plotted in Figure 2.19.
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2.5 TROPICAL MOIST EVERGREEN FOREST MODEL

The model of seasonal carbon dynamics in a tropical moist
evergreen forest is an adaptation of Bandhu et al.'s (1973) model of
a Malaysian rain forest at Pasoh (2°59°N,102°18'E). The model was
originally developed during the International Woodlands Workshop
(Reichle, 0'Neill, and Olson 1973) using data provided by
John Bullock (see Bullock 1973 for a site description). The
seasonal model was developed from an annual linear donor-controlled
compartment model and retains much of the earlier model's structure
and process. The model simulates biomass dynamics using first-order

linear differential equations and a time step of five days.

2.5.1 Structure 0Of The Model

2.5.1.17 Compartments

The compartmental structure of the model is depicted in
Figure 2.20. Trees and groundcover are distinguished, and the trees
are further subdivided by structural units. The state variables

corresponding to the compartments are listed in Table 2.13.

2.5.1.2 Driving Variables

The rain forest model includes only one seasconal driving
variable. Seasonal phenomena are assumed to be related to monthly
rainfall, Z(m) (m = 1,12), expressed in mm. Monthly rainfall

amounts are input data for the simulation program.
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103

Table 2.13. State variables of the tropical moist evergreen
forest model. :

State Variable* Description
Xy tree leaves
X2 tree branches
X3 tree boles
Xg tree roots
Xs tree flowers and fruits
Xg groundcover vegetation
X7 herbivorous insects
Xg non-woody litter
Xg woody Titter
X10 soil organic matter

*Units are g biomass m2.
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2.5.1.3 Flows Or Rate Processes

Most intercompartmental flows are modeled as constant donor
control processes. However, the photosynthetic forcings, the
Ii‘s, and lTeaf litterfall, F(1,8), are functions of rainfall, the
sole excgenous driving variable. Details can be found in 8andhu
et al. (1973); here (Table 2.14) we define the flows indicated by
the arrows in Figqure 2.20. The notation F(i,j) indicates ithe flux
of biomass from compartment i to compartment j. The number 99

represents a carbon sink, generally the atmosphere.

2.5.1.4 Photosynthesis And Respiration

The forcing, 1 on the leaf compartment, X1, is a function

'Ii
relating leaf primary production to rainfall. The forcing can be
interpreted as net daytime photosynthesis or carbon assimilation.

The eguations used to calculate this forcing are:

B

11(1) = 12.0(7.51P(1)) , (2.26)

and

12.0(3.755P(m) + 3.755P(m - 1)) , (2.27)

#

Iy(m)
form = 2,...,12. The term P(m) is given by:
P(m) = (16/12)Z(m) m=1,2,...,12 , (2.28)

where Z(m) is monthly rainfail {(mm).

The production forcing, I on the groundcover compartment,

6!
XG’ is presumably of the same form (Bandhu et al. 1973). However,



105

Table 2.14. The flows of organic matter simulated by the tropical
moist evergreen forest model.
Flowd DescriptionD
Iy tree leaf photosynthesis forcing: Z(m)
Ig groundcover photosynthesis forcing: Z(m)
F(1,99) leaf dark respiration
F(1,2) leaf to branch translocation
F(1,7) herbivory
F(1,8) leaf litterfall: Z(m)
F(2,99) branch respiration
F{2,1) branch to leaf translocation
F(2,3) branch to bole translocation
F(2,5) branch to flowers and fruit translocation
F(2,9) fall of dead branches
F(3,99) bole respiration
F(3,2) bole to branch translocation
F(3,4) bole to roots translocation
F(3,9) fall of dead boles
F(4,99) raot respiration
F(4,10) transfer of dead root to soil organic matter
F(5,99) flower and fruit respiration
F(5,8) fall of flower and fruit litter
F(6,99) groundcover respiration
F(6,8) fall of groundcover to litter
F(7,99) herbivore respiration
F(7,8) fall of dead herbivores and waste material
F(8,99) decomposition of non-woody litter (CO; evolution)
F(8,10) decomposition of non-woody litter
(transfer to soil organic matter)
F(9,99) decomposition of woody litter (COp evolution)
F(9,10) decomposition of woody litter
{(transfer to soil organic matter)
F(10,99) decomposition of soil organic matter

dynits are g biomass m~2 year~!,

ba Z(m) indicates that the flow is influenced by rainfall.
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in our implementation I6 is set equal to zero. The Bandhu et al.
(1973) paper is ambiguous about the original value used for 16'

] through X7 is
modeled using constant rate coefficients in equations of the form:

Respiration from living compartments X

F(i,0) = riX; i=1,2,...,7, (2.29)

where F(i1,0) is the respiratory flux from compartment i, and Py is
the constant rate coefficient relating respiration to compartment
size. The absence of seasonality in respiration, which might be
modeled as function of seasonally varying temperature, is a result
of Bandhu et al.'s assumpiion that all seasonal phenomena were
related to precipitation. This implies an additional assumption
that temperature is relatively constant in the Pasoh, Malaysia rain

forest.

2.5.1.5 Release Of Carbon Through Decomposition

Respiration losses from non-living compartments, representing
the release of CO2 during microbial decomposition of organic
matter, are modeled by applying Equation 2.29 to compartments Xa,

X,, and X The constant rate coefficients reflect the implicit

9’ 10°
assumption that litter/soil moisture and temperature remain relatively

constant throughout the year.

2.5.2 Seasonal Photosynthesis And Respiration
Data on seasonal rainfall in a Malaysian rain forest were
provided by Bandhu et al. (1973). These data were used to drive the

production forcing of the simulation mcdel and generate seasonal
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002 assimilation (photosynthesis) and respiration values for the
total ecosystem. Daily fluxes sampled at 5-day intervals are plotted
in Figure 2.21. Biomass values generated by the model were converted
to CO2 equivalents using a conversion factor of 1 g dry matter

=1.65 ¢ CO2 (Lieth 1978). Seasonal ret €O, exchange between

2
the forest stand and the atmosphere is plotted in Figure 2.22.

2.5 TROPICAL DRY DECIDUOUS FOREST MODEL

The model of seasonal carbon dynamics in a tropical dry
deciduous forest is based on a model of miombo forest at Lubumbashi,
Zaire (11°29'S,27°36'E) presented by Bandhu et al. (1973, see
Malaisse 1973 for further site description). Their seasonal model
evolved from an annual constant coefficient model during the
International Woodlands Workshop (Reichle, 0'Neill, and Olson
1973). The model simulates biomass dynamics in a compartmented
system using first-order linear differential equations, and the
solutions involve a time step of Five days (0.014 year). The model
is structured very similarly to the tropical rain forest model

(see Section 2.5).
2.6.1 Structure 0f The Model

2.6.1.1 Compartments
Ten compartments representing biomass reservoirs are modeled
(Figure 2.23). The state variables corresponding to these

compartments are defined in Table 2.15.
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Figurs 2.21. Seasonal total ecosystem photosynthesis (P) and
respiration (R) for a tropical moist evergreen forest stand. Fiux
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Figure 2.22. Seasonal net C0y exchange between the atmosphere

and a tropical moist evergreen forest stand. Net flux is respiration
minus photosynthesis. Flux units are g Cop m=2 4-1,
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Table 2.15. State variables of the tropical dry deciduous forest

model.
State Variable* Description
X1 tree leaves
X2 tree branches
X3 tree boles
Xs tree roots
XS tree flowers and fruits
x6 groundcover vegetation
X7 herbivorous insects
XB non-woody litter
x9 woody litter
X10 soil organic matter

*Unijts are kg biomass ha~t.
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2.6.1.2 Driving Variables

Seasonal dynamics of the miombo forest are assumed to be
dependent on moisture (Bandhu et al. 1973). However, the model, as
described by Bandhu et al. (1973) and in this implementation, does
not involve any exogenous driving variables. Time varying forcings
and rate coefficients (Table 2.16) are in principie related to

variations in rainfall or moisture.

2.6.1.3 Flows Or Rate Processes

Most intercompartimental fluxes are representsd as constant
donor control processes. A few flows (e.g., photosynthesis,
litterfall, and litter to soil transfer) involve time-varying rate
coefficients. The flows indicated by arrows in Figure 2.23 are
defined in Table 2.17. The notation F(i,j) indicates the flow of
biomass from compartment i to compartment j. The number 99

represents a carbon sink, generally the atmosphere.

2.6.1.4 Photosynthesis And Respiration

Seasonal variations in photosynthesis are incorporated as
monthly forcings, 11(m) and Is(m) (m=1,...,12), on tree leaves,
X], and groundcover, X6’ respectively. The monthly forcing values
are input data to the simulation program.

Respiration from live compartments is given by:
F(3,0) = riX; i=1,...,7, (2.30)

where Xi is the biomass of compartment i, and rs is a constant

rate coefficient specific to that compartment.
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Table 2.16. Time~varying rate coefficients of the tropical dry
deciduous forest model.

Rate Coefficient Description
ag(t) controls the fall of leaf litter
agg(t) controls the fall of flowers and fruit
agg(t) controls the fall of groundcover litter
agio(t) controls the transfer of non-woody litter to

soil organic matter

agipo(t) controls the transfer of woody litter to soil
organic matter
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Table 2.17. The flows of organic matter simulated by the tropical
dry deciduous forest model.

Flow2 DescriptionP
Iq tree leaf photosynthesis forcing
Ig groundcover photosynthesis forcing
F(1,99) leaf dark respiration
F(1,2) leaf to branch translocation
F(1,7) herbivory
F(1,8) Teaf litterfall: ajg(t)
F(2,99) branch respiration
F(2,1) branch to leaf translocation
F{2,3) branch to bole translocation
F(2,5) branch to flowers and fruit translocation
F(2,9) fall of dead branches
F(3,99) bole respiration
F(3,2) bole to branch transiocation
F(3,4) bole to root translacation
F(3,9) fall of dead boles
F(4,99) root respiration
F(4,3) root to bole translocation
F(4,10) transfer of dead roots to soil organic matter
F(5,99) flowers and fruits respiration
F{5,8) flowers and fruit litterfall: agg(t)
F(6,99) groundcover respiration
F(6,8) groundcover litterfall: agg(t)
F{(7,99) herbivore respiration
F(7,8) fall of dead herbivores and waste material
F(8,99) decomposition of non woedy litter (CO; evolution)
F{(8,10) decomposition of non woody litter
(transfer to soil organic matter): agjp(t)
£(9,99) decomposition of woody litter (COD, evolution)
F(9,10) decomposition of woody litter
(transfer to soil organic matter): agjp(t)
F(10,99) decomposition of soil organic matter

Aynits are kg biomass ha~! year~!.

bIncludes a 1ist of those time-varying coefficients (if any)
that influence the flow.
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2.6.1.5 Release Of Carbon Through Decomposition
The evolution of C02 during microbial decomposition of dead
organic matter is modeled by applying Equation 2.27 to the litter

compartments, X8 and X,, and the soil organic matter compartment,

9
10° Obviously, the model does not consider seasonal variation in

X
the rate of CO2 release during decompcsition. Decomposition does

exhibit seasonality, however, through time-varying rates of transfer
from litter to soil organic matter. These variations are assumed to
be related to soil and litter moisture (Bandhu et al. 1973), although

the model does not include any functional representation of this

relationship.

2.6.2 Seasonal Photosynthesis And Respiration

The time-varying coefficients and forcings which drive the
_ seasonal dynamics of the miombo forest model were provided by Bandhu
et al. (1973). These were used to derive seasonal total ecosystem
photosynthesis and respiration values. Figure 2.24 is a plot of
daily fluxes sampled at 5-day intervals. Model generated biomass
fluxes were converted to CO2 fluxes (1 g dry weight = 1.65 g COZ;
Lieth 1978). Seasonal net 002 exchange (respiration minus
photosynthesis) between the forest stand and the atmosphere is

plotted in Figure 2.25.
2.7 TUNDRA MODEL

A general model of biomass decomposition, ABISKO, was developed

by Bunnell and Dowding (1974) to compare tundra sites during the IBP
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Figure 2.24. Seasonal total ecosystem photosynthesis (P) and
respiration (R) for a tropical dry deciduous forest stand. Flux

units are g COp m™2 d-!
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Figure 2.25. Seasonal net CO, exchange between the atmosphere
and a tropical dry deciduous forest stand. Net flux is respiration
minus photosynthesis. Flux units are g COp m~2 a-1
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Tundra Program. Later the model was extended by Bunnell and
Scoullar (1975) to provide a fairly compiete desciription of tundra
biomass dynamics, and was renamed ABISKO II. In its details (e.g.,

parameters), the model describes a pure stand of Dupontia fischeri

R. Br. at Point Barrow, Alaska (71°18'N,156°40'W; see Brown et al.
1980 for a site description). The model is described by difference

equations with a time step of one day.
2.7.17 Structure C0f The Mode]

2.7.1.1 Compartments
The compartmental structure of the model is shown in Figure 2.26.
The state variables corresponding to these compartments are are

defined in Table 2.18.

2.7.1.2 Driving Variables

There are seven exogenous driving variables in the model
(Table 2.19). Daily values for these variables are interpolated
from monthly means read inte the simulation program as input data.
In addition to these driving variables, the timing of snowmelt
(28) and snowfall (Zg) influences the phenology and seasonality

of the simulated tundra.

2.7.1.3 Flows Or Rate Processes

The flows of organic matter correspond to the arrows between
compartments in Figure 2.26. The detailed functional representations
of these flows and the assumptions involved are described in Bunnell

and Scoullar (1975). 1In Table 2.20 we define these fluxes and
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State variables of the tundra modal.

State Variable*

Description

12
X13

aboveground live biomass
green iitter

old standing dead biomass
litter

soil organic matter

1ive rhizomes and stem bases
dead roots and rhizomes
soil humus

herbivores

feces

new standing dead hiomass
leachate

1ive roots

*Units are g biomass 2,
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Table 2.19. Driving variables of the tundra model.

Driving
Variable Description
A relative sunlight intensity (as a fraction of
the annual maximum)
Zp air temperature (°C)
i3 litter temperature (°C)
14 soil temperature (°C)
Ig moisture level of the standing dead
(g Ho0 g~} substrate)
Zg moisture level of the litter
(g Hp0 g~ substrate)
Iy moisture level of the soil
(g Hy0 g~ substrate)
ig day of snowmelt

g day of snowfall
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Table 2.20. Flows of organic matter simulated by the tundra model.
Flow? Descriptionb
£{99,1) photosynthetic input to aboveground live biomass: 17y, Zp

F(1,2) transfer from aboveground 1iving biomass to green litter
F(1,6) translocation to 1ive rhizomes
F(i,11) transfer from aboveground living biomass to new standing
dead biomass
F(1,13) translocation to live roots
F(1,99) respiration of above ground live: 1Z5
F(2,4) transfer of green litter to litter: I3, Zg
F{2,12) leaching of green litter: 13, Zg
F{2,99) respiration of green litter decomposers: 1a, Zg
F(3,12) leaching of old standing dead biomass: Z3, lg
F(3,99) respiration of old standing dead decomposers: 1», Ig
F(4,5) transfer from l1itter to soil organic matter: I3, /g
F(4,12) leaching of litter: 13, Ig
F(4,99) respiration of litter decomposers: 13, Zg
F(5,8) transfer from soil organic matter to
soil biomass: 14, Zy
F(5,12) leaching of soil organic matter: 1y, Iy
F(5,99) respiration of soil organic matter decomposers: 11, I3
F(6,7) death of rhizomes
F(6,13) transfer from rhizomes to roots
F{6,99) respiration of rhizomes and stem bases: 14
F(7,99) respiration of dead root decomposers: 7, I3
F(8,12) leaching of soil humus: 124, Iy
F(8,99) respiration of soil humus decomposers: 14, I3
F(10,99) respiration of feces decomposers: 13, Ig
F(11,3) transfer of new standing dead to old
standing dead: 17, Is
F(11,12) leaching of new standing dead biomass: 7o, Ig
F(11,99) respiration of new standing dead decomposers: Zo, Is
F(12,99) respiration of Teachate decomposers: 4. I3
F{13,6) translocation from live root to rhizomes
F(13.7) transfer of live root biomass to dead root biomass
F(13,99} respiration of Tive roots: 14
Aynits are g biomass m™2 d7V.

PIncludes a 1ist of those driving variables (if any) that
influence the flow.
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indicate which, if any, of the driving variables influence a
particular flow. Photosynthesis and respiration are discussed more
fully in the next section. The units of the fluxes are ¢ biomass

m 2 d7. The notation F(i,j) indicates the flow of material from
compartment 1 to compartment j. The number 99 refers to a compartment

external to the system. A1l flows into the system are labelled

F(99,3), and all flows out of the system are labelled F(i,99).

2.7.1.4 Photosynthesis And Respiration

Photosynthetic growth is expressed as
PHOTOS = (COTPHT)(Zy)(TEMPO)(SUNLIT)Xy , (2.37)

where COI1PHT is a constant (i.e., maximum photosynthetic rate);

Z. is irradiance (lLangleys), and TEMPO represents the temperature

]
effect on photosynthesis. TEMPO is given by:

0.0 22 < TPMIN
or 22 > TPMAX
(COVHPT —~ TPMIN + TPOPT)(Z.,, - TPMIN) TPMIN < Z
TEMPO = 2 2
(COTHPT — TPMIN + TPMAX - ZZ)TPOPT and 22 < TPOPT
(COTHPT — TPMIN + TPOPT)(TPMAX ~ 22) TPOPT < 22
(COTHPT ~ TPMIN + TPMAX —ZZ)TPOPT and Z2 < TPMAX.
(2.32)

where TPMIN is the minimum and TPMAX is the maximum temperature for
photosynthesis. The term TOPT defines the optimum temperature for

photosynthesis, and COTHPT is a constant describing the max i mum
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photosynthetic rate. In Equation 2.31, SUNLIT is the proportion of

green biomass capable of photosynthesis, or,
SUNLIT = 1.0 - (1.0 -~ (X4/B70T))(Xy/BMX) , (2.33)

where

8T0T = X] + X2 + x3,

1ive biomass necessary for 100% interception of incoming

il

BMX
radiation.
Respiration from live plant compartments is medeled as a
temperature dependant process. Respiration per unit live biomass,
RESi, is given by

((T ~10)/10)

RES; = a353,4

i =1,6,13, (2.34)

where a3i is the respiration rate at 10°C; a4i

coefficient, and T is the appropriate temperature (i.e., air, litter,

is the Q10

or soil).

2.7.1.5 Release 0f Carbon Through Decompesition

Respiratory losses of carbon from dead plant, litter, and soil
organic matter compartments, generate by microbial decomposers
utilizing the substrate as an energy source, is simulated with an
explicit model of microbial respiration (Bunnell and Tait 1974).
The respiration rate per unit biomass of the dead organic matter
compartments, RESi, is a function of both temperature, T, and

substrate moisture, M, and is given by
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M a a.a ((T - 10)/10) )
R(T,M) = 2 374
’ a1 + M a2 + M

(2.35)

where

a, = % moisture content at which the substrate is
half-saturated with water,

32 = % moisture content at which half the channels are
saturated and blocked with water,

ay = the respiration rate at 10°C when neither oxygen or
moisture are limiting,

a4 = the 010 coefficient.

Equation 2.35 is applied to compartments X2 to X5, X7, XB'

and xlO to X12. The parameters a,. az, a3, and 3, are

compartment specific.

2.1.2 Seasonal Photosynthesis And Respiration

Monthly values for the tundra model's driving variables
(F. L. Bunnell, pers. comm.) were used to interpolate the daily
values required by the flux equations. A plot of total ecosystem
photosynthesis and respiration values over a year is shown in
Figure 2.27. Biomass fluxes generated by the model (g biomass
m2 d']) were corrected to €0, fluxes (kg CO, m° d']) by
multiplication by (1.65)(0.001). Seasonal net CO2 exchange

(respiration minus photosynthesis) between the tundra ecosystem and

the atmosphere is shown in Figure 2.28.
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2.8 GRASSLAND MODEL

The grassland model is adapted from the shortgrass prairie
producer model described by Parton, Singh, and Coleman {1978) and
Parton and Singh (1976). Plant biomass, bolh aboveground and
belowground, is described by a compartmental model using difference
equations and a time step of one day. The model was originally
constructed for the shortgrass prairie at the US/IBP Grassland Biome
Pawnee Site (40°49'N,104°46'W) dominataed by blue grama (Bouteloua
gracilis (H.B8.K.) Lag.) (Parton and Singh 1976; Parton, Singh, and
Coleman 1978). The model has also been applied to the talldrass
prairie at the 0sage Site, dominated by 1ittle bluestem (Andropogon
scoparius Michx.), by Parton and Singh (1976). We have implemented

the Pawnee version of the model.

2.8.1 Structure 0f The Model

2.8.1.1 Compartments

Forty-one compartments or state variables are modeled
(Figure 2.29). Conceptually, the model considers a single species
of grass and does not consider other grass species, plant types, or
age classes (except for three root age classes). In practice the
model was parameterized with data for the dominant species at the
site (i.e., blue grama at Pawnee). The state variables corresponding

to the compartmants of Figure 2.29 are defined in Tabie 2.21.
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Figure 2.29. Compartmental structure of the temperate grassland
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to compartment j. The numbers 99 and 0 indicate compartments
external to the system.
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Table 2.21. State variables of the grassland model.

State

variable® Description
Xq l1ive shoots
Xo new standing dead (standing dead of current year)
X3 old standing dead
Xa aboveground litter
Xg CTowns
X6, 1 1ive juvenile roots in the ith soil layer,
Six soil layers are considered (0-5, 5-15, 15-30,
30-45, 45-60, and 60-75 cm}.
X7’1 live non suberized roots in the ith soil layer
Xg,3 1ive suberized roots in the ith soil layer
Xqg, 4 dead juvenile roots in the ith soil laver
%10, dead non suberized roots in the ith soil layer
X11,4 dead suberized roots in the ith soil layer

oo o . .
Units are g biomass m™2.
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2.8.1.2 Driving Variables

The model involves a number of driving variables. The original
model was coupled with an abiotic submodel (Parton 1976) which
calculated most of these variables, many of which responded to
changes in the state variables (i.e., there was feedback between the
biota and the abiotic environment). Cther variables were strictly
exogenous driving variables. The submodel we used to derive and
incorporate the driving variables is a minor modification of Parton
(1976). Table 2.22 describes the driving variables used in the

model.

2.8.1.3 Flows Or Rate Processes

Fluxes between compartments are modeled mechaﬁistically, and
the equations describing them can be quite complex. Details of the
functional forms can be found in Parton and Singh (1976), Parton,
Singh, and Coleman (1978), and Detling, Parton, and Hunt (1978).
Here (Table 2.23) we simply define the fluxes indicated by arrows in
Figure 2.29 and indicate which, if any, of the driving variables
influence a particular flow. The notation F(i,j) indicates the
flow of biomass from compartment i to compartment j. The number 0
represents the atmosphere; the number 99 represents a carbon/biomass

sink external to the modeled system.

2.8.1.4 Photosynthesis And Respiration
Net photosynthesis is the difference between net daytime
photosynthesis, F(0,1), and night respiration F(1,0). Net daytime

photosynthesis is calculated as a function of canopy air temperature,
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Table 2.22. Driving variables of the grassland model.

Driving

vVariable Description

27(1) soil water potential in the ith soil layer (-bars)

L5 weighted average soil water potential (-bars)

23(1) sail temperature in the i1th soil laver (°C)

) soil surface temperature (°C)

lg 14-day running average soil temperature in the top two
soil layers (°C)

7 solar irradiance (W m™2)

73(3) daytime air temperature for the jth (j =1,...,8)
daytime interval (°C)

Zg(3) nighttime air temperature for the jth (j =1,...,4)
nighttime interval (°C)

1g minimum daily air temperature (°C)

210 maximum daily air temperature (°C)

11 average daily air temperature (°C)

117 daily rainfall (cm)

13 wind speed (km h?)

phenological stage {(dimensionless)
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Table 2.23. The flows of organic matter simulated by the
grassland model.

Flowd DescriptionD

F(0,1) net daytime photosynthesis: 17p, Zg, 77, 174

F(1,0) night respiration: 1Z,, Ig

F(1,2) shoot mortality: 25, 29, 14

F(1,5) shoot to crown translocation: 1, Zy4

F(1,6%) shoot to juvenile roots translocation: Z7(1), Z3, 714

F(1,7%) shoot to non-suberized roots translocation:
5Hy(1), 22, 114

F(1,8%) shoot to suberized roots translocation: Zy(i),
1s, 13

£(2,3) tgansfgr of recent standing dead to old standing dead
(g dw biomass m2 year™')

F(2,4) fall of new standing dead: Zy,, 773

F(2,99) leaching of recent standing dead: 1Zyp

F(3,4) fall of old standing deacd: 37, Z13

F(3,99) leaching of old standing dead: 17y

F(4,0) litter decomposition: 1Z7(1), 7

F(4,99) leaching and mechanical mixing of litter: Zy9

F(5,0) crown respiration: Z7(1), 2

F(5,1) transfer of stored carbohydrates to shoots: Zj(1)

F(5,4) crown death: Z7(1), 2

F(64,0) juvenile root respiration: 177(i), Z3(i)

F(64,74) aging of juvenile roots in the ith soil layer

F(64,95) death of juvenile roots in the ith soil layer:
71(1), 23(1)

F(74,0) non-suberized root respiration: Zy(i), Z3(i)

F(7,1) transfer of carbohydrates stored in
non-suberized reoots: Z7(1)

F(75,8%) aging of non-suberized roots in the ith soil
layer: 13(1)

F(74,10%) death of non-suberized roots in the ith soil
layer: Z7(i), Z3(1)

F(85,0) suberized root respiration: Zy(i), Z3(i)

F(8,1) transfer of carbohydrates stored in suberized
roots: Zy(1)

F(85,6%) spring initiation of juvenile root growth: Zy(i)

F(84,114) death of suberized roots in the ith soil layer:
Zy(1), Z3(4)

F(95,0) decomposition of dead juvenile roots in the ith
soil layer: Zy(1), 23(1) '

F(104,0) decomposition of dead non-suberized roots in the

ith soil layer: Zy(3), Z3(1)
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Table 2.23. (Continued)

Flowd Descriptionb

F(114,0) decomposition of dead suberized roots in the ith
soil layer: 1Z7(3), 23(1)

dniess otherwise indicated, all flows are in units of
g dw biomass m™2 d~V.

DIncludes a 1ist of those driving variables (if any) that
influence the flow.
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27(j), soil water potential, 22, total shortwave solar radiation,

26, and phenology, Z,,., using the equation

14
4
F(0,1) =jf] (:j LMXPAtd /4, (2.36)
where

Cj = the combined effect of daily weighted
average soll water potential and air temperature,

L = jeaf area index,

Mx = net photosynthesis rate for a given irradiance
under conditions of optimal temperature and soil
water potential,

P = phenology control parameter,

Atd/4 = length of daytime period j.

The term Mx is given by a piecewise linear approximation of the
functional relationship presented by Parton, Singh, and Coleman
(1978). The leaf area index and phenology control parameter

(a function of 7 Table 2.22) are calculated according to

14’
Parton, Singh, and Coleman (1978). The term Cj is determined for
each jth daylight time period using the equation presented by
Detling, Parton, and Hunt (1978).

Shoot dark respiration, F(1,0), is a function of nighttime air

temperature, Zs(j), and the weighted average soil water potential.

The flux is described by

F(1,0) = £ C,LAt /4 , (2.37)
=1 100
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where Cj is dark respiration as a function of nighttime air
temperature and soil water potential; L is leaf area index, and
Atn/4 is the length of nighttime pericd j. The equation used to
obtain Cj is described by Detling , Parton, and Hunt (1978).
Root respiration in the ith soil layer is calculated as a
function of soil water potential, 21(1), and temperature, 23(1).

using the equations

F(éi,O) = MrTrRlxﬁ,i . (2.38a)
F(71,0) = MrTrR2X7’] , (2.38b)
F(Bﬁ,O) = MrTrR3x8,1 , (2.38¢)
where
Mr = control parameter for the effect of soil water
potential,
Tr = control parameter for the effect of soil temperature,
Rj = maximum fraction of root biomass of type J]
respired per day at 0 bars soil water potential,
xj . live root biomass of type j in the ith soil layer.

The control parameters Mr and Tr are given by egquations described
in Parton, Singh, and Coleman (1978).

Crown respiration is calculated using Equation 2.38b with the
following modifications: crown biomass, XS’ replaces root biomass;
soil surface temperature, 24, is used to determine T; and soil
water potential in the top 5 cm, 21(1), is used to determine Mr'
Also, the maximum respiration rate for non-suberized roots, RZ’ is

assumed to approximate that for crowns.
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2.8.1.5 Release 0f Carbon Through Decomposition
The release of CO2 during the decomposition of dead roots is

described by

F(9;,0) = D) min(My,T4) Xg ydy (2.392)
F(10,,0) = D) min(M3,T0) X4 od; (2.39b)
i i 10,171
F(112,0) = 0} min(M?,T?) X7, 195 (2.39¢)
where
D? = maximum turnover rate for dead roots of type j,
Xj’1 = dead root biomass of type j in the ith layer,
d1 = depth control parameter for decomposition in the
ith soil 1layer,
M? = s0i] water control parameter for decomposition in
ith soil layer,
T? = soil temperature control parameter for decomposition

in the ith soil layer.

The control parameters M? and T? are implemented as piecewise
linear approximations of the functional relationships presented by
Parton, Singh, and Coleman (1978). The formulation min(Mg,T?)
indicates that only the most limiting factor, the minimum control
parameter, is used to depress the maximum root turnover rate, Dg.

The release of C02 in the decomposition of aboveground litter,
F(4,0), is a function of 1itter biomass, Xq, soil water potential in
4
Equation 2.39b is used with the assumption that maximum litter

the top soil laver, 21(1), and soil surface temperature, 7
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turnover due to decomposition is 75% of that for non-suberized
roots. We decompose dead crowns and litter mixed into the top soil
layer with the same equation used for aboveground litter, with the
appropriate biomass substitutions. This may be a slight deviation
from Parton, Singh, and Coleman (1978), who did not explicitly

describe the fate of these components.

2.8.2 Seasonal Photosynthesis And Respiration

An only slightly modified version of Parton's (1976) abiotic
model was used to generate driving variables for the simulation
model. Parameters for the abiotic model were taken from Parton
{(1976), Parton and Singh (1976), and Parton (1978). Input data for
the abiotic model were extracted from various US/IBP Grassland
Biome Technical Reports and a climatic atlas of the United States
(U.S. Department of Commerce 1968). When daily input values were
called for, they were interpolated from monthly means using a
piecewise-linear spline function. Daily rainfall was an exception
and was obtained by dividing the appropriate mean monthly rainfall
by the number of days in the month. The input data were generally
long-term averages, and they permitted simulation of seasonal total
stand photosynthesis and respiration values for an "average" year.
A plot of daily fluxes sampled at weekly intervals is shown in
Figure 2.30. Biomass fluxes generated by the model were converted to
CO0, fluxes using a conversion factor of 1 g dry matter = 1.467 g CO

2
(Brown and Trlica 1974). Seasonal net C02 exchange hetween the

2

grassland stand and the atmosphere is plotted in Figure 2.31.
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Figure 2.31. Seasonal net COo exchange between the atmosphere
and a temperate grassland plot. Net flux is_respiration minus
photosynthesis. Flux units are g COp m2 d7).
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2.9 DESERT AND ARID SHRUBLAND MODEL

The model of seasonal carbon dynamics in arid lands is an
adaptation of models developed as part of the US/IBP Desert Biome
Program (see Goodall 1981). The models were designed as general
models for the North American deserts; our implementation targets
the Mohave Desert site at Rock Valley, Nye County, Nevada
(approximately 37°N,116°30'W). The site is a perennial shrub desert

dominated by ragweed (Ambrosia dumosa (Gray) Payne) and squawberry

(Lycium andersoni Gray) (see Turner and McBrayer 1974 for further

site description). Production or carbon assimilation is modeled
with an adaptation of Valentine's (1974) plant processes submodel;
decomposition is modeled with an adaptation of Parnas and Radford's
(1974) decomposition submodel. These mechanistic process oriented
models are described by difference equations with a time step of
one day. In the original Desert Biome implementation difference
equations with time steps variable by submodel were used to

approximate the differential equations (Goodall and Gist 1973).
2.9.1 Structure 0f The Model

2.9.1.1 Compartments

The compartmental structure of the arid lands model is
i1lustrated in Figures 2.32 and 2.33. Figure 2.32 depicts the plant
production portion of the model; Figure 2.33 shows the structure of
the decomposition submodel. The compartments of Figure 2.32 are

repeated for three functional plant groups (i.e., annuals, perennial
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Figure 2.32. Compartmental structure of the desert and arid
shrubland model - production submodel. The number 99 refers to a
compartment external to the system. The numbers 19, 20, 21, and 22
refer to compartments in Figure 2.33.



143

ORNL --DWG 85-14264

i 99 \ 99
STANDING |
DEAD LITTER
X9 X 20
99 99 ~—
1 l r \\\\\\\\\\ﬂ; ¥
BELOWGROQUND SOIL ORGANIC SOIL
(ODEOAD) . MATTER MINERALS
—10cm (0—10cm) (0—10cm)
X2 X 23 X5

| T 1

BELOWGROUND SOIL ORGANIC SOIL
(1(;3E3%D MATTER > MINERALS
—30cm) (10—-30cm) {10-30cm)
1 X 22 X 24 X 26
99 99

Compartmental structure of the desert and arid
shrubland model - decomposition submodel. The arrows indicate the
flux of biomass from compartment i1 to compartment j. The number 99
indicates a compartment external to the system; the letter i refers

to source compartments in Figure 2.32.

Figure 2.33.
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herbs, and woody shrubs), and dry matter within each compartment

is divided into nitrogen, ash, protein carbon, reserve carbon,

and structural carbon. Similarly, the dead organic material of
Fiqure 2.33 is divided into these five constituents. The biomass of
n decomposer groups is modeled, where n is equal to the number of
dead material types.

The state variables corresponding to the compartments of
Figures 2.32 and 2.33 are described in Table 2.24. Recall that each
organic matter state variable is subdivided into five constituents:
protein carbon, reserve carbon, structural carbon, nitrogen, and
ash. The soil mineral compartments contain nitrogen and ash.

Not depicted in Figure 2.33, for the sake of clarity, are
compartments or state variables representing decomposer biomass.
There is a specific decomposer group associated with each soil
horijzon, the standing dead, and the litter. These state variables

are also given in Table 2.24.

2.9.1.2 Driving Variables

Most processes in the model are described mechanistically and
involve a number of exocgenous driving variables and driving
variables calculated within the model. These variables are defined
in Table 2.25.

Driving variables 7,10 27 are incorporated as daily inputs

3

to the simulation program. Variables 28 and Zg(i) are

calculated within the model.
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Table 2.24. State variables of the desert and arid shrubland model.

State
Variable* Description
annuals
X4 photosynthetic organs
X2 aboveground structural organs
X3 reproductive organs
X3 belowground organs (0-10 cm)
Xg belowground organs (10-30 cm)
Xe seed pool

Xq photosynthetic organs

Xg aboveground structural organs
Xg reproductive organs

X10 belowground organs (0-10 cm)
1 belowground organs (10-30 cm)
Xy2 seed pool

woody shrubs

X13 photosynthetic organs

X14 aboveground structural organs
X15 reproductive organs

X16 belowground organs (0-10 cm)
X17 belowground organs (10-30 cm)
X18 seed pool

dead organic material

X149 standing dead

X20 litter

X217 belowground dead (0-10 cm)

X272 belowground dead (10-30 cm)
X23 soil organic matter (0-10 cm)
Xo4 soil organic matter (10-30 cm)
X25 soil minerals (0-10 cm)

X26 soil minerals (10-30 cm)
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Table 2.24. (Continued)
State
Variable* Description
decomposers
Xo7 decomposers of standing dead
X28 decomposers of litter
X2g decomposers of the upper soil horizon
X30 decomposers of the lower soil horizon
*Units are g C (or N or ash) ha~t.
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Table 2.25. Driving variables of the desert and arid
shrubland model.

Driving

Variable Description

Z1(1) soil temperature in the jth soil horizon (°C)
Z5(1) soil water potential in the ith soil horizon {bars)
i3 mean daytime air temperature (°C)

1a mean nighttime air temperature (°C)

Ig photoperiod (hours)

123 precipitation (mm)

17 ‘ solar radiation (cal cm=2 d71)

g current phenological stage (nondimensional)
Zg(1) soil nitrogen concentration in the ith soil

horizon (g ha~! mm~1)
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2.9.1.3 Flows Or Rate Processes

The arrows in Figures 2.32 and 2.33 represent the flux of
chemical constituents between components of the model. Many of
these fluxes are described by equations relating a flux rate to
various combinations of driving variables and carbon concentrations.
These functions are for the most part too complex to be adequately
described in the limited scope of this synopsis. In Table 2.26 we
only define the model fluxes and indicate which, if any, of the
driving variables influence a particular flow. Full details can be
found in Valentine (1974) and Parnas and Radford (1974). The
notation F(i,j) indicates the flow of constituent material from
compartment 1 to compartment j. The number 99 indicates a
source/sink external to the system. A}l flows into the system are
labelled F(99,j); a1l fiows out of the system are labelled F(1,9%9).
Some flows involve all four of the motile constituents (storage
carbon is not transferred), others invoive only 002 carbon or
reserve carbon. The fluxes labelled F(i,j)* involve only C02
carbon; those labelled F(i,j)** involve only reserve carbon. Those
flows without asterisks involve all four motile constituents (i.e.,
nitrogen, ash, protein carbon, and reserve carbon).

Within each plant organ compartment there are three carbon
subcompartments. These subcompartments are illustrated in
Figure 2.34. The possible fluxes between carbon fractions are
indicated by arrows in Figure 2.34 and are defined below:
f(p,r) - allocation of carbon to reserve pool after protein

synthesis is provided for,
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Table 2.26. The flows of carbon, nitrogen, and ash simulated by the
desert and arid shrubland model.

Flowd.b Description®

Production Sub-system (Figure 2.32)
annuals

F(99,1)* net daytime photosynthesis: 1, 73, 75, Z
25 £330 L5, 4]

F(1,2)%* translocation from leaves to structural organs:
L3, 13, 14, I3
F(1,3)** translocation from leaves to reproductive
organs: 1o, I3, 14, 13
F(1,4)** translocation from leaves to belowground organs
in the upper soil horizon: 1, 13, 14, Ig
F(1,5)*% translocation from leaves to belowground organs
in the lower soil horizon: 1p, 73, 74, Ig
F(1,19) transfer of dead leaves to standing dead: 2y, 7o, Ig
F(1,20) transfer of dead leaves to litter: 1y, 75, Ig
F(1,99)* leaf respiration: 1, 14
F(2,19) transfer of dead structural parts to standing
dead: 2y, Ip, g
F(2,20) transfer of dead structural parts to litter:
Ly, 13, 1g
F(2,99)* structural organ respiration: 17, 13, I
F(3,6) seed shedding: 127, Ip, Ig
F(3,99)* reproductive organ respiration: 1o, 13, 14
F(4,21) root mortality in the upper soil horizon: Z7(3), Zp(i)
F(4,99)* root respiration from the upper soil horizon:
73(1), 2p(i)
F(5,22) root mortality in the lower soil horizon: Zy(i), Zp(i)
F(5,99)* root respiration from the lower soil horizon:
29(3), (i)
F(6,1) seed germination: Z9(1), Z2(1)
F(6,2) seed germination: Z7(1), Z2(1)
F(6,3) seed germination: Z7(1), Z(1)
F(6,4) seed germination: Z7(1), Z3(1)
F(6,5) seed germination: Z7(1), 12(1)

perennial herbs

F(99,7)* net daytime photosynthesis: I3, I3, Is, 13

F(7,8)** transiocation from leaves to structural organs:
1p, 13, 14, 1g

F(7,9)%* trans1ocat10n from leaves to reproductive
organs: g, 2

F(7,10)** translocat1on %rom 1eaves to belowground organs

in the upper soil horizon: 1, 73, 14, Ig
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Table 2.26. (Continued)

Fiow?,h Description®

F(7,11)%* translocation from leaves to belowground organs
in the lower soil horizon: 1p, 13, 14, Ig

F(7,19) transfer of dead leaves to standing dead: 1y, Ip, Ig

£(7,20) transfer of dead leaves to litter: 7y, 73, Ig

F(7,99)* Teaf respiration: 13, Z4

F(9,19) transfer of dead structural parts to standing
dead: 7y, 72, Ig

F(8,20) transfer of dead structural parts to litter: 1y, Zp, Ig

F(8,99)* structural organ respiration: Zp, I3, Z4

F(9,12) seed shedding: 7y, 17, Ig

F(9,99)* repreductive organ respiration: s, I3, I3

F(10,7) translocation during leafing out: Zy(1),
7,(1), Ig

F(10,8) translocation during leafing out: 2Z7(1),
15(1), ig

F(10,9) translocation during leafing out: Zj(3),
12{1), 1g

F{10,21) root mortality in the upper soil horizon:
27(1), Zp(1)

F(10,89)* root respiration from the upper soil horizon:
77(1), (1)

F(11,7) translocation during leafing out: Z7(2),
12(2), 1g

F(11,8) translocation during leafing out: Z3(2),
12(2), Ig

F(11,9) translocation during leafing out: Z7(2),
15(2), 1g

F(11,22) root mortality in the lower soil horizon:
71(2), 7p(2)

F(11,99)* root respiration from the lower soil horizon:
11(2), 15(2)

FQ(1z, 1) seed germination: Z7(1), Z2(1)

F(12.8) seed germination: Zy(1), Z3(1)

F(12,9) seed germination: Z3(1), Z2(1)

F(12,10) seed germination: Z7(1), Z3(1)

F(12,11) seed germination: Zy(1), Zp(1)

woody shrubsd

F{99,13)* net davtime photosynthesis
F(13,14)**  translocation from leaves to structural organs
F(13,15)** translocation from leaves to reproductive organs
F(13,16)**  translocation from leaves to belowground

organs in the upper soil horizon
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Table 2.26. (Continued)

Flowd.b Description®

F(13,17)** translocation from leaves to belowground
organs in the lower soil horizon

F(13,19)** transfer of dead leaves to standing dead

F(13,20) transfer of dead leaves to litter

F(13,99) leaf respiration

F(14,13) translocation during leafing out

F(14,15) translocation during leafing out

F(14,19) transfer of dead structural parts to standing dead

F(14,20) transfer of dead structural parts to litter

F(14,99)%* structural organ respiration

F(15,18) seed shedding

F(15,99)* reproductive organ respiration

F(16,13) translocation during leafing out

F(16,15) translocation during leafing out

F(16,21) root mortality in the upper soil horizon

F(16,99)* root respiration from the upper soil horizon

F(17,13) translocation during leafing out

F(17,15) translocation during leafing out

F(17,22) root mortality in the lower soil horizon

F(17,99)* root respiration from the lower soil horizon

F(18,13) seed germination

F(18,14) seed germination

F(18,15) seed germination

F(18,16) seed germination

F(18,17) seed germination

Decomposition Sub-system (Figure 2.33)%

F(i,19) input of dead organic matter to standing dead

F(19,25) mineralization of nitrogen from standing dead

F(19,25) mineralization of ash from standing dead

F(19,99)* decomposer respiration from standing dead

F(i,20) input of dead organic matter to litter

F(20,23) external breakdown of litter

F(20,25) mineralization of nitrogen from litter

F(20,25) mineralization of ash from litter

F(20,99)* decomposer respiration from litter

F(i,21) input of dead organic matter to belowground
dead in the upper soil horizon

F(21,23) external breakdown of belowground dead in the
upper soil horizon

F(21,25) mineralization of nitrogen from belowground

dead 1in the upper soil horizon
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Table 2.26. (Continued)

Flowd,D Description®

F(21,25) mineralization of ash from belowground
dead in the upper soil horizon

F(21,99)* decomposer respiration from belowground
dead in the upper soil horizon

F(1,22) input of dead organic matter to belowground
dead in the lower soil horizon

F(22,24) external breakdown of belowground dead in
the Tower soil horizon

F(22,26) mineralization of nitrogen from belowground
in the Tower soil horizon

F(22,26) mineralization of ash from belowground dead
in the lower soil horizon

F(22,99)* decomposer respiration from belowground dead
in the lower soil horizon

F(23,25) mineralization of nitrogen from the soil
organic matter of the upper soil horizon

F(23,25) mineralization of ash from the soil
organic matter of the upper soil horizon

F(23,99) decomposer respiration from the soil
organic matter of the upper soil horizon

F{24,26) mineralization of nitrogen from the soil
organic matter of the lower soil horizon

F(24,26) mineralization of ash from the soil organic
matter of the lower soil horizon

F(24,99)* decomposer respiration from the soil organic

matter of the lower soil horizon

aynits are g C (or N or ash) ha™) d7'.
bsee text for significance of asterisks.

Cincludes a list of those driving variables (if any) that
influence the flow.

dThe influence of driving variables is identical to that for
perennial herbs.

A11 respiratory fluxes and external breakdown are influenced
by the temperature (Zy) and water potential (Z3) of the
appropriate horizon. Litter and standing dead decay are driven by
air temperature (Z3, Z4) and soil water potential in the upper
horizon (7Z3(1)). Mineralization is also influenced by soi]
nitrogen concentration.
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model. The arrows represent the transformation of carbon from
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f(r,p) - allocation of reserve carbon to protein carbon for

f(r,s) - allocation of reserve carbon to structural carbon.
Decomposers are associated with the standing dead, litter,
belowground dead, and soil organic matter compartments of

Figure 2.33.

clarity.

sink not included in Figure 2.33 are defined in Table 2.27.
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protein synthesis,

2.9.1.4 Photosynthesis And Respiration

These are not depicted in the figure for the sake of

The flows between decomposers, substrate, and material

The model computes a mean hourly rate of net daytime carbon

fixation.

daytime air temperature (Z3), mean hourly irradiance for the

(] 1]
day (Z7 ), and mean weighted soil water potential (Z2 ), or

-
|

where

PH =

Pumax

F1(Zy)
[]

f2(2, )

il

il

f3(22|) =

The functional forms for f], f

Valentine

in PHMAX and optimal temperature (Z3 where f1(23) =1.0) as a

result of

This net daytime photosynthesis is a function of mean

- PHMAXF1(ZB)f2(ZB )f3(22 )

realized hourly rate of net photosynthesis,

= optimal hourly rate of net photosynthesis,

effect of air temperature,
effect of irradiance,
effect of soil water.

o3 and f3 can be found in

(2.40)

(1974) and Goodall (1981). The model allows for changes

acclimatization (see Valentine 1974).
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Table 2.27. The flows of carbon and nitrogen simulated by the
desert and arid shrubland model that are not depicted
in Figure 2.33.

Flowd Description

F(19,27) assimilation of standing dead material by the
standing dead decomposers

F(20,28) assimilation of litter material by litter decomposers

F(21,29) assimilation of upper soil horizon belowground
dead by decomposers of the upper soil horizon

F(22,23) assimilation of lower soil horizon belowground
dead by decomposers of the lower soil horizon

F(23,29) assimilation of upper soil horizon soil organic
matter by decomposers of the upper soil horizon

F(24,30) assimilation of lower soil horizon soil organic
matter by decomposers of the lTower soil horizon

F(25,28) nitrogen immobilization by litter decomposers

F(25,29) nitrogen immobilization by decomposers of the
upper soil horizon

F(26,30) nitrogen immobilization by decomposers of the
lower soil horizon

F(27,19) death of standing dead decomposers

F(28,20) death of litter decomposers

F(29,23) death of upper soil horizon decomposers

F{30,24) death of lower soil horizon decomposers

aynits are g C or g N ha~! d-1.
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The daily net photosynthesis rate is given by
Pp = Puis (2.41)

where 25 is the photopericd. The amount of carbon actually fixed

per day (PN) is
PN = PpX1p » (2.42)

where le is the amount of protein carbon in the photosynthetic
organs. Equations 2.40, 2.41, and 2.42 are applied to annuais,
perennial herbs, and woody shrubs. Constants such as PHMAX may vary
with plant type, and XIp is replaced by le, X7p, and x13p.
Hourly rates of respiration for photosynthetic organs are

averages over dark hours. Hourly rates of respiration for
non-photosynthetic organs are averages over a 24-hour period.
Respiration rates for the organs of each plant type are calculated

as functions of air temperature {(soil temperature for roots) and

soil water potential using equations of the form

Ry(3) = a,(3) + a,(exp(ag(IT) F,(W) , (2.43)

where

#

RH(j) hourly respiration rate of the jth organ,

a;(3)-a5(3)

rate parameters,

T

i

temperature (air temperature for
aboveground organs, soil temperature for
belowground organs, adjusted for acclimation,

the effect of soil water potential,

i

f (i)
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W = 501l water potential of the horizon

appropriate for organ j.
The functional form of f4(W) is described in Valentine (1974) and
Goodall (1981). Daily rates and amounts of carbon respired are

obtained by the appropriate transformations.

2.9.1.5 Release Of Carbon Through Decomposition
Carbon dioxide is released during decomposition through
decomposer respiration. The rate of carbon release via microbial

decomposition is

RAo=L(Zn.), (2.44)
c i
where
Rm = rate of carbon release,
E = summation over all carbon types,
? = summation over all dead organic matter compartments,
¢ = rate of respiration of carbon type ¢ from decomposition

of dead organic matter type i.

The rate ryc is given by
ric = (1 - e)0ic , (2.45)

where e is the efficiency of microbial assimilation, and D4, is the

rate of decomposition of carbon type ¢ in dead organic matter type 1.

2.9.2 Seasonal Photosynthesis And Respiration
Input data for the driving variables were generated by a

subroutine provided by Valentine (1974) that involved empirically
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derived parameters, data tables, and sinusoidal variations with

time. The driving variables permitted simulation of seasonal total
ecosystem (less live plant consumers) photosynthesis and respiration.
A plot of daily fluxes, samplied weekly, is shown in Figure 2.35.
Carbon fluxes were converted to C02 fluxes using a conversion

factor of 1 g C = 3.66 g CO2 (Brown and Trlica 1974). Seasonal

net CO2 exchange (respiration minus photosynthesis) between the

vegetation and the atmosphere is plotted in Figure 2.36.
2.10 CROPLAND MODEL

Seasonal carbon dynamics in a cropland ecosystem are modeled
with the BACROS model of de Wit et al. (1978). The model simulates
the vegetative growth phase of a corn (Zea mays L.) crop in
Fievoland, The Netherlands (approximately 52°30'N,5°30°E). The
model is described by differential equations, and the solutions

involve a time step of one hour.
2.10.1 Structure 0f The Model

2.10.1.1 Compartments

There are four compartments in the medel; three biomass
compartments and a plant water compartment (Figure 2.37). The state
variables corresponding to these compartments are defined in

Table 2.28.

2.10.1.2 DOriving variables
Seasonal CO2 dynamics are driven by micro-weather. A complex

weather submodel calculates the daily course of micro-weather
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Table 2.28. State variables of the cropland model.

Variable Description Unit
Xy shoot weight (kg dry matter ha"])
Xo root weight (kg dry matter ha‘1)
X3 weight of reserve starches (kg dry matter ha'])
X4 plant water content (kg Ho0 ha~l)
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parameters within the crop and soil from standard meteorological
data (see de Wit et al. 1978 for details). Daily values of five
weather parameters are input data for this weather submodel. These
driving variables are described in Table 2.29. 1In addition to these
exogenous driving variables, a number of time-varying parameters

(e.g., chemical composition of tissue) are used in forcing functions.

2.10.1.3 Flows Or Rate Processes

The arrows between compartments in Figure 2.37 represent the
flows of organic matter. The detailed functional representations of
these flows and the assumptions involved are described by de Wit et
al. (1978). 1In Table 2.30 we define these fluxes and indicate
which, if any, of the driving variables influence a particular
flow. Figure 2.37 and Table 2.30 do not show the complex
interactions between state variables, fluxes, and auxilary variables
(see de Wit et al. 1978). Photosynthesis and respiration are
discussed more fully in the next section. The units of the fluxes
are kg dry matter

ha”! h7'.

h The notation F(i,j) represents the flow of material

from compartment i to compartment j. The numbers 99 and 98 refer
to carbon and water compartments (respectively) external to the
system. A1l flows into the system are labelled F(99,)) or F(98,]),

and all flows out of the system are labelled F(i,99) or F(i,98).

2.10.7.4 Photosynthesis And Respiration

Photosynthetic assimilation of COp is described by:

Fn = (Fp - Fg)(1 - exp(-eRy/Fm)) + Fq , (2.46)
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Table 2.29. Oriving variables of the cropland model.

Driving
Variable Description
73 wind speed (m s“)
1 dew point temperature (°C)
13 daily minimum temperature (°C)
L4 daily maximum temperature (°C)

1 solar radiation (J m™2 d71)
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Table 2.30. The flows of carbon and water simulated by the
cropland model.

Flowd DescriptionP

F(99,1) photosynthesis: 13, 23, I5

F(3,1) conversion and translocation from reserves to shoots
F(3,2) conversion and translocation from reserves to roots
F(3,99) respiration‘

F(98,4) water uptake by plant: 73, I

F(4,98) transpiration: 2y, Zp, 13, 3, 15

3nits of the flows are g m~2 h~1 for water and
kg ha~! h~1 for carbon.

bIncludes a 1ist of those driving variables (if any) that
influence the flow.
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where Fn is net assimilation, RV is absorbed radiant flux in the
photosynthetically active range, Fm is the maximum rate of net
assimilation at high light intensities, e is efficiency at the light

compensation point, and F, is net assimilation in the dark (i.e.,

d
dark respiration). Dark respiration is a constant proportion of
positive CO2 assimilation.

The maximum rate of net assimilation (Fm) is dependent on
leaf temperature and a limiting feedback from the level of reserve
photosynthate. Stomatal control is reflected in the dependence of
the net assimilation rate on intercellular COz—concentration.
When leaf water is limiting, net assimilation is also governed by
the stomatal! resistance for transpiration. Details of these
functional representations and the complex calculation of energy and
water balances used in the simulation of photosynthesis can be found
in de Wit et al. (1978).

Total plant respiration is the sum of growth and maintenance
respiration of the shoots and roots, CO2 evolution resulting

from mineral uptake, and CO, evolution resulting from the

2
decarboxylation of organic anions. Respiration associated with
mineral uptake is a constant times the starch required for mineral
uptake (an auxilary variable in the model), and respiration due to
decarboxylation is a constant times the rate of transport of organic
anions to the root. Maintenance respiration is proportional to the

starch requirements for maintenance of the shoots and roots. These

starch requirements are mobilized from the reserve compariment.
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Although the respective costs of maintaining the roots and shoots

may differ, the proportionality constant is the same for the two
compartments. Growth respiration is the sum of the respiration

costs associated with the growth rates of proteins, carbohydrates,
fats, lignins, minerals, and the starch requirements for the
transport of organic ions in the roots and shoots. These costs are

a constant proportion of the associated growth rates. The simulation
of these growth rates and the conversions from photosynthate to the

various constituents is described in detail by de Wit et al. (1978).

2.10.1.5 Release 0f Carbon Through Decomposition

The BACROS model of de Wit et al. (1978) does not consider
respiratory losses from dead plant material and soil organic
matter. In fact, the model does not even provide for plant
mortality or the production of litter during or after the growing
season. BACROS is not unique among crop models in this regard (see
King and DeAngelis 1986).

Litter production and, consequently, 002 evolution due to
decomposition are heavily dependent upon culture practices. The
production and fate of crop residues depend on whether the corn is
grown for grain or silage, on whether stems left after the harvest
of the grain (the stover) are left standing, mulched, or removed
from the field, and whether there is conventional tillage, stubble
mulch farming, or no tillage. de Wit et al. (1978) do not describe

the culture practices of the crop they simulate.
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Given that BACROS does not consider litter production or
decomposition, and given the lack of any decomposition model that
can be readily coupled with BACROS (see King and DeAngelis 1987), we
are forced to make some very simplifying assumptions about the CO2
evolution associated with decompesition in the corn field., We
assume that the crop is grown for grain production, and that 37% of
net primary production is harvested with the grain. W4We base this
percentage on an assumed harvest index (yield/aboveground net
production) of 0.43 (Mitchell 1984)., We further assume that all
crop residues decay at a constant rate during the non-growing season
when photosynthesis is zero), and there is no net litter
accumulation (i.e., all residues are gone by the beginning of the
following growing season). Under the assumption that Titter
production is minimal during crop growth, there is no litter decay
during the growing season. Alternative, more realistic, treatments
are possible, but they are too involved to be implemented within the
scope of this report. This limitation can be alleviated with the
development of agroecosystem models that consider both production
and decomposition processes over an entire year. Current model

development is moving in this direction (Basil Acock, pers. comm.).

2.10.2 Seasonal Photosynthesis And Respiration

The daily values of the cropland model's driving variables for
a field in Flevoland, The Netherlands, provided by de Wit et al.
(1978) were used as model input. A plot of simulated photosynthesis

and live plant respiration is shown in Figure 2.38. Remember that
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the constant respiratory fluxes during the non-growing season are
the result of simplifying model assumptions. Similarly, respiration
during the growing season is only autotrophic respiration. Carbon

dioxide fluxes generated by the model (kg CO ha " h']) were

2 -1

2

converted to g (:02 m “ d ' by summing hourly fluxes for each

day and using a conversion factor of 0.1. Seasonal net CO2
exchange (respiration minus photosynthesis) between the cropland and
the atmosphere is plotted in Figure 2.39.

Together, the cropland model and the nine models of natural
ecosystems (Sections 2.1 to 2.9) are an appropriate set of
site-specific ecosystem models. They are good representative models
of their ecosystem types, they simulate the CO2 dynamics necessary
for incorporation into a seasonal 602 exchange function, and they
meet the criteria set forth at the beginning of this chapter. The
set of models is not unique; other models could be substituted as
ecosystem representatives. However, the problem of extrapolation,
of how to extend site-specific models of CO2 exchange across
larger heterogeneous regions, is characteristic of any set of
site-specific models, regardless of the identity of individual
members. In the following chapters we investigate this central
problem of extrapolation using the set of ten site-specific models

described in this chapter.
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CHAPTER 3
A GLOBAL COo EXCHANGE FUNCTION FOR THE TERRESTRIAL BIOSPHERE

Generating a global CO2 exchange function from the
site-specific models of Chapter 2 is an extrapolation problem. The
models must be extended to cover areas larger than the particular
sites for which they were originally designed. Phase one of the
extrapolation process is the identification of the geographical
extent of the biome or ecosystem type over which each of the
site-specific models can be taken as representative. Phase two is
the simulation of regional CO2 exchanges at the resolution of the
tracer transport model involved. This chapter describes a simple
extrapolation (presented as a first approximation), generates a set
of 002 exchange functions that differ in their geographic

resolution, and compares these exchange functions with existing

functions of the same resolution.
3.1 BIOME IDENTIFICATION AND GEOGRAPHICAL EXTENT

3.1.1 Model Biome Identification

Any classification of ecosystems or plant formations is to some
degree subjective (Lieth 1975a). The classification scheme, and
mapping of gecgraphical distribution, is dependent on the criteria
for similarity (e.g., biotic or ciimatic) and the purpose behind the
classification. No matter how classified, a biome will have a
considerable amount of internal hetercgensity in vegetative,

¢limatic, and edaphic characteristics, as well as land use and
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successional stages. We dealt with this problem of biome
ijdentification and heterogeneity by combining the site-specific
models with the classification and mapping of major world ecosystems
described by 0lson, Watts, and Allison (1983). 1In essence we
allowed the models of Chapter 2 to define the biomes.

The ten site-specific models encompass at some coarse level much
of the variation in global biome types; they include tropical and
temperate sites, forest and grassland, and deciduous and evergreen
vegetation. The land cover classification of 0Olson, Watts, and
Allison (1983), hereafter referred to as the 0lson classification,
involves a much finer dissection of vegetation. Each cell of 0.5°
Jatitude by 0.5° longitude is assigned to one of over 50 ecosystem
types. Our problem was one of aggregation. We had to assign each
of the Olson ecosystem complexes to the most appropriate
site-specific model, on average, a five to one aggregation.

The assignments were largely based on obvious structural
characteristics and general type similarities. For example, forest
types within the 0lson classification were assigned to one of the
forest models, and not to the grassland model. Forest types
dominated by conifers were assigned to one of the two conifer
models, rather than one of the broadleaf models. These assignment
decisions, as well as more subtle decisions, were guided by the
descriptions of the ecosystem complexes provided by Olson, Watts,
and Allison (1983) and their global map of ecosystem complexes.
Problematic assignments were, on occasion, influenced by the

classifications and mappings of global vegetation and land use
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provided by Haden-Guest, Wright, and Tecliff (1956), Walter (1985),
Espenshade and Morrison (1983), Matthews (1983), and Wilson and
Henderson-Sellers (1985). Throughout the process, we made subjective
judgments on the appropriateness of particular assignments. These
judgments were influenced by the general "intuition" that developed
from working with the site-specific models, the Olson classification,
the supplementary references, and several iterations of the
assignment process. We present the final assignments (Table 3.1)
and briefly describe cur reasoning behind a couple of the more
problematic assignments. A description of Qlson's land cover
categories or ecosystem complexes can be found in Olson, Watts, and
Allison (1983).

For the most part, a particular assignment did not vary with
geographic Jocation. An exception is Olson's forest/field complex.
None of the site-specific models reflect the heterogeneous mixture
of woodlands and open fields or disturbed areas described by this
type (see Olson, Watts, and Allison 1983). Consequently, we decided
that those areas designated as forest/field would be assigned to the
site-specific foresti medel that best fit the surrounding intact
forest. We reasoned that in many cases these forest/field mosaics
were the result of incomplete land clearing, and hence the forest
elements of the complex would be similar to the forests surrounding
that area. We assigned each area of forest/field to the
site-specific model specified by Olson's classification of the
neighboring intact forest using our derived correspondence between

Dison's classification and the site-specific models (Tabie 3.1).



Table 3.1. The correspondence between the site-specific models and Olson's land cover categories.

175

Site-specific model?

0lson ecosystem complex

Temperate Broadleaf Deciduous Forest (11)

Temperate Broadleaf Evergreen forest (15)

Cool Coniferous Forest (22)

Warm Coniferous Forest (25)

Tropical Moist Evergreen Forest (33)

Tropical Dry Deciduous Forest (35)

Tundra (44)

Grassland (45)

Desert and Arid Shrubland (55)

Cropland (66)

Cool hardwood-conifer

Deciduous warm woods with conifers
Deciduous {summergreen forest)
forest/field complex

Broad-leaved evergreen or partly deciduous forest

Evergreen broad-leaved and/or conifer forest
Broad-leaved south temperate forest

Tropical montane complex

Mediterranean type

Forest/field complexd

Cool conifer forest

Main taiga

Southern continental taiga
Northern or maritime taiga
Forest/field complex

Warm or hot conifer forest

Partly evergreen broad-leaved and/or
subtropical conifer forest

Other dry or highland tree or shrub typesb

Forest/field complex

Evergreen equatorial forest
Trepical seasonal forest
Forest/field complexP

Tropical dry forest and woodland
Forest/field complex

Tundra
Wocded tundra
Bog/mire of cool or cold climates

Cool grassland/scrub

Warm or hot shrub and grassland
Siterian parklands

Tibetan meadows

Heath and moorland

Trepical savanna and woodlands
Succulent and thorn woods and scrub
Semiarid woodland

Desert and semidesert
Semidesert scrub
Other dry or highland tree or shrub typesb

Cool or cold farms, town, etc.

Warm or hot farms, towns, etc.

Cold irrigated dryland row crops
Cocl irrigated dryland row crops
Warm-hot irrigated dryland row crops
Paddyland

Field/woods complex

aThe number in parentheses is the model's classification code (see Section 3.1.2).

bIn part, depending on the geographic location of the ecosystem complex (see Section 3.1.1).
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The neighboring forests can differ, of course, from one geographic
location to another; therefore, we used 0Olson's map of ecosysiem
complexes (Olson, Watts, and Allison 1983) to determine the
neighboring forest type. Thus, for example, forest/fieid complexes
of the extreme southeastern United States were assigned to the warm
coniferous forest model (Section 2.4), and forest/field complexes of
Indonesia were assigned to the tropical moist evergreen forest model
(Section 2.5). Occasionaily, the appropriate forest type could not
be determined from the 0lson, Watts, and Allison (1983) map. In
these cases, decisions based on Kuchler's natural vegetation maps
(Espenshade and Morrison 1983) and forest information provided by
Haden-Guest, Wright, and Tecliff (1956) were used to make the
assignment.

The assignment of forest/field complexes to forest biomes
(models) may overestimate the present-day areal extent of those
forest types. However, the reciprocal assignment of field/woods
complexes (0Olson, Watts, and Allison 1983) to the agroecosystem
mode) (reflecting the predominance of fields over woods in these
areas) may swing the balance of areal estimation back the other way.

The treatment of Olson's Tropical Savanna and Woodland was also
problematic. Ffaced with an absence of tropical savanna ecosystem
models that represent both grasses and trees (see King and DeAngelis
1985), we had to decide which of the available models best
represented this ecosystem complex. We assumed that the grassy
undercover of savanna systems, by virtue of its dominant role in

ground cover and metabolically active biomass, determines the
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seasonal exchange of atmospheric CO2 in areas occupied by tropical
savanna (despite the characteristic presence of scattered trees).
OQur decision to assign these ecosystems to the grassland model
develaoped for a temperate grassland site rather than one developed
for a tropical site was influenced by:

1. the failure of available tropical grassland models to meet
our model selection criteria (outlined in Chapter 2), and

2. the demonstration by Parton and Singh (1984) that a
temperate grassland model could simulate biomass dynamics for a
tropical grassland site without structural changes in the model.

According to the supplementary land cover references, the areas
classified by Olson, Watts, and Allison (1983) as Succulent and
Thorn Woods and Scrub are generally covered with tropical savanna.
Consequently, we assigned this ecosystem complex to the grassland

model.

3.1.2 Geographical Distribution And Areal Extent

The final assignments were used with Olson's digitized map of
major world ecosystem complexes (provided by Jerry S. 0Olson and
William R. Emanuel of Oak Ridge National Laboratory) to determine the
giobal distribution of the model biomes. We assigned each of Olson's
0.5° latitude by 0.5° longitude cells to one of 14 classification
codes. Ten of these codes represent the ten site-specific models
(Table 3.1). Oceans, lakes, and small islands are represented by
another code {0), wetlands (swamps, marshes, and mangrove systems)

account for another code (77), and the remaining two codes represent
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0ison's shore and hinterland complexes (88) and ice, sand desert,
and polar or rock desert (99). The Olson data base covers the
earth's surface from 80°N to 56°S. Since the land surface beyond
the extent of the data base is largely covered by ice or polar
desert, we assigned all land area north of 80°N and south of 56°S to
the ice and polar desert category (99). The code numbers have no
special significance; the particular numbers were chosen only to
facilitate "bookkeeping" and to improve the appearance of digitized
maps of the data base.

We designed a simple algorithm to convert 0lson's data base to
one that reflected our model assignments and new coding. Figure 3.1
i1lustrates this transformation for one area of the earth's surface
(40°-30°N by 85°-75°W). Plate 3.1 (see Appendix) is a world map of
the resulting model biomes.

The area occupied by each model biome, or synonymously, the
areal extent over which each of the site-specific models can be taken
as representative, was determined by summing the areas of each 0.5°
by 0.5° grid cell of each type or classification. The area of each

grid cell was calculated using the equation presented by Esser (1984):
A = 510,108,933.5 x B x cos(L) x (sin(B/2)/360) , (3.1)

where A is the area of each grid cell in km2; B is the width of
each grid cell in degrees, and L is the latitude of the midpoint of
the g¢rid cell. By this formula, the area of a 0.5° by 0.5° grid cell

adjacent to the eguator is 3091.3 kmz, approximately 2176.32 kmz
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for cells in the mid-latitudes, and 550.15 km2 for cells near 80°

Tatitude. The total area occupied by each model biome is presented
in Table 3.2.
3.2 SIMULATION OF GLOBAL COp EXCHANGES
3.2.1 Extrapolation From Site-specific To Regional COp Fluxes:
An Hypothesis

In the initial extrapolations, the net exchange of C02
between the atmosphere and the terrestrial biosphere of some
prescribed region of the earth's surface is the area-weighted sum of
the site-specific fluxes characteristic of the vegetation complexes
found within that region. In practice, we determined the areal
extent of each model biome or Tand cover category enccempassed by the
region and multiplied this area by the site-specific 002 flux
simulated by the site-specific model assigned to that land cover
category. Fluxes from oceans, lakes and small islands, wetlands,
shores and hinterlands, and ice, sand, rock and polar deserts were
zero. The site-specific fluxes used for each model biome are those
presented in Chapter 2.

This initial extrapolation attempt is an expression of the
working hypothesis that perceived within-biome heterogeneity in
vegetation, climate, and soil does not significantly infiuence

the seasonal exchange of C0O_, between the atmosphere and the

2
terrestrial biosphere. The hypothesis impiies the model biomes can

be considered strictly homogenecus with respect to properties that

influence seasonal dynamics of CO., exchange. This hypothesis

2



Table 3.2. Area of the terrestrial biosphere represented by each of the land cover categories, by hemisphere

and globally, from 80°N to 60°S.

Northern Hemisphere Southern Hemisphere Global

Land Cover Category Area (kmZ) 4% Area (kmZ) % Area (km?) %
Temperate Broadleaf

Uleciduous Forest 6,460,066 6.49 97,154 0.28 6,557,220 4,89
Temperate Broadleaf

Evergreen Forest 1,927,556 1.94 1,569,034 4,54 3,496,590 2.61
Cool Coniferous Forest 14,725,325 14.79 0 0.00 14,725,325 10.97
Warm Coniferous Forest 2,213,298 2.22 45,842 0.13 2,259,140 1.68
Tropical Moist Evergreen

Forest 4,944,456 4.96 5,482,035 18.74 11,426,491 8.51
Tropical Dry Deciduous

Forest 1,571,612 1.58 3,454,712 9.99 5,026,324 3.75
Tundra 11,955,477 12.00 360,154 1.04 12,315,631 9.18
Grassland 21,578,453 21.67 12,315,458 35.61 33,893,911 25.26
Desert and Arid Shrubland 10,771,419 10.82 3,922,190 11.34 14,693,609 10.95
Cropland 15,848,412 15.91 4,009,959 11.59 19,858,371 14.80
Wet land 719,060 0.72 868,441 2.51 1,587,501 1.18
Shore and Hinterland 703,312 0.71 303,284 0.88 1,006,596 0.75
Ice, Sand, and Rock 6,174,682 6.20 1,153,040 3.33 7,327,722 5.46

18t
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could be characterized as naive. However, the extrapolation is a
logical first approximation and one that should be evaluated in

its own right, not simply dismissed a priori. 1If regional CO2
exchanges simulated by the extrapolation fail to match observations
or, in conjunction with a tracer transport model, fail to generate
the seasonal pattern of atmospheric C02 concentrations recorded at
the monitoring stations, the hypothesis will be rejected. In the
following sections we present several CO2 exchange functions
generated by the simple extrapolation and evaluate them within this
framework. In the absence of either large-scale observations or
tracer transport simulations, we evaluate the hypothesis by

comparing calculated CO, exchange functions with those published

2
for the varjous tracer transport models.

3.2.2 Global COp Exchange Functions: A Test Of The Hypothesis
Tracer transport models differ in their spatial resolution of
the Earth's surface. As introduced in Chapter 1, the one and twio
dimensional models use circumgiobal latitude belts; the three
dimensional models use grid cells. To facilitate comparisons with
existing source functions and to promote compatibility with the
available tracer transport models, we generated four C02 source
functions with horizontal resolutions of 10° latitude belts
(Figure 3.2), 20° belts (Figure 3.3}, approximately equal area belts
(Figure 3.4), and B° by 10° grid cells (Figure 3.5), respectively.
The source functions were generated by extrapolation of the

site-specific models. We determined the areal extent of each model
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biome or land cover category within each latitude belt or grid
cell. The monthly net 602 exchange between the atmosphere and

terrestrial biosphere for a given belt or grid cell is
3
Q = ¥ a,f, m=(1,...,12) , (3.2)

where Qm is the monthly exchange per unit of spatial resolution

(in units of 103 g Co month']), a, is the area (kmz) of

2
the ith land cover category, and f1 " is the monthly site-specific
’
net €O, flux (1015 g Co, km 2 month"]) associjated with the

ith land cover category (see Table 3.2). Net monthly site-specific
CO2 flux (fi,m) is the sum of the site's daily net fiuxes for
each month (from Chapter 2).

The CO2 exchange functions generated in this manner are
presented in Tables 3.3 to 3.5. The source function with
10° latitude belt resolution (Table 3.3) can be compared with
Azevedo's (1982) source function (Table 1.5, p. 33). The source
function with 20° latitude belt resolution (Table 3.4) can be
compared with Machta's (1972) source function (Table 1.3, p. 28),
and the source function with equal-area latitude belts (Table 3.5)
can be compared with Pearman and Hysorn's (1981b) source function
(Table 1.4, p. 30). The latitude belts of the Pearman and Hyson
function do not exactly coincide with mine. To simplify area
calculations, we adjusted the span of their equal-area belts.
The difference should not influence comparisons. A cell by cell

tabulation of CO, exchanges for a three-dimensional model

2



Table 3.3. Estimates of seasonal COp exchange (1015 g CO» month']) derived from the simpie extrapolation
of the site-specific models for i0° Jatitude belts.?

Latitude

Belt Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
80°-90°N G.00 0.00 ¢.00 0.00 G.00 0.00 0.00 9.00 0.00 0.00 0.00  G.00
70°-80°N 0.02 0.60 -0.01 -0.04 -0.06 -0.22 -0.27 0.04 0.13 -0.03 0.0 0.02
60°-70°N 3.15 -0.34 -1.24 -5.24 -8.88 -9.34 2.66 4,01 2.32  -5.58 0.9  2.48
50°-60°N 3.49 0.0 -0.73 -5.05 -8.96 -i1.06 -0.12 3.72 1.99 -4.90 1.26 2.89
40°-50°N 1.52 0.53 0.3%5 -1.42 -3.37 -6.08 -3.79 0.04 0.44  -0.85 1.02  1.43
30°-40°N 0.23 -0.02 0.04  -0.37 -1.17  -3.33 -3.68 -~0.52 0.1 0.06 0.47 0.53
20°-30°N 0.30 ¢.06 -0.15 -0.49 -1.04 -2.26 -2.35 -0.32 0.06 -0.01 0.09 0.2%
10°-20°8 0.31 -0.01 -0.52 -0.91 -1.68 -1.,99 -1.48 -0.,02 0.18 -0.13  -0.25 0.04
0°-10°N 0.2 -06.19  -1.21 -1.52  -1.59 -0.98 -0.43 -0.01 -0.72 «1.66 -2.11 -0.90
0°-10°S 0.40C 0.63 -1.16 -2.54 -3.28 -1.50 0.53 ~0.38 -1.85 -2.3¢ -1.87 -0.7C
10°-20°S -0.96 0.06 0.26 0.14 g.N 0.33 0.56 0.07  -1.00 -2.11 -3.22 -2.5&
20°-30°S -0.94 0.00 0.20 0.10 0.06 0.15 0.25 0.12 -0.09 -0.37 -1.09 -1.31
30°-40°S -1.17  -0.25 -0.14  -0.16 0.03 0.21 0.21 0.20 0.21 0.1 -0.22 -0.90
40°-50°S -0.13 -0.05 -0.06 -0.06 -0.01 0.03 0.03 0.03 0.03 0.01 -0.04 -0.10
50°-60°S -0.02 -0.02 -0.03 0.00 0.01 0.01 0.01 0.01 0.01 -0.01 -0.02 -0.0¢
00°-70°S 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.0C0
70°-80°S 0.00 0.00 0.00 G.00 0.00 G.00 0.G0 .60 0.00 0.06 0.00 0.00
80°-80°S .00 0.00 0.090 0.0C C.00 0.00 0.00 7.00 Q.00 0.00 0.0 0.00

@Pgsitive values indicate release to the
terrestrial biosphere.

atmosphere; negative values indicate uptake by the
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Table 3.4. Estimates of seasonal COp exchange (1015 g COp month=1) derived from the simple extrapolation
of the site specific models for 20° latitude belts.2

tatitude
Belt Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
70°-90°N 0.02 0.00 -0.0v -0.04 -0.06 -0.22 -0.27 0.04 0.13 -0.02 0.0 0.02
50°-70°N 6.64 -0.24 -1.97 -10.29 -17.84 -20.40 2.54 71.13 4.31 -10.47 1.95 5.36
30°-50°N 1.74  0.51 0.39 -1.19 -4.54 -9.41 -7.47 -0.48 0.55 -0.79 1.49  1.97
10°-30°N 0.59 0.04 -0.62 -1.28 -2.55 -4.,13 -3.81 -0.3¢8 0.22 -0.17 -0.20 0.26
10°N-10°S 0.2 -0.16 -2.37 -4.06 -4.87 -2.48 0.10 -0.39 -2.67 -4.00 -3.98 -1.60
10°-30°S -1.90 0.06 0.46 0.24 0.17 0.48 0.8] 0.19 -1.10 -2.48 -4.31 -3.85
30°-50°S -1.30 -0.30 -0.20 -0.22 0.02 0.24 0.24 0.22 0.23 0.1 -0.26 -1.00
50°-70°S -0.02 -0.02 -0.03 0.00 0.01 0.01 0.01 0.01 -0.01 -0.01 -0.02 -0.02
70°-90°5 0.00 0,00 0.00 0.00 0.00 0.00 000 0.00 0.00 0.00 000 0.00
dpgsitive values indicate release to the atmosphere; negative values indicate uptake by the

terrestrial biosphere.
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Table 3.5. Estimates of seasonal COp exchange (013 g COp month™1) derived from the simple extrapolation
of the site~specific models for latitude belts of equal area {ca. 2.55 x 10/ kmly .8

tatitude

Belt Jan Feb Mar Apr May Jun Jut Aug Sep Oct Nov Dec
64.0°-90.0°N .52 -0.18 -0.62 -2.52 -4.21 -4.73 ¢.88 1.99 1.35  -2.89 0.31 .19
53.0°-64.0°N 4.04 -0.17 -1.28 -5.47 -11.07 -32.20 2.11% 4.32 2.37  -b.46 1.20 3.26
44.5°-53.0°N 2.22 ¢.47 -0.07 -2.45 -5.05 -7.74 -2.60 1.17 1,13 -2.18 1.09 1.93
37.0°-44 . 5°N 0.60 0.30 ¢.30 -0.35 -1.20 -3.20 -3.18 -0.43 0.09 -0.03 0.55 0.67
30.0°-37.0°N 0.03 -0.12 -0.06 <0.28 -0.73 -2.25 -2.68 -0.37 C.14 0.10 0.30 0.30
23.5°-30.0°% 0.23 0.1¢ .05 -0.24 -0.69 -1.93 -1.57 -0.25 0.6C 0.05 0.18 6.23
17.5°-23.5°N ¢.16  -0.05 -0.34 -0.48 -0.68 -1.24 -1.26 -0.10 0.09 -0.11 -0.16 0.03
11.5%-17.5° §.16 -0.03 -0.32 -0.54 -1.03 -1l.16 -0.82 0.02 6.11  -0.10 -0.19 0.1
5.5°-11.5°N 0.24 0.03 -0.33 -0.64 -1.20 -1.14 -0.67 0.00 0.00 -0.21 <0.28 -0.00
0.0°~ 5.5°N 0.2 -0.20 -0.93 -1.02 -0.70 -0.16 0.05 0.00 -0.69 -1.43 -1.82 -0.85
0.0°- 5.5°% 0.05 -0.01 -0.8 -1.79 -2.30 -1.08 0.31 -0.26 -1.22 -1.33 -0.82 -0.1%
5.5°-31.5°S 5.1 0.05 -0.33 -0.848 -1.11 -0.45 0.31 -0.13 -0.9% -1.38 -1.51 -0.B4
11.5°-17.5°S -0.71 0.03 G.2% 0.19 0.20 0.33 6.40 0.06 -0.70 -1.52 -2.28 -1.82
17.5°-23.5°S -0.55 0.04 G.16 C.10 0.07 0.12 0.8 0.07 -0.15 -0.42 -1.01 -0.99
23.59-30.0°S -0.57 -0.03 0.1 0.05 0.03 0.08 .14 0.08 -0.02 -0.15 -0.5% -0.74
30.0°-37.0°S -0.99 -0.20 -0.09 -O.M} 0.03 G.18 0.18 0.6 0.7 6.10 ~0.19 -0.76
37.0°-44.5°S -0.27 -06.08 -0.08 -0.08 -0.01% 0.05 0.05 0.05 0.05 0.02 -0.05 -0.20
44,5°-53.0°5 -0.04 -0.63 -0.05 -0.03 -0.01% 0.01 0.01 0.01 0.01 -6.01 -0.03 -0.04
53.0°-64.0°5 -06.01  -0.017 -0.01 0.00 0.01 0.00 0.00 0.0C .06 -0.01 -0.01 -0.01
64.0°-90.0°S $.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

dpositive values indicate release to the atmosphere; negative values indicate uptake by the terrestrial
biosphere.
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(i.e., a source function with longitudinal resolution) was not
available for comparisons; consequently, we have not included the
large table (over 4000 entries) that describes the source function
with 8° by 10° resolution. This CD2 source function is, however,
available from the authors on request.

The C02 source functions generated by simple extrapolation of
the site-specific models do not compare favorably with existing
source functions. In general, exchanges in the northern hemisphere
are overestimated, and the period of uptake by the biosphere is
shifted toward the spring. The differences are not so extreme in
the southern hemisphere, but discrepancies exist, particulariy in

the period of net uptake. The CO, source functions extrapolated

2
from the site-specific models indicate a seasonality in the tropics
not found in the other source functions.

These results led us to reject the working hypothesis that
within-biome heterogeneity does not significantly influence the
exchange of CO2 between the atmosphere and the terrestrial

biosphere. This suggests that any successful extrapolation procedure

must explicitly incorporate within-biome heterogeneity.
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CHAPTER 4

EXTRAPOLATION FROM SITE-SPECIFIC MODELS TO REGIONAL MODELS

How can local, site-specific models be extrapolated across
larger heterogeneous regions? The results of Chapter 3 reinforce
the intuition that a simple extrapolation that assumes relative
homogeneity will be unsuccessful. Apn alternative that comes to
mind, the idea of using mean values for the region as input
variables to the site-specific model, is also uniikely to succeed.

From the definition of mathematical expectation (Feller 1971), in

general

E[F(X)] # FE[X]) , (4.13)
or

E[f(X)] # f(X) . (4.1b)

That is, whenever f(X) is a non-linear function, the expected value
of the function is not equal to the function evaluated at the
expected value, or mean, of the variable X. Non-linear functions
can be contrived that are exceptions to this general rule, but the
retlationship expressed in Equations 4.1a and 4.1b is characteristic
of many, if not most, non-linear functions. 1In the special case
where f(X) is linear, the right and left terms of Equation 4.la are
equal. However, the solution of a system of linear differential
eguations will in general be non-linear; thus, the equality does not

necessarily hold even for linear systems. Consegquently, it seems
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uniikely that site-specific models with relevant ecological

structure can be successfully extrapolated by the use of mean inputs.
However, the very definition of an expected value thatn

proscribes the use of mean inputs is also the key to a correct

method of extrapolation. 1In this chapter we develop this method and

test its effectiveness with a relevant, albeit limited, application.
4.1 EXTRAPOLATION AND THE EXPECTED VALUE OF A RANDOM VARIABLE

Consider an area, A, that is spatially heterogeneous, or
patchy, with respect to some discrete-valued random variable, X.
At any location z in A, X is equal to X(z). Within patch-type i
all X(z) = Xi, where Xi is a constant value. In other words
a patch-type is homogeneous with respect to X, and different
patch-types in A take on different values of X). The random
variable X is a determinant of a local, site-specific process, a

flux for example. The total flux, F,, from area A is given by

A’

Fy =

HhoMmx

f(xi)a1 . (4.2)

i=1

where f(xi) is the site-specific model evaluated at Xg0 84 is
the area of patch-type; and k is the number of patch-types within
the total area A. Equivalently, k is the number of possible values
of X in the area A.

The area of patch-type i; (ai in Equation 4.2) can be

estimated by uniform sampling of A. Thus,

aj = (my/m)A , (4.3)



194

where n is the number of independent sample points or quadrats in A,
and m, is the number of occurrences of Xi in the sample. The

more complete the coverage of all possible locations in area A, the
better the estimate. Substituting the right side of Equation 4.3

for a, in Equation 4.2 results in

Fy =

M=

f(xi)(miln)A . (4.4a)

i=1

or

k
= A .Z f(xi)(mi/n) R (4.4b)

F
A 1=}

Since miln is an empirical estimate of the probability that, at

any point z in A, X is equal to X5 (i.e., P(x=xi) = p(xi)),

Eguation 4.4b can be rewritten as
k

FA = A .E f(xi)p(xi) , (4.5)

i=1

The summation term in Equation 4.5 defines the mathematical

expectation of the random variable Y=f(X), or E[Y]. Consequentiy

the total flux for the heterogeneous region is
FA = AE[Y] . (4.6)

The equivalence of Eguations 4.2 and 4.6 is the key to a solution of
the extrapoiation problem. Before preceding further, however, a

simpie example will be useful in reinforcing these points.
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Figure 4.1 depicts a heterogeneous area A of 1 km2 and
illustrates the frequency distribution of the random variable X.
Let the site-specific phenomenon (for example, CO2 flux) be

modeled by Y=f(X)=exp(X). The units of Y are, for purposes of the

example, Gt CO, km 2 d'. In any given cell, or patch, within

A (Figure 4.1) all X(z) have the same value of X. All cells (or
patches) where X = X5 belong to patch-type i. The cells need not

be contiguous. Hence, for example, the area (ai) of patch-type 7

(where all X(z) = 7 is 40,000 m2 (i.e., two cells of 20,000 m2

each). From Equation 4.2 the total flux from the area is 157.679 Gt

CO2 d—1. This value can be taken as the "truth" or the

reference point for model evaluation. The expected value, E[Y], of
2 -1

the random variable Y=f(X) is 157.619 Gt CO, km © d . With an
area of 1 km?, Equation 4.6 predicts a total flux of 157.619 Gt
C02 km—2 d_.l {i.e., the actual flux from the area). The

alternative extrapolation, using the mean value of X (X=3) as input
to the site-specific model, predicts a total flux from A of exp(3)

2 d-]

= 20.086 Gt o, km , an estimate with a relative error of
87.26%. The simple extrapolation of Chapter 3, with the lower left
cell randomly chosen as the initial site, predicts a total flux of
54.598 Gt (O, km 2 g7 (relative error = 65.36%).

The choice between the three extrapo]afion models is obvious.
The extrapolaticn by expected value provides the only accurate
estimate of regional flux; the other methods are incorrect.
The extreme differences are due in part to the behavior of the

exponential function and in part to the contrived nature of the
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Figure 4.1. An abstract area, heterogeneous in X, and the
frequency distribution of the random variable X.
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example. In practice, the magnitude of the ervor will vary with the
mathematical form of the medel and the degree of wvariability in X
(O'Nei11 197%a, 0'Neill, Elwood, and Hildebrand 1372). Hevertheless,
the example 1liustrates the potential for error in spatial
extrapolations that do not correctiy account for spatial
heterogeneity.

This example, at the risk of belaboring the point for those
familiar with probability theory, supports the appropristeness of
using the mathematical expaectation of a random variable as a means
of extrapolating site-specific models acvross heterogsnenus vagiens,
The potential for error associated with the assumptien of spatial
homogeneity or the use of spatial averages in non-1inesar models has
been recognized for crop simulation models (Mulree and Loomis 1969,
Dugas, Arkin, and Jackson 1983; Leduc and Holt 1987) and for
ecosystem models (0'Neill, Eiwood, and Hildebrand 1979; Gardner,
0'Neill, and Carney 1981; Gardner and 0'Neill 1983), and there is a
large literature dealing with the influence of spatial variability
on the dynamics and stability of populations and rommunities (e.g.,
see lLevin 1976, Ziegler 1978, Chesson 1978, Smith 1980, Chesson
1985, and tefkovitch and Fahrig 1985). There are studies that
simulate spatially distributed systems by first simulating each
spatial subsystem and then summing or averaging these results to
describe the areas overall properties (e.g., Duncan et al. 13567;
vollenvieder 1970; Curry, Shapiro, and Vanderlip 1977; 0'Neill,
Elwood, and Hildebrand 1979; Bolla and Kutas 1984). These studies

are making correct use of an expected velue to investigate spatially
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heterogeneous systems. However, they are generally not presented as
an extrapolation problem. They seldom consider explicitly the
freguency distribution of model input (see Gardner, 0'Neill, and
Carney 1981 as an exception), and the areas involved are smaller
than the scales appropriate to global studies. To our knowledge
there are no ecological studies that use mathematical expectation to
extrapolate ecosystem models across large regional and continental

areas, and there are none that deal with C0O, and the carbon cycle.

2
In the next section we present a procedure for actually implementing

this site-to-region extrapolation.
4.2 A RECIPE FOR EXTRAPOLATION OF THE SITE-SPECIFIC MODELS

Using mathematical expectation as a means of extrapolating
site-specific models across heterogeneous regions requires four main
ingredients: (1) the local site-specific model, (2) designation of
the larger region of interest, (3) the frequency distribution of
model parameters or variables that vary across that region (and
which in fact define the heterogeneity of that region), and 4) a
procedure for calculating the expected value of the model. For
purposes of example and theoretical development these ingredients
are defined and manufactured as needed. In this section we outline
the assembly of these ingredients for the problem at hand, the
extrapolation from site-specific models to biome-level models of
seasona)l CO2 exchange between ihe atmosphere and the terrestrial

biosphere.
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4.2.7 Ingredient 1: The Site-specific Models
The objective is to extrapolate sach of the site~specific
models of Chapter 2 across an entive Liome. We assume that each

model is an acourate structural representation of any stand or site

within the associsted model bicme definzd in Chapier 3. In other
words, wmoael structure (state variabies, ralte pictesses, eic.) d0es
not change from site-to-site within the model bioms. However, ihe
b of are heterogenecus; sites may differ in aither biotic or

abiotic factors ov both. Biowmes

site-to-site changes in the values of ihe model's parametsrs and

driving variables.
Within-biome {hetwasn-site) variability in fhe seasonal
kY Fl
L]

exchange of CO0. between the atmosphere and the vegeiation is itne

i+ 2

result of between-site variability in endoegenous, biotic factors

[

(e.g., variability in maximum photosynthetic rate) and between-site
variability in exogenuus, abiotic factors (e.g., variability in
temperature). We assume that biotic variability is highly correlated
with variability in model parameters, and abiotic variability is
highly correlated with variability in model driving variables (mode!
parameters may in fact represent both biotic factors and abjotic
factors that are not included explicitiy in the model structure,
but this crude dichotomy is more useful for our present purpoese).

We assume that most within-biome variability in CO2 dynamics
is explained by within-biome variability in model driving
variables. Why this particular assumption? For one reason, we

suspect that between-site variability in model driving variables
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(abiotic factors) is greater than between-site variability in model
parameters (biotic factors), and, given equal madel sensitivity,
greater variability in model forcings or parameters means greater
variability in model output. Furthermore, it is much easier to
describe empirically the within-biome variability of driving
variables (frequently climate variables) than the corresponding
variability in model parameters. Conseguently, the extrapolation
is more readily applied to a region with significant between-site
variability in model driving variables than to a region with
comparable variability in model parameters. Hereafter, we consider
only the biome heterogeneity reflected in the models' driving

variables.

4.2.2 Ingredient 2: The Region Of Extrapolation

The latitude belts of the existing CO2 source functions are a
convenient way of defining the region over which a site-specific
model is extrapolated. The site-specific model is extrapolated
across that portion of the associated model biome occurring within a
defined latitude belt (e.g., temperate broadleaf deciduous forest
between 30°N and 40°N). Defining the region of extrapolation in
this way facilitates comparison of the regional CO2 flux estimated
by mathematical expectation with published fluxes predicted by other
means (i.e., from the source functions of Chapter 1). As in

Chapter 3, these comparisons are tests of the effectiveness of the

extrapolation procedure.
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4.2.3 1Ingredient 3: The Frequency Distributions

Model biome heterogeneity is defined by within-biome
variability in model driving variables (see Section 4.2.1).
The driving variables of the site-specific models (Chapter 2) are
treated as random variables. Simulated CO2 flux, as a function of
the driving variables, is also a random variable, and the regional
flux is determined by the mathematical expectation of this random
variable. Equations 4.1 and 4.6 are easily generalized to functions
of two or more variables (see Rozanov 1969, Spiegel 1975). 7

The frequency distributions of the model's driving variables
characterize the spatial heterogeneity of driving variables across
the model biome, within the prescribed latitude belt. Each driving
variable of the model is described by its own frequency distribution.
Data used to build these distributions may come from a variety of
sources, including research sites where the variable was measured
and, in the case of climate variables, from a network of climate
stations. These data are also used to calculate a correlation matrix

for the driving variables.

4.2.4 Ingredient 4: Calculation Of The Expscted Value

We calculate the expected value of site-specific model output
by Monte Carlo simulation using PRISM, a program designed for the
analysis of model sensitivity and uncertainty (see Gardner, Rojder,
and Bergstrom 1983; and Gardner and Trabalka 1985). PRISM uses
Latin Hypercube sampling (see Gardner and Trabalka 1985) to select

parameters (driving variables in this application) from frequency
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distributions specified in model input. Each of the empirical
frequency distributions for the mcdel driving variables is described
by the approximate probability distribution (normal, triangular,
uniform, log normal, or constant), central tendency (mean or mode),
standard deviation, maximum value, and minimum value. Spearman rank
correlations between driving variables are also specified in model
input (see Iman and Conover 1983). These rank order correlations,
the Latin Hypercube sampling, a large sample size (n >200), and

the specified frequency distributions generate, during the course of
the Monte Carlo simulation, an approximation of the joint frequency
distribution for the driving variables (Iman and Helton 1985,

Robert H. Gardner, pers. comm.). A full set of driving variables is
drawn from this distribution, and the model simulation of seasonal
CO2 flux is executed. This process is repeated a specified number
of times, and the results are saved for caiculation of the moments
of the output distribution (e.g., the mean and variance of the Monte
Cario runs). The expected value times the area of extrapolation is

the predicted CO, flux for the region.

2

4.3 AN APPLICATION OF EXTRAPOLATION BY EXPECTED VALUE

To recapitulate, the objective of this report is to describe
the derivation of a CO2 exchange function based on site-specific
models of ecosystem carbon metabolism. If such a source function is
feasible, investigations of changes in atmospheric CO? (e.g., the
increase in the amplitude of the seascnal cycle) can take advantage

of the mechanistic description of ecosystem-atmosphere C02
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exchange expressed in the site-specific models. This approach
suffers, however, from the disadvantage that existing ecosystem
models are local, generally developed for a particular site and
relatively small-scale. The models must be extended to represent
areas larger than the particular sites for which they were
originally designed. Thus, the objective becomes to find a suitable
extrapolation technique. Towards this objective, we must
demonstrate that the extrapolation gensrates reasonable values of
monthly net biosphere-atmosphere CO2 exchange at a regional
scale. The extrapolation of Chapter 3 failed to provide these
values, leaving the question of whether or not a more sophisticated
extrapolation would permit the use of site-specific models in a
C02 exchange function.

The extrapolation by expected value described in Section 4.1 of
this Chapter is the theoretically correct way to extrapolate across
a heterogeneous region. However, it must still be shown that the

technique is applicable to the simulation of regional CO., exchange,

2
given the nature of the site-specific models and the available
description of within-biome heterogeneity. We must also show that
the recipe we have proposed for implementation of the technique is
appropriate and useful.

We evaluated the extrapolation by simulating the seasonal
exchange of C02 between the atmosphere and the terrestrial
biosphere of the 64°N-90°N latitude belt (see Figure 3.4, page 185).

We chose this latitude belt because few site-specific models are

involved, and because Pearman and Hysorn (1981b) have published an
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estimate of 002 exchange for approximately the same region
(64.2°N-90 N, Tabie 1.4, p. 30). Their estimate is the 802
exchange necessary for the hest fit between observed and simulated

atmospheric C0, cycles, given their tracer transport model. This

2
estimate is a reference point for evaluating the extrapolation.

4.3.1 The Tundra Between 64°N And 90°N Latitude

Tundra, as defined in Chapter 3, occupies 6,129,716 km2
(approximately 54%) of the land area between 64°N and 90°N. In this
section we describe the extrapolation of the associated site-specific

tundra model (see Section 2.7).

4.3.1.1 Driving Variables And Their Frequency Distributions
The tundra model has nine driving variables (Z1 to Zg;
Table 2.79, p. 121). Daily values for seven of these variables
(Z] to 27) are interpolated (l1inearly) from monthly means read
into the simulation program as input data. Day of snowmelt (28)
and day of snowfall (Zg) are also inputs to the program. For the
calculation of the expected value, we determined the frequency
distributions of mean monthly solar radiation (21), air temperature
(22), and soil moisture (27), and of day of snowmelt (28) and
day of snowfall (Zg). The data for solar radiation, temperature,
snowfall, and snowmelt came from climate stations within the tundra
medel biome (Plate 3.1, see Appendix) lying bhetween 54°N and 90°N
(from Johannessen 1970, Hare and Hay 1974, Lvdolph 1977, and Muller
1982), and from IBP Tundra Biome sites (Barry, Courtin, and Labine

1981). These stations and sites are identified in Table 4.1 and
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Table 4.1. Ciimate stations and IBP Tundra Biome sites used in
describing the spatial heterogeneity of the tundra
model's driving variables.

Station Location
Kevo, Finland* 59°45'N,27°0V'E
Abisko, Sweden™ 68°22'M,19°03'E
Devon Island, Canada* 75°33°'N,84°40'W
Point Barrow, U.S.A.% T1%18'N,156°41 W
Kresty Village, U.S.S.R.* T0°N,89°E

Agapa, U.S.S.R.*

Disko Island, Greenland
Cokurdach, U.S.5.R.

pudinka, U.S.S.R.
Chatanga, U.S.S.R.

T1°25'N,88°53'E
69°75'N,53°30'W
70°37°N,147°53°E
66724 'N,86°10'E
T1°50'N,102°28°E

Malyje-Karmakuly, U.S.S.R. T2°23'N,52°44'E
Mys Smidta, U.S.S.R. 6E8°55'M,179°29'W
Mys Celuskin, U.S.S.R. T7°43'N,104°717°E
MNarjan-Mar, U.S.S.R. 67°39°N,53°01 't
Dikson, U.S.S.R. T3°306'4,80°14'E
Ostrov Kotelnyi, U.S.S.R. 16°00'N,137°5%4E
Salecard, U.S.S.R. 66°32'N,566°32'E
Velen, U.S.S.R. 56°107°N,169°50°W
Anadyr, U.S.S.R. 64°47'N,177°34'L
Ostrov Domashniy, U.S.S. 79°30'N,91°08'E
Ostrov Vrangel'a, U.S. S 70°58'N,178°32'W
Bulun, U.S.S.R. 70°45'N,127°47'E
Barter Island, U.S.A. T0°07'N,143°40 W
Nome, U.S.A. 64°30'N,165°20'W
Resolute, Canada T4°41'N,95°54'W
Sachs Harbour, Canada T1°57'N,122°44'W
Baker Lake, Canada 64°18'N,96°00'W
Coral Harbour, Canada 64°12'N,83°22'W

*Indicates an IBP Tundra Biome site.
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mapped in Figure 4.2. Radiation and temperature data were climatic
means; day of snowfall and day of snowmelt were estimated from
monthly snowcover data. Not all stations and sites provided data on
all variables, nor were all the climate means based on the same
record length. The histograms we used to describe the frequency
distributions were built from a composite of available data.

We could not obtain monthly values of soil moisture directly
from the stations and sites. However, seasonal highs and lows were
available for the IBP Tundra Biome sites (French 13981, Heal et al.
1981). We assumed that the seasonal pattern in the data from Point
Barrow, Alaska (F. L. Bunnell, pers. comm.) was typical of all the
tundra sites (discussions by Rydin (1981} support this assumption),
and we interpolated the monthly values for the other sites from
their seasonal highs and Tows using the seasonal pattern for Point
Barrow (e.g., the seasonal high always occurred in June and the low
in September).

From these data, we obtained estimates of minimum values,
maximum values, and centiral tendencies for each of the driving
variables. Frequency histograms suggested the appropriate shape for
the probability distributions. PRISM, the program used to perform
the Monte Carlo simulations (Section 4.2.4), treats each of the
monthly values of the driving variables as a separate variable; as a
result, there were 38 input variables {iwelve monthly values each
for solar radiation, air temperature, and soil moisture plus day of

snowfall and day of snowmelt), each described by its own frequency
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distribution. Takle 4.2 shows the input to PRISM. Remember that
these distiributions describe the spatial variability (between-site
or within-biome variability) of the driving variables (e.g., the
variability in mean January air temperature across the tundra
between 64°N and 90°N).

pata on soil and litter temperature and standing dead and
Titter moisture for sites across the tundra were not available. We
used the monthly values of air temperature and soil moisture drawn
during Monte Carlo simulation to calculate monthiy litter and soil
temperature, and standing dead and litter moisture, respectively; we
used the monthly relationships (proportions) between these variables
specified by the data from Point Barrow to make these calculations.

Calculation of the expected value of a function of multiple
random variables (e.g., the site-specific models and the driving
variables) requires the joint probability distribution for the
random variables (Rozanov 1969, Spiegel 1975). The structure of
PRISM can accommodate this reguirement (see Section 4.2.4). From
another perspective, a realistic climate (i.e., set of driving
variables) should be involved in each iteration (each site-specific
model run) of the Mente Carlo simulation. The seasonal pattern of
monthly climate and the between variable correlations experienced
by the vegetation of an individual site should be retained. Rank
order correlations for the driving variables (both serial and
between~-variable correlations) insure that this is indeed the case.

PRISM allows for pair-wise specification of first-order

correlations between driving variables; however, it is easy
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Table 4.2. Input to PRISM used to describe frequency distributions
of the tundra model's driving variables for the 64°N to
90°N latitude belt.

Central Minimum Max imum

variable@ DistributionP Tendency® Value Value
7y (1) T 0.00 0.00 6.00
71(2) U 24.00 4.00 64.00
71(3) U 132.00 84.00 181.00
Z1(4) U 334.00 267.00 400.00
71(5) U 504.00 352.00 657.00
77(6) U 5¢6.00 420.00 633.00
17(7) U 436.00 355.00 516.00
21(8) U 288.00 210.00 336.00
21(9) u 148.00 57.00 238.00
27(10) U £4.00 13.00 95.00
Z7(11) T 0.00 0.00 23.00
77(12) T 0.00 0.00 10.00
75(1) T -30.00 ~41.00 -5.00
22(2) T -30.00 ~-40.00 -10.00
75(3) T -25.00 -35.00 ~7.00
Z5(4) T -18.00 ~26.00 -1.00
75(5) T ~8.00 ~12.00 4.00
75(6) T 1.00 -3.00 10.00
75(7) U 8.00 1.00 14.00
75(8) U 6.00 0.00 11.00
27(9) U 1.00 -5.00 5.00
75(10) T ~8.00 -15.00 1.00
72(11) T ~17.00 -30.00 ~5.00
75(12) T -24.00 ~37.00 -9.00
Z7(1) U 6.02 0.14 11.40
77(2) U 5.02 0.12 9.92
15(3) U 2.47 0.08 4.85
27(4) U 3.18 0.09 6.26
77(5) U 4.46 0.11 8.80
17(6) u 7.58 0.186 15.00
77(7) U 3.82 0.10 7.53
77(8) U 2.10 0.07 4.13
27(9) U 1.62 0.04 3.21
27¢10) u 1.97 0.06 3.88
73(11) U 2.89 0.09 5.69
77(12) U 5.23 0.12 10.34
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Table 4.2. (Continued)

Central Minimum Maximum

Variabled DistributionP Tendency® Value Value
ig T 152.00 130.00 175.00
lg T 276.00 252.00 300.00

dNumbers in parentheses indicate the month (1=January,
2=February, etc.). Units are given in Table 2.19, p. 121.

by specifies a triangular distribution, U a uniform
distribution. The triangular distributions can be non-symmetric or
right-triangular (j.e., linear).

CMode for a triangular distribution, mean for a uniform
distribution.
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to specify correlations that are computationally impossible

(Robert H. Gardner, pers. comm.). With highly correiated data like
the climatic driving variable data, partial specification of the
correlation structure (i.e., leaving out non-zero pair-wise
correlations) results in a fatal error and termination of the
program during numerical manipulation of the correlation matrix.

For example, if variables A and B are correlated and variables B and
C are correlated, specification of the correlation coefficients for
A and B and B and C, without specifying the correlation between A
and C, can result in program termination.

This problem could be eliminated by specifying as input all
pair-wise rank order correlation (703 entries for the tundra model;
i.e., the upper (or lower) triangie of the correlation matrix minus
the principal diagonal). However, because of the number, pattern,
and magnitude of the correlations in the driving variable data for
the tundra between 64°N and 90°N, complete specification of the
correlations (Spearman rank correlations calculated using procedures
from SAS (SAS Institute Inc. 1982), results in a fatal numerical
precisicn problem. Solution of this latter problem will reguire
recoding those elements of PRISM involved in manipulation of the
correlation matrix and further significant program development.
Consequently, we only present results from simulations where no
correlations are specified. These results are the first estimate
of regional C02 flux predicted by using the expected value of
site-specific fluxes. They permit an initial evaluation of the

extrapolation, and they represent a baseline for comparisons with
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extrapolations that will follow. These future extrapolations
are dependent upon modifications of the Monte Carlo program or
implementation of alternative recipes for calculating the expected

value.

4.3.1.2 Monte Carlo Simulation

Monte Carlo simulation of the tundra between 64°N and 90°N
involved 200 iterations. Experience with PRISM indicates that
200 samples from the frequency distributions, using Latin Hypercube
sampling, are adequate to approximate the specified distributions
(Robert H. Gardner, pers. comm.). For each of the 200 iterations, a
full set of driving variables was established (by direct draws from
the frequency distributions and subsequent derivations), and the
carbon dynamics of the tundra were simulated for 10 years. Daily
values of net 002 flux (total ecosystem respiration minus total
ecosystem photosynthesis) during the tenth year were saved for
calculation of the expected value. Values for the driving variables
did not change from one year to the next during the tundra
simulation; climate was constant. The ten year runs were chosen to
allow time for the standing crops, the state variables, to come to
some sort of quasi-equilibrium with the climate. Earlier
explorations with the site-specific models indicated that the
initial values of the state variables could significantly influence
simulations if only one year was simulated. Experience with the
models suggested that ten years was sufficient to allow the ¢limate

to condition the state variables.
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4.3.1.3 Expected Net Seasonal COp Exchange

Figure 4.3 compares the mean (expected) seasonal net 002
exchange for 200 Monte Carlo iterations of the tundra model with
that simulated for Point Barrow, Alaska (Section 2.7). The shift in
peak uptake from early July in the Point Barrow simulation to
mid-June in the mean Monte Carlo simulation is a direct consequence
of including within-biome heterogeneity in the simulations. The
June temperature in the Point Barrow site~specific simulation is
0.3°C. June temperatures across the tundra (characterized by the
distribution of 22(6), Table 4.2) tend to be warmer and closer to
the site-specific model's optimum temperature for photosynthesis
(15°C); the result is earlier photosynthesis and net uptake in the
mean site flux. Some of the general smoothing and broadening of
response expected when natural variability is included in functional
responses (O'Neill 1979a, 1979b) can be seen, particularly in early
summer, but an increased CO2 release in the mean simulation
dominates the comparison of late summer exchange. Part of this
release is due to autotroph respiratior associated with the earlier
accumulation of live biomass; however, most of the difference is due
to reduced late summer photosynthesis in the mean Monte Carlo
simulation. Autotrophic and heterotrophic respiratory fluxes are
relatively similar in the two simulaticns; therefore the differences
in net exchange are primarily the result of reductions in
photosynthesis.

The driving variables do not appear to be responsible for this

reduced photosynthesis, at least in any simple way. For example,
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summer temperatures across the tundra should support net
photosynthesis. Mean summer temperatures are slightly above
Point Barrow temperatures and tend to be closer to the temperature
optimum. The solar radiation values are scaled such that optimum
Jight conditions are equated with the highest monthly light
intensity for that particular model run; hence, runs simulating
sites with suboptimal light conditions are unlikely. This raises
the suspicion that the reduced summer photosynthesis is either the
result of complex interactions within the site-specific model (e.gq.,
photosynthate allocation), interactions between driving variables
and model parameters (which are not changed from the Point Barrow
simulation), or errvor introduced by not inciuding driving variable
correlations. Perhaps the late summer decline from optimum solar
radiation is more precipitous than it should be because of chance
draws from the lower ends of the distributions for radiation. This
situation might be avoided with the inclusion of serial correlations.
A definitive response to these speculations will require an expanded
evaluation of the tundra model (e.g., a formal uncertainty analysis)
and the ability to include correlation in the simulations.
Fertunately, a full understanding of the differences between the
site~-specific simulation and the Monte Carlo expected value is
not necessary before continuing this initial evaluation of the
extrapolation.

We calculated the expected monthly net CO2 flux by summing
daily fluxes for each month. The extrapolated monthly net CO

2
fluxes for the tundra biome between 64°N and 90°N are the expected
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monthiy net 002 fluxes times the areaz of the tundra within the
latitude belt (see Equation 4.6). Table 4.3 compares this regiona?
level 002 exchange between the tundra and the atmosphere with

that predicted by the simple extrapolation (Chapter 3) of the
site-specific Point Barrow exchange. The reduced and spring-shifted
net uptake and the increased late summer net release seen in the
mean of the Monte Carlo runs (Figure 4.3) is also expressed in the
monthly estimates of regional CO., exchange obtained with the

2
extrapolation by expected value (Table 4.3).

4.3.2 The Cool Coniferous Forest Between 54°N And 90°N Latitude
Cool coniferous forest, as defined in Chapter 3, occupies

3,137,733 km2 (approximately 28%) of the land area between 64°N

and 380°N. In this section we describe the extrapolation of the

associated site-specific model (see Section 2.3).

4.3.2.1 Driving Variables And Their Frequency Distributions

The cool coniferous forest model has thirteen driving variables
(Table 2.8, p. 79), eight exogenous climate variables (tho ZB)
and five phenology parameters (Zg to 213)0 In the site-specific
model, daily values of the climate variables are read into the
simulation program as input data. The constant values for the
phenology parameters are also input data. Daily values for the
climate variables are not readily available for sites across the
cool coniferous forest of the 64°N-90°N latitude belt, bui mean
monthly values are. We calculated the monthly means of the actual

input data for the site-specific model and ran the model using daily
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Table 4.3. Predicted net COp exchange between the atmosphere and
the tundra of the 64°N to $0°N latitude belt.

Net €O, Exchange (1015 g Co, month’])a
Simple Extrapolation by
Month Extrapolation Expected value
January 0.00 0.00
February 0.00 0.00
March 0.00 0.00
April 0.00 0.00
May 0.02 ~-0.02
June ~-0.40 -0.69
July -0.81 0.16
August 0.01 0.56
September 0.3 0.37
October 0.06 0.05
November 0.00 0.00
December 0.00 0.00

dpositive values indicate release to the atmosphere; negative
values indicate uptake by the tundra.
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values interpolated (Tinearly) from these monthly values. This
simulation resulted in a smoother seasonal pattern of C02 flux,

but otherwise the results closely matched the simuiations using
actual daily measurements. From this we concluded that we could use
the slightly modified site-specific model for the extrapolation.

Data for the climate driving variables came from climate
stations within the cool coniferous forest model biome (Plate 3.1,
see Appendix) lying between 64°N and 90°N (from Johannessen 1970,
Hare and Hay 1974, Lydolph 1977, and Muller 1982). These stations
are identified in Table 4.4 and mapped in Figure 4.4. The monthly
values were climatic means. Not all stations and sites provided
data on all variables, nor were all the climate means based on the
same record length. The histograms we used to describe the frequency
distributions were built from a composite of available data.

Dew point temperature is one of the cool coniferous forest
model's driving variables (25). Data for this variable was not
available from the climate stations. Therefore, we calculated
monthly dew point temperature from monthly relative humidity and
monthly low temperature (both available from the station data) using
the formula derived by J. Gentilli (referenced in Stringer 1972).
Mean daily maximum temperature and mean daily minimum temperature
(Muller 1982) were used as estimates of average daytime temperature
(26) and average nighttime temperature (27), respectively. The
daily maximum and minimum probably overestimate the daytime and
nighttime averages, resulting in a diurnal variation wider than that

actually experienced by the forest. However, they are useful first
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Table 4.4. Climate stations used in describing the spatial
heterogeneity of the cool coniferous forest model's
driving variables.

Station Location
Kotzebue, U.S.A. 66°52°'N,160°38'W
Fairbanks, U.S.A. 64°49'N,147°52'W
Aklavik, Canada 68°714'N,134°50'W
Norman Wells, Canada 65°17'N,126°48'W
Haparanda, Sweden 65°50'N,24°09'¢
Stensele, Sweden 65°04'N,17°10'E
Sodankyla, Finland | 67°22'N,26°36"'E
Qulu, Finland 65°01'N,25%°29'E
Kajaani, Finland 64°17'N,27°41'E
Murmansk, U.S.S.R. 68°58'N,33°03'E
Louchi, U.S.S.R. 66°05'N,32°59'¢t
Kem', U.S.S.R. 65°00'N,34°48'E
Turuchansk, U.S.S.R. 65°47'N,87°57'L
Tura, U.S.S.R. 64°10'N,100°04'E
Olen'ok, U.S.S.R. 68°30'N,112°36'E
Verchojansk, U.S.S.R. 67°33'N,133°23'¢t
Zyr'tanka, U.S.S.R. 65°44'N,150°54'E

Archangel'sk, U.S.S.R. 64°30'N,40°30°E
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approximations that are obtainable directly from the climate station
data. We calculated day length (24) from data on mean duration of
sunshine (Muller 1882).

From these data we obtained estimates of minimum values,
maximum values, and central tendencies for each of the climate
variables. Frequency histograms suggestz=d the appropriate shape for
the probability distributions. The Scandinavian stations were
overrepresented in the data (see Figure 4.4). Their number and
proximity resulted in a clustering of driving variable values around
those characteristic of the Scandinavian climate. Concerned that
this artifact of staticon distribution would bias the desired
description of climate hetercgeneity for the entire coniferous
forest region, we discounted the Scandinavian influence on the shape
of the distribution by not counting multiple occurrences of driving
variable values from these stations. As a result, all distributions
were specified as uniform. Input for the Monte Carlo (PRISM)
program is given in Table 4.5. Remember that these distributions
describe the spatial variability (between-site or within-biome
variability) of the model's driving variables (e.g., the variability
in mean January temperature across the cool coniferous forest
between 64°N and S0°N).

The phenology parameters (Z9 to 213) are almost certainly
correlated with climate, and, consequently, they likely vary from
site to site across the biome. However, independent data on these

parameters is not available. Therefore, we derived values for these



222

Table 4.5. Input to PRISM used to describe frequency distributions
of the cool conifercus forest model's driving variables
for the 64°N to 90°N latitude belt.

Minimum Maximum
Variabled Distributionl Value Value
7101) U 7.00 40.00
77(2) u 5.00 37.00
77(3) u 5.00 28.00
71(4) v 4.00 35.00
71(5) U 5.00 39.00
7, (6) Y 12.00 67.00
(1) U 33.00 80.00
77 (8) U 30.00 74.00
71(9) U 13.00 67.00
71(10) ] 11.00 56.00
Z1(11) U 3.00 58.00
21(12) ] 7.00 46.00
Z5(1) u 0.00 25.00
Z5(2) U 20.00 71.00
25(3) U 149.00 215.00
75(4) U 234.00 352.00
Z2(5) u 372.00 465.00
25(6) u 420.00 483.00
Z2(7) U 397.00 508.00
77(8) U 267.00 319.00
75(9) U 102.00 187.00
75(10) Y 50.00 91.00
Z5(11) U 10.00 27.00
75(12) U 0.00 3.00
73(1) U ~48.90 -9.80
73(2) U -43.70 -9.90
23(3) U -29.90 -6.70
73(4) u ~13.00 0.30
73(5) U -0.90 8.40
23(6) U 6.60 14.70
73(7) U 11.50 16.50
73(8) U 9.70 14.60
73(9) U 2.50 9.00
23(10) U -14.10 2.80
Z3(11) U -36.10 -2.30
73(12) U -45.60 -6.20
72(1) Y 0.000 0.083
24(2) U 0.048 0.179
24(3) U 0.163 0.307
74(4) u 0.232 0.419
Z4(5) U 0.265 0.469
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Table 4.5. (Continued)
Minimum Max imum
Variabled DistributionP Value Value
24(6) U 0.342 0.557
24(7) U 0.258 0.434
74(8) U 0.155 0.324
75(9) U 0.101 0.236
24(10) U 0.056 0.132
5(11) U 0.004 0.099
14(12) U 0.000 0.048
I15(1) U 69.00 81.00
15(2) U 68.00 85.00
15(3) U 66.00 91.00
15(4) u 61.00 93.00
i5(5) U 58.00 93.00
Z5(5) U 66.00 89.00
Z5(T) U $2.00 87.00
I5(8) Uy 70.00 97.00
15(9) u 74.00 93.00
75(10) U 79.00 92.00
Z5(11) u 73.00 94.00
15(12) U 71.00 94.00
Z6(1) ] -47.80 -6.30
1g(2) U -40.60 -6.30
Z6(3) u ~-25.00 ~-0.90
16(4) U -7.20 5.60
Zg(5) u 1.70 15.00
Zg(6) u 9.40 21.70
Z6(7) 1 15.00 22.20
16(8) U 12.20 18.90
16(9) U 6.10 12.50
1g(10) u -11.10 5.20
16(17) u -35.00 0.50
16(12) U -46.70 -3.30
27(1) ] -52.80 -13.30
77(2) ] -48.90 -13.60
27(3) U -39.40 -11.20
17(4) u -43.00 -3.80
27(5) u -5.60 2.10
Z7(6) u 2.80 8.90
77(7) ] 8.10 11.80
Z7(8) U 4.40 10.20
Z7(9) u -2.80 5.60
77(10) U ~19.40 0.90
Z7(11) U ~40.00 -4.60
17(12) U ~-48.90 -9.10
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Table 4.5. (Continued)

Minimum Maximum

Variabled DistributionP Value value
2g(1) u 0.70 6.80
75(2) J 0.80 6.40
2g(3) U 1.00 5.90
2g(4) U 1.80 6.00
2g(5) U 2.70 4.80
2g(6) U 2.40 5.50
7g(7) U 2.00 5.80
ig(8) U 2.00 6.20
75(9) U 1.80 5.80
2g(10) u 1.40 6.10
75(11) v 0.80 6.20
1g(12) U 0.70 5.80

dNumbers in parentheses indicate the month (1 = January,
2 = February, etc.}). Units are given in Table 2.8, p. 79, except for
Zg. In the extrapolation, the dew point temperature (Zg in
Table 2.8) of the site-specific mode) is replaced by percent relative
humidity (Zg in this table).

by specifies a uniform distribution.
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parameters with a simple algorithm. After examining the data from
the Andrews Experimental Forest site (the site of the site-specific
simulation), we defined the week on which the growing season begins
(210) as the first week of the first month (beginning with January)
with a mean temperature greater than 10°C. We defined the week on
which the growing season ends (21]) as the first week of the first
subsequent month where mean temperature again falls below 10°C.
Following the pattern in the Andrews Experimental Forest data, we set
the week of bud break (Zg) equal to the week on which the growing
season begins (210), and we set the week on which new foliage
becomes old foliage (212) equal to the week on which the growing

season ends (7 We defined the week of minimum leaffall (Z

1) 13)
as the week on which the growing season ends minus five weeks. In
this way, the phenology parameters were determined by the values of
daily temperature drawn from the specified frequency distributions
during Monte Carlo simulation.

We encountered the same correlation problem with the coniferous
forest model as we experienced with the tundra model (ses

Section 4.3.1.1). Consequentiy, we again present only those

simulations where no correlations were specified.

4.3.2.2 Monte Carlo Simulation
Monte Carlo simulation of the coo) coniferous forest mode)
proceeded exactly as described for the tundra model (see

Section 4.3.1.2).
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4.3.2.3 Expected Net Seasonal C0» Exchange

Figure 4.5 compares the mean (expected) seasonal net CO2
exchange for the 200 Monte Carlo iterations of the cool coniferous
forest model with that simulated for the Andrews Experimental Forest
site (Section 2.3). The climate in the Cascades Mountains of Oregon,
the location of the site-specific simulation, is guite different
from the climate of the 64°N-90°N latitude belt; monthly values of
the driving varijables for the Andrews Experimental Forest site
almost always exceeded the limits on the distributions of driving
variables used in the extrapolation. The coniferous forests of the
high latitudes are much cooler (particularly during the winter), the
days are shorter, and solar irradiance is reduced. These forests do
not experience the summer drought seen in the Oregon mountains, and
they receive much less precipitation during the rest of the year.
A1l of these factors working together are responsible for the mean
coniferous forest site's general reduction in magnitude of exchange
(Figure 4.5). They are also responsible for the three month shift in
the spring transition from source (net release) to sink (net uptake)
and the change from a sink during autumn (Andrews Experimental
Forest) to a source (the mean of the Monte Carlo runs). The absence
of summer drought is a major factor in the change from mid-summer
source to mid-summer sink. Because of the greater introduced
variability, the general smoothing and reduction in magnitude often
seen when natural variability is considered (0'Neill 1979a, 1979b)
is more obvious for the coniferous forest model than for the tundra

model (compare Fiqures 4.3, p. 214, and 4.5).
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We calculated the expected monthly net CO, flux by summing

2
daily fluxes for each month. The extrapolated monthly net 002
fluxes for the cool coniferous forest biome between 64°N and 90°N
are the expected monthiy net CO2 fluxes times the area of the cool
coniferous forest within the latitude belt (see Equation 4.6).

Table 4.6 compares this regional-level exchange of C02 between the
cool coniferous forest and the atmosphere with that predicted by the
simplie extrapolation (Chapter 3) of the Andrews Experimental Forest
exchange. The prediction from extrapolation by expected value is
much more reasonable than the prediction from the simple
extrapolation. The magnitudes of the monthly exchanges are more
reasonable (i.e., they are more in-line with estimates from other
CO2 source functions, see Chapter 1), and the restriction of net

uptake to the summer is a more realistic description of production

dynamics in the high northern latitudes.

4.3.3 NET SEASONAL BIOSPHERE-ATMOSPHERE COp EXCHANGE FOR 64°N TO 90°N
Together tundra and cool coniferous forest cover nearly 82% of

the land area between 64°N and 90°N, and they represent nearly 99%

of that area with potentially non-zero biosphere-atmosphere CU2

exchanges. The rest of the latitude belt is covered by Siberian

grassland (0.8%), cropland (0.2%), wetiand (0.2%), shore and

hinterland (0.08%), and ice, polar desert, sand, and rock (17%).

Enough of the latitude belt is represented by the extrapolated

tundra and cool conifercus forest models to justify a comparison

(Table 4.7) of the biosphere-atmosphere CO2 exchange predicted by
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Table 4.6. Predicted net COp exchange between the atmosphere
and the cool coniferous forest of the 64°N to 90°N
latitude belt.
Net €0, Exchange (10'° g C0, month™)?
Simple Extrapoiation by
Month Extrapolation Expected Value
January 1.562 .29
February -0.18 0.22
March -0.62 0.22
April -2.52 0.25
May -4.,217 -0.50
June -4.31 ~-0.58
July 1.70 -0.44
August 1.98 -0.23
September 1.03 0.15
October -2.76 0.48
November 0.3 0.42
December 1.19 0.27

2positive values indicate release to the atmosphere; negative
values indicate uptake by the cool coniferous forest.
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Table 4.7. Predicted net COp exchange between the atmosphere and the
terresirial biosphere of the 54°N to 90°N Jatitude belt.

Net CO, Exchange (10'° g CO, month ' )®
Estimate from Estimate from the
Pearman and Hyson's Extrapolation by
Month tracer transport model Expected Value
January 0.27 0.30
February 0.27 0.22
March 0.34 0.23
April 0.36 0.25
May 0.14 -0.54
June -0.89 ~-1.30
July -1.30 ~0.29
August -1.20 0.33
September 0.53 0.52
October 0.66 0.53
November 0.48 0.43
December 0.33 0.27

Apositive values indicate release to the atmosphere; negative
values indicate uptake by the terrestrial biosphere of the latitude
belt.
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the extrapclation and the exchange predicted by Pearman and Hyson's
(1981b) tracer transport model. Figure 4.6 illustrates this
comparison. The predictions do show some similarity, especially
with respect to magnitude. Relative errors (the ratio of the
difference between the two estimates to the Pearman and Hyson
estimate) are less than one for all months except May and August,
and these exceptions are due to reversals in the direction of
exchange. Also, both estimates show an extended period of net
release (positive values) and a contracted period of net uptake

(negative values). Certainly, the CO, exchange for the 54°-380°N

2
latitude belt predicted by extrapolation using mathematical
expectation comes much closer to the Pearman and Hyson estimate than
the exchange predicted by simple extrapolation (compare Table 3.5,
p. 190, with Table 4.7).

There are, however, notable differences. With the a priori

constraint of a balanced latitude belt (i.e., no net annual

exchange), Pearman and Hyson's estimate predicts a small net annual

15 1

uptake for the latitude belt of 0.01 X 10 ° g €O, month

2
(possibly due to round-off errors). Without this constraint, the
extrapolation predicts a net biospheric release of 0.92 X 1015 g
C02 month-] for the latitude belt. If this annual release of
nearly one Gigaton is too large, and it probably is, either the
extrapolated uptake is underestimated or the extrapolated release is
overestimated.

Net exchange over the period of vegetative dormancy (January to

15

April and September to December) is 3.38 X 10 " ¢ CO2 for the
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Pearman and Hyson estimate and 3.08 X 1015

g CO2 for the
estimate by extrapolation, a difference of less than 10% (relative
error = 0.08%). For the growing season (May through August), total
net exchange is -3.39 X 10]5 g CO2 for the Pearman and Hyson
estimate and -2.13 X 1015 g CO2 for the estimate by extrapolation
(a relative error of 0.372). This comparison suggests that the
extrapolation underestimates net biospheric uptake during the growing
season. Since net exchange is respiration minus photosynthesis, an
underestimate of net uptake could be the result of either an
overestimate of respiration or an underestimate of photosynthesis.
There is 1ittie independent data available to help distinguish
hetween these alternatives, but estimates of annual net primary
production (NPP; see Woodwell and Whittaker 1978) can provide some
clues; an underestimate of photosynthesis could manifest itself as
reduced NPP. Based on our calculation of the expected value of
seasonal CO2 flux, mean annual NPP for the tundra of the 64°N to
90°N latitude belt is 132 g dry matter (dm) m~2 year"l. Lieth
(1875b), Whittaker and Likens (1975), &nd Ajtay, Ketner, and
Duvigneaud (1979) estimated a mean tundra NPP of 140 g dm m~2
year*]. Olson's (1975) estimates of NPP for tundra and
tundra-like ecosystems (which are treated as tundra in my
aggregation; see Table 3.1, p. 175) ranged from 4 g dm m year-1
to 1000 g dm m year™'. oOur prediction of mean NPP for the
coniferous forest of the region is 379 g dm m 2 year_1.

Whittaker and Likens (1975) and Ajtay, Ketner, and Duvigneaud (1979)

estimated the range of NPP for boreal forest (which includes high
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latitude coniferous forests) at 400 to 2000 g dm m? year"].
Lieth (1975) placed the lower end of the range at 200 g dm m~2
year"]. Most of what we consider as cool coniferous forest in the
64°N to 90°N latitude belt belongs to Olson's (1975) northern taiga
and middle taiga. His estimates of NPP for these ecosystems range
from 500 to 700 g dm m~2 yearm]. Finally, the NPP values

predicted by the extrapolation are within the range of NPP

(<100 to 500 g dm m2 year"1) predicted for these latitudes

by the "Miami Model" from annual averages for temperature and
precipitation (Lieth 1975b). Thus, the extrapolation results in
reasonable estimatgs of mean NPP; the estimates might be low, but
they are not dramatically low.

Considering both the tundra and coniferous forest biomes (plus
the minor land cover categories), the extrapolation predicts an area
weighted mean zonal NPP of 179 g dm m"2 year—] for the b4°N to
90°N latitude belt. Pearman and Hyson (1980) used Whittaker and
Likens' (1973) data to estimate a zonal NPP for the latitude belt of
309 g dm m° year_]. Fung et al. (1983) estimated a zonal NPP
of 305 g dm m2 year'] for the comparable, but slightly smaller,
66.5°N to 90°N latitude belt. Roth of these latter estimates are
based on tabulated estimates of NPP; they are not derived from the
CO2 source functions. The Fung et al. source function is
constrained to reproduce their estimate of NPP, but, unfortunately
for comparisons, the Pearman and Hyson (1980, 1981b) source function
cannot be used to estimate NPP because it cannot separate gross

primary production, autotroph respiration, and heterotroph
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respiration. The Pearman and Hyson source function is not
constrained by NPP, and the compatibility of their predicted
biosphere-atmosphere exchanges and their estimate of NPP is
unknown. Nevertheless, the extrapolation's prediction of zonal NPP,
given the available numbers, is well below either the Pearman and
Hyson estimate or the Fung et al. estimate (relative errors are 0.42
and 0.41, respectively).

We believe that the extrapolation's prediction of lower zonal
NPP is supported in part by our larger estimate of Tow-productivity
tundra land area (36% by Pearman and Hyson versus our 54%), and by
the fact that the NPP of boreal forests at these latitudes probably
falls at or below the Tower end of Whittaker and Likens (1973)
production estimates (i.e., <400 g dm rrf2 year) and not at the
800 g dm m 2 year'] used by Pearman and Hyson. Indeed, if
Pearman and Hyson had used the lower value, their estimate of zonal
NPP would have been 189 g dm m 2 year_]; their published
estimate was 309 g dm m—2 year—] and our estimate is 179 g dm
m year'1. The revised estimate is much closer to our own.
Nevertheless, these NPP comparisons, combined with the apparent
tendency of the extrapolated tundra model to underestimate
late-summer photosynthesis, lead us to conclude that the imbalance
in our estimate of regional exchange (i.e., a net annual release of

0.95 x 10'°

g coz) is probably the result of an underestimate of
photosynthetic production during the latter part of the growing
season. We cannot, however, rule out the possibility of

contributions from heterotrophic respiration by decomposers;
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estimates of respiraticn comparable to those for NPP are not
available (but see Gillette and Box (1986} for a move in this
direction).

An obvious difference between the Pearman and Hyson estimate
and the exchange predicted by extrapolation using mathematical
expectation (Table 4.7 and Figure 4.6) is the timing and magnitude

of biospheric CO, uptake during the growing seasen. The

2
discrepancy in total growing season net uptake (most notable in

July and August) is related to the extrapolation's prediction of a
substantial annual release. If the net annual exchange predicted by
extrapolation is balanced (ad hoc) by subtracting the annual release

of 0.95 x 10]5 g CO, from the late-summer (July-August) exchange

2
(simulating an increase in production), the difference between total
growing season uptake predicted by Pearman and Hyson and the uptake
predicted by our extrapolation is reduced from 37.2% to 9.1%.
Remember that the difference in predicted exchange over the
non-growing season was 8.9%. This coarse manipulation suggests
that, if the source of the annual imbalance could be eliminated,
the extrapolation would generate a quite acceptable CO2 exchange
function for the 64°N to 90°N latitude belt with a relative error of
less than 10%.

The extrapolation's prediction of net biosphere uptake in May
(in comparison with net May release in the Pearman and Hyson
estimate, Table 4.7 and Figure 4.6) is Jargely a consequence of the

extrapolated conifer model's behavior (see Table 4.6). This

behavior is probably a response to spring temperature across the
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biome. Conifers in central Sweden (at 50° 48'N latitude) begin net
photosynthetic activity in April as soon as the soil thaws {Linder
and Troeng 1980, Agren et al. 1980), which suggests that coniferous
forests of slightly higher latitudes (i.e., within the 64°N to 90°N

latitude belt) could be a net CO, sink in May. Interestingly,

2
Pearman and Hyson (1981b; see their Figure 2) underestimate the
spring concentration and changes in concentration of atmospheric

€0, at Point Barrow, Alaska, where the influence of the

2
terrestrial biosphere between 64°N and 90°N might be most visible.
Perhaps the earlier growing season predicted by the extrapolation
would result in closer agreement with the concentrations of
atmospheric CO2 observed at Point Barrow.

The preceding examination suggests that with the important

exception of underestimated net CO, uptake in late-summer,

2
possibly due to an underestimate of photosynthetic production, the
extrapolation of the site-specific models by calculation of the
expected value of site-specific fluxes generates a reasonable C02
exchange function for the 64°N to %0°N latitude belt. We now turn
to a brief consideration of why the twc estimates fail to match more
closely than they do. Possible sources of error include:

1. Errors in the Pearman and Hyscn estimate. Remember that
the Pearman and Hyson estimate is the tuned model boundary condition
required for the best fit between simulated and observed annual
cycles of 602 concentration; it is not the result of direct

observations. Some of the exchange predicted by Pearman and Hyson

could be, and probably is, the result of atmospheric circulation
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between the 64°N to 90°N latitude belt and surrounding air masses
rather than biosphere uptake and release within the belt. Thus,
some of the differences between our source function and the Pearman
and Hyson could be due to atmospheric circulation not modeled by
Pearman and Hyson.

2. Within-biome biotic heterogeneity. The extrapolation only
considered spatial variability in abiotic factors described by model
driving variables. We assumed that mcdel parameters, which
frequently describe biotic factors (e.g., maximum photosynthetic
rate) were constant across the region. In fact, model parameters,
or biotic factors, probably do vary from site-teo-site, and the
site-specific models could be sensitive to this variability. The
influence of this probable, but unknown, variability is not
considered in our estimate of regional CO2 exchange.

3. Exchanges by the other biomes in the latitude belt.

CO2 exchange for 0.98% of the latitude belt's land area

(0.82% in grassland and 0.16% in cropland) was estimated by simple
extrapolation (area times site-specific flux); variability within
these biome-types was ignored. Furthermore, because we did not
implement a wetlands model, we assumed that CD2 exchange for
wetlands (0.17% of the belt's land area) was inconsequential and set
those fluxes to zero. Prediction of C02 fluxes to and from these

areas using extrapolation by expected value could alter the estimate

of regional CO2 exchange.



239

4, Failure to include driving variable correlations. As
discussed earlier (Section 4.3.1.1) it is currently impossible to
include driving variable correlations in the recipe for extrapolation
that we have implemented. These seria’) and between-variable
correlations are important, and they might strongly influence the
estimate of regional 002 exchange. Indeed, the extrapolation's
prediction of net annual release might be the result of not
including correlations (see Section 4.3.1.3).

5. Uncertainties in estimating driving variables. The climate
stations and IBP sites did not always provide the needed driving
variable data. We frequently had to use surrogates (e.g., using
daily maximum temperature for average daytime temperature in the
coniferous forest model) or derive values indirectly (e.g., the
derivation of monthly soil moisture in the tundra model and phenology
variables in the coniferous forest model). Uncertainties in these
approximations could easily introduce error into the extrapolation.

6. Uncertainties in estimating the within-biome variability in
driving variables. Even when driving variable data could be
obtained directly from the climate stations, the number and
distribution of these stations introduced uncertainty into the
estimate of regional variability (i.e., the frequency distributions
describing the spatial variability of the driving variables). We
elected to use the distributions of least bias, the uniform and
triangular (Tiwari and Hobbie 1976, Gardner and 0'Neill 1983)
described by the best available information (Morgan et al. 1978).

Different distributions could generate different results, although
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0'Neill, Gardner, and Carney (1982) concluded that the shape of the
distribution had 1ittle effect on the prediction uncertainty of a
stream ecosystem model. Estimates of maxima and minima might have
more influence than shape, but there is less uncertainty associated
with these estimates. The potential error involved in the
specification of distributions is probably increased by the
difficulty of estimating some variables (see 5 above).

7. Failure to specify additional constraints. Site-specific
CO2 flux may be constrained by abiotic or biotic variables not
included in the formulation of a site-specific model developed at
one particular location. For example, if nutrients are not
important at the model site, they will probably not be included in
the model. They may, however, be an important constraint at other
sites. 1If these neglected constraints are important enough, and if
the situation occurs frequently across the region, an extrapolation
by expected value could result in an erroneous estimate of regional
CO2 flux. Could the extrapolation's prediction of net annual
release be due to neglected constraints? Possibly, but the
constraint in question does not immediately come to mind.

8. JUncertainties in estimating the areal extent of
biome-types. The regional flux, FR’ predicted by extrapolation is

given by

-
il
L e =

AE[Y] |, (4.7)
5 . .
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where E[Y]1 is the expected value of site-specific flux for
biome-type 1 (e.g., tundra) in region R, A1 is the area of
biome-type 1 in R, and n is the number of biome-types in R.
Obviously, different estimates of biome-type areal extent will
result in different estimates of regional flux; consequently,
uncertainties in estimating A1 are a3 potential source of error in
the prediction of regional exchange. Cur estimates of areal extent
were based on Olson, Watts, and Allison's {1983) estimates of
land-use and our adopted correspondence between 0Olson's land cover
types and the site-specific models. Uncertainties in both could
produce errors in the estimate of regicnal flux.

9. Errors in the site-specific mcdels. The site-specific
models we chose to work with are good representative models of their
ecosystem types, and the assembled set is an appropriate one. The
models do, however, as all models do, have error associated with
them. This error could persist or propagate through the
extrapolation and introduce error into the estimate of regional
exchange. For many of the reasons just cited, running the
site-specific models under conditions for which they were not
explicitly designed could increase the chances of significant error
in the prediction of site~specific C02 flux.

10. Failure to equilibrate climate and state variables. In
the Monte Carlo simulations, we aliowed ten years for the climate
(i.e., driving variables) to condition the initial values of the
state variables, that is, to bring them intc equilibrium with the

prevailing climate. For some state variables (e.g., deciduous
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leaves and annually incremented non-woody biomass) this conditioning
is not important because the initial values are always zero.
However, for others (e.g., litter, soil organic matter, tree trunks,
and old evergreen foliage) this conditioning could be important in
the erroneocus prediction of regional exchange. We beljeve ten years
is sufficient to account for most of the potential error, but it is
possible that more time is required, and that the choice of ten
years contributes to errors in the regional estimate. It is also
possible that the state variables might never equilibrate. It might
be impossible, for example, to produce the stunted taiga conifers of
the tundra-coniferous forest ecotone from the large Douglas-firs of
the coniferous forest's site-specific model.

A1l of these factors, working alone and in concert, contribute
to the potential for error in the extrapolation’'s estimate of
regional C02 exchange. Some undoubtedly contribute more than
others, and some will be easier to eliminate than others. The next
round of extrapolation should be directed at evaluating the relative
contribution of each potential source of error, and at eliminating
or minimizing those that are important and can be eliminated or
minimized most effectively.

We believe that the absence of driving variable correlations
is the most impertant of these targets. The correlations can be
introduced either by changes in PRISM (see Section 4.3.1.1) or by
using an alternative calculation of the expected value. For
exampie, it might be possible to calculate an acceptable expected

value by running the site-specific models at each of the climate
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stations (and only at these stations), thereby retaining the driving
variable correlations inherent at each site. This approach
eliminates the problem of specifying correlations, which is a direct
result of the assumption of variable independence implicit in
PRISM's input requirements. The trade~off may lie in the ability to
include within-biome variability not seen at the ciimate stations.
In either case, solution of the correlation problem is possible with
time., The correlations will improve the description of regional
variability in driving variables, insuring that each simulation
during the Monte Carlo runs involves a realistic climate. The
introduction of correlations will almost certainly improve, rather
than detract from, what are already very promising results.

The extrapolation by expected value meets the objectives we set
forth in Chapter 1 and in Section 4.3 of this chapter. We have
collected a set of site-specific models of ecosystem carbon
metabolism (Chapter 2). We have shown how these models can be

interpreted as components of a seasonal CO, exchange function, and

2
I have demonstrated the assignment of these models to larger
regional and global areas (Chapter 3). In this’chapter we have
presented the calculation of the expected value as the correct way
to extrapolate site-specific models across larger heterogeneous
regions, and we have applied the technique to a test region in order
to evaluate whether the methodology can be successfully applied to
the specific problem of simulating regional 002 exchange. The

resulting values of monthly net biosphere-atmosphere 602 exchange

for the 64°N to 90°N latitude belt are, admittedly, not as
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corroborative as they could be, but they are reasonable enough to
justify the conditional acceptance of the technique as a method of
incorporating mechanistic ecosystem models into a global 002
exchange function.

Whether the extrapolation's estimate of regional 602 exchange
is an accurate representation of actual biosphere-atmosphere
exchange cannot be determined until these results are combined with
estimates of regional exchange for the rest of the biosphere and
with a tracer transport model. Nevertheless, the extrapolation's
prediction of a net annual release from the belt of nearly one

gigaton C0O, is probably sufficient reason to reject the specific

2
results of the extrapolation as a prediction of the regions CO2
exchange. Rejection of the specific monthly values of net exchange
is not, however, sufficient reason to reject the extrapolation
outright as a feasible procedure for predicting regional 002
exchange.

First, the investigation identifies the calculation of an
expected value as the correct way to extrapoclate site-specific
models across heterogeneous regions. This approach may be limited
by the ability to calculate this expected value correctly, but
mathematical expectation is theoretically the most correct way to
predict regional CO2 from site~specific models. This was not
obvious at the outset of the study.

Second, the extrapolation has several positive results.
Throughout much of the year, the agreement between the

extrapolation's estimate of regional CO., exchange and the

2
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reference estimate by Pearman and Hyson (1980, 1981b) was good; the
relative error was less than 10%. Most of the differences between
the estimates were limited to the growing season, especially the
late summer. The extrapolation's estimates of NPP were somewhat
Tow, but were generally reasonable. 1In atlleast one respect, the
prediction of net uptake in May, the extrapolation seemed to be a
better estimate of regional exchange than the Pearman and Hyson
estimate.

Third, the level of agreement with the Pearman and Hyson
estimate is good despite the many possible sources of error. This
result supports the acceptance of the general technique and the
recipe for its implementation, even if refinements are needed to
eventually permit precise predictions.

Finally, this is the first application of the methodology to
regional CO2 exchange. Too critical an evaluation could
unnecessarily deter further development of a potentially very useful
methodology.

Further tests and extensions are necessary (e.¢., incorporation
of driving variable correlations and further consideration of
palanced 002 exchange) before the conditional acceptance can be
upgraded, but extrapolation by mathematical expectation is a
promising technique for extrapolating from site-specific models to

regional and biome-level models.
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CHAPTER 5
SUMMARY, SYNTHESIS, AND CONCLUSION

Our motivation for the research presented in this report was
the recognized need for ecological models of the seasonal exchange
of CO2 between the atmosphere and the terrestrial biosphere.

These ecological models of the terrestrial biosphere are models
derived from ecological data, independently of the requirements of
any particular model of atmospheric C02 transport, that can be
used as CO2 source functions in models describing changes in

9 Ecological 002 source functions are needed in
the study of the seasonal cycle of atmospheric C02 concentrations,

atmospheric CO

especially in models of the observed changes in the amplitude of the
seasonal cycle. An increased understanding of the seasonal cycle
and its changes contributes to an understanding of the biosphere's
role in the entire global carbon cycle, a role which is a continuing
point of controversy (e.g., the biosphere's part in the secular
increase of atmospheric C02).

In Chapter 1 we intrcduced one particular approach to the

problem of modeling seasonal C0, exchange between the atmosphere

2
and the biosphere, i.e., the idea of using existing site-specific
ecosystem mcdels as a basis for a model of larger-scale regional and
global C02 exchanges. Site-specific models like those described

in Chapter 2 possess many characteristics that recommend them as a

base for constructing biosphere models. However, their use is

also hampered by a major disadvantage; the models are all Tecal,
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site-specific, and relatively small-scale models. Consequently, the
use of site-specific models in a global CO2 source function

becomes a problem in translating information from local scales to
regional and global scales. The proper procedure for translation or
extrapolation from site-specific simulations to regional and global
simulations is uncertain, if indeed such translation is even
obtainable. This problem is not unique to 002 source functions.

As ecologists deal more and more with larger scale problems in both
landscape ecology and global ecology, the problem of extrapolation
from small local scales to larger regional scales is increasingly
recognized and increasingly important. This broader relevance of
extrapolation from site-specific models to biome-level models
reinforced our motivation to use the site-specific ecosystem models

in a global CO, exchange function.

2
In Chapter 3 we tested a very simple extrapolation. An
area-weighted summation of site-specific fluxes, under the
assumption of relative homogeneity within biomes, generated CO2
source functions that differed dramatically from published estimates
of 002 exchange. The differences were 30 great that we rejected
the simple extrapolation as a means of incorporating site-specific
models in a global CO2 source function. The principal conclusion
drawn from Chapter 3 is the suggestion that within-biome,
between-site heterogeneity is significant enough to influence
extrapolation from local fluxes to regional fluxes, which further

suggests that successful extrapolation procedures must explicitly

incorporate within-biome heterogeneity.
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In addition, the simple extrapolation of Chapter 3, although
rejected as a general procedure, suggests a possible deficiency in
the existing CO2 source functions. A1l these source functions

assume that monthly net CO, exchange is zero in the tropical

2
latitudes. Tropical ecosystems are not strictly aseasonal; they
often experience seasonal rainfall and moisture conditions (Walter
1985). If CO2 flux is influenced by the site's moisture regime,
which seems likely (see Sections 2.5 and 2.6), then some seasonality
in regional CO2 flux is probable. The gquantitative predictions of

tropical CO., flux made by the simple extrapolation may be in

2
error, but the qualitative prediction of seasonality may be more
reasonable than the aseasonality expressed by the other source
functions. The assumed aseasonality of tropical zones is an

a priori constraint, this constraint should be reevaluated.

In Chapter 4 we tested an extrapolation that explicitly
considers within-biome heterogeneity, that is, spatial variation in
those factors that influence C02 exchange between the ecosystem
and the atmosphere. The extrapolation procedure is bhased on the
mathematical expectation of a random variable. The estimate of

regional CO, flux is a simple function of the expected value of

2
the simulated site-specific fluxes, integrating across the frequency
distributions describing the spatial heterogeneity of model driving
variables for that region. Regional CO2 flux is thus equal to the
expected value times the area of the region. MWe used the 64°N to

90°N latitude belt as a test case for the extrapolation by expected

value. Comparisons between the C02 fluxes estimated by the
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extrapolation of the tundra model and the cool coniferous forest
model and those estimated by Pearman and Hyson (1981b) support the’
appropriateness of extrapolation by expected value. Accurate
predictions of net primary productivity provide further support
for the extrapolation. The results of Chapter 4 indicate that
extrapolation by mathematical expectation is theoretically sound and
a promising technique for extrapolating from site-specific models to
regional and biome~level models.

Obviously, the extrapolation must be extended to other latitude
belts and, as a consequence, other site-specific models. These

extensions are necessary in order to produce a global CO, source

2
function, and each one will serve as a test (comparable to the test

described in Chapter 4) of the extrapolation procedure. The
latitude belts or horizontal grid cells involved will depend upon

the tracer transport model for which the C02 source function is

designed. Existing estimates of whole-belt or whole-grid cel} CO2

exchange will serve as intermediate tests of the extrapolations (as

described in Chapter 4), but ultimately the global CO, source

2
function generated by the extrapolation of site-specific models must

be coupled with a tracer transport model. The ability of this

coupled model to simulate the seasonal pattern of atmospheric CO2

concentrations, as observed at the various C0, recording stations,

2

is a c¢ritical test of the extrapolation of site-specific CO2

fluxes by mathematical expectation. In particular, if the tracer

transport model simulates observed concentrations more accurately
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with the extrapolated source function than with a source function
estimated by some other means, then confidence in the extrapolation
procedure will be increased.

These extensions expose a potential drawback in using the
extrapolation of site-specific models to generate the source function
for a global tracer transport model, i.e., the difficulties involved
in a global implementation of the extrapolation. For each unit of
spatial resolution (belt or grid cell), frequency distributions
describing the spatial variation of all model driving variables
(12 times the number of driving variables if each variable enters
the program as monthly input) must be specified. This must be done
for each site-specific model associated with the biome-types
encompassed by the spatial unit. Up to 2000 computer simulations
{200 Monte Carlo iterations of ten annual simulations) must be
performed for each mcdel. While the cost of the Monte Carlo
simulation is not absolutely prohibitive, it is a consideration. A
grid cell or latitude belt with 10 model biomes could require 20,000
model runs. Any simulation experiment (e.g9., a doubled atmospheric
CO2 perturbation) would require two sets of runs, the reference
simulations and the perturbed simulations. Climatic perturbations
or simulations over several years with variable climate might
reguire respecification of the driving variable freguency
distributions.

Another difficulty arises in actually specifying the frequency
distributions of the driving variables. If model driving variables

are standard climate station measurements, or can be derived from
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these measurements, the frequency distributions can be constructed
fairly easily. However, if driving variables are not standard
tlimate measurements, then the construction of frequency
distributions is more problematic. Some non-climate variables
(e.qg., soil moisture) may be standard ecolegical measurements and
can be obtained from various data sources (e.g., IBP research
sites), although these sources may be gecographically sparse. The
task of constructing the frequency distributions becomes more
difficult as the driving variables become more unusual or
non-standard. For example, a model that requires daily leaf
microclimate as input would be very difficult to handle. Even with
standard climatic data, the spatial distribution of stations could
hinder the construction of reliable frequency distributions.
Available stations might be too few and too scattered to adequately
describe regional variations in climate. This problem will increase
with increased spatial resolution by the tracer transport model.
Some method of interpolating between stations might become necessary.
These difficulties should not be construed as a condemnation of
the extrapolated site-specific models. Depending upon objectives,
the advantages gained in using site-specific models (see Chapter 1)
might outweigh the operational disadvantages. Indeed, we plan to
complete the extrapolation of the site~specific models for the
entire terrestrial biosphere. Furthermore, the operational
difficulties do not detract from the more general result of a method

by which local small scale models may be extrapolated to model
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larger scales. Should the extrapolation by expected value prove
to be corroborated by additional tests, we will have gained a
useful tool.

In this 1ight we think it useful to address two additional
applications or tests of the extrapolation. One of these is
directly applicable to the problem of devising ecologically sound

global CO, source functions; the other to the more general probiem

2
of modeling ecosystem processes at Jandscape and regional scales.
The site-specific models need not be as complex or detailed as
many of those in Chapter 2. These models are structured as they are
because of objectives in place during their original development
(e.g., simulation of biomass dynamics during the IBP). For the
purpose of modeling CO2 exchange with the atmosphere, simpler
models could be constructed for each major vegetation type. By
simpler we mean, in particular, models that use standard climate
station data as driving variable input, or which derive necessary
microclimate variables from standard station data. This constraint
on model structure would reduce the problems associated with
constructing frequency distributions for the driving variables.
A general reduction in the number of state variables, rate
processes, and other details could also reduce the operational
difficulties involved in building a global 002 source function
from site-specific models. The resulting set of simpler
site-specific models, one model for each major vegetation complex or

biome, would substitute for the site-specific models of Chapter 2.
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A single generalized site model, a model that with the proper
parameterization could represent CO2 exchange between the
atmosphere and any stand of vegetation, would be even more
advantageous than a set of simpler site-specific models. This model
would Tikely be much more abstract than the site-specific ecosystem
models of Chapter 2, but the principles of ecosystem CO2 dynamics
built into those models could be incorporated into the single
general model without compromising the objective of an ecologically

sound €0, source function. In particular, seasonality could be

2
driven by functional responses to climate rather than the forcing
functions of other simple biosphere models (e.g9., Junge and Czeplak
1968, Azevedo 1982, Fung et al. 1983). The c¢limate data might come
from climate stations or remote sensing platforms. This model
structure would allow for realistic simulation of geographical

variations in CO, exchange. The more recent modeling efforts of

2
Inez Fung (pers. comm.), Katharine Prentice (Prentice 1986),
Elgene Box (Gillette and Box 1986), and Richard Houghton (pers.
comm.) are progressing in this directicn. A model of this type is
also being developed by King (in preparation (a)). These models
will lose some of the advantages gained in using existing
site-specific ecosystem models, but gain something in operational
tractability and focused objective.

These proposed single models must sti1l contend with biosphere
heterogeneity (both biotic and abiotic). Functional representation

of CD2 exchange will almost certainly be based on information

gained at a smaller scale than the desired prediction of
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atmosphere-biosphere exchange. Translating or moving across scales
remains a problem, though one that can be addressed with further
tests of the extrapolation by expected value.

Extrapolation by expected value js theoretically sound. This is
demonstrated in the simple example at the beginning of Chapter 4, and
a more detailed theoretical development based on a theory of spatial
hierarchies is being developed elsewhere (King, in preparation (b)).
However, it must be demonstrated that this theory of extrapolation
can be successfully applied to actual problems. The test described
in Chapter 4 is one such demonstration, and the extensions will
provide further tests. The persuasiveness of these tests is,
however, limited somewhat by the fact that the references against
which the performance of the extrapolation is judged are themselves
estimates and model predictions. There are no empirical measurements
of large scale regional or biome-level atmosphere-biosphere 002
exchanges. Even a failure to match the observed atmospheric CO2
concentrations with the extrapolated source function and a tracer
transport model is equivocal since the transport model could be
flawed. Consequently, a critical test of the extrapolation
procedure will probably come at a smaller scale where the relatively
larger scale integrated flux (not necessarily COZ) is measured
directly. Watershed or small landscape scale tests of the
extrapolation by expected value are desirable. If the procedure
fails these tests, revisions of the procedure are called for. If,
on the other hand, the procedure passes these tests and the regional

CD2 exchange tests outlined earlier, the predictions of global
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scale biosphere-atmosphere CO2 exchanges derived from the
extrapolation of site-specific ecosystem models can be accepted
with confidence.

In conclusion, an ecologically based model of the seasona)
exchange of CO2 between the atmosphere and the terrestrial
biosphere can be derived, independently of any particular tracer
transport model, using the understanding of ecosystem-atmosphere
C02 exchanges reflected in models of ecosystem-level carbon
dynamics. This objective can be realized with existing site-specific
ecosystem models, but progress may be expedited by using simpler,
generalized site-specific models designed specifically to simulate

ecosystem-atmosphere €0, exchange. In either case, the derived

2
002 source function requires the non-trivial extrapolation from
site-specific models to regional or biome-level models. The correct
extrapolation requires the calculation of the expected value of

variable site specific CO, exchange. Further applications and

2
refinements are required, but extrapolation by expected value is a
promising technique for extrapolating from site-specific models to
regional and global models of seasonal biosphere-atmosphere COZ
exchange.
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