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ABSTRACT 

Three algorithms for quantitative 2d gel electrophoresis were compared 

when applied to a set of simulated images, and to gel images obtained 

with separated cytoplasmic proteins of FELC. The methods involved 

fitting of Gaussian surfaces to protein spots as well as quantitation 

that did not r e l y  on any assumptions concerning the distribution of 

radioactivity within a protein spot. Image processing algorithms 

preceding the analysis were identical for the three methods. Results 

based on isolated spots show that f o r  the majority of  cases there is no 

statistical difference between the estimates produced by the three 

methods. This suggest that computationally expensive fitting of two- 

dimensional surfaces is not necessary in order to achieve satisfactory 

quantitation. 

ABBREVIATIONS USED 

CV - Coefficient of  variation 

FELC - Friend erythroleukemia cells 
2d - two-dimensional 

V 
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1. INTRODUCTION 

The importance of computer analysis and pat 3rn recognition methodology 

for quantitative two-dimensional electrophoresis is being recognized, 

as documented in several reports on analysis systems that appeared in 

the literature during the past few years [ 1 , 2 ~ 3 , 4 , 5 , 6 , 7 , 8 , 9 , 1 0 ] .  

However, no data are available from systematic studies that would allow 

a critical assessment of the relative advantages and disadvantages as 

well as potential intrinsic limitations o f  the different methods 

described so far. The purpose of this article is to present results 

that we obtained from experiments designed to compare the performance 

of  different methods for gel image analysis. 

The goal of quantitative g e l  image analysis is to reduce the pictorial 

data to a list of protein spots, where each spo t  is defined by a 

triplet, quintuplet or a different but usually small amount of numbers, 

e,g. location (x,y), spread in x and y ,  integrated density, and 

sometines boundary coordinates. The analysis is preceded by a 

processing step, generally a bandpass operation that eliminates high 

and very l o w  frequencies, the latter corresponding to a locally varying 

image background that would make simple thresholding inadequate for 

image segmentation. Some systems use a local thresholding technique for 

background elimination [ 2 , 4 ] ,  others a non-linear min/max filter [l,9] 

first described in the context of "mathematical morphology" [ll] as 

"image opening". 

Although the algorithms for spot detection and quantification that have 

been described differ in detail, partially because o f  different 

hardware configurations, we can categorize these methods in ~ W D  s e t s :  

parametric methods that operate on the basis of  some model for the 

spots [1,3,5,6], and non-parametric methods that do not rely on any 

assumptions as to the shape of the spots [4,9,10]. We will subsequently 

refer to these sets as P and NP respectively. 
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Methods in P usually assume Gaussian spot profiles. This can be 

justified considering the diffusion processes involved i n  

cl ectrophoresis combined with the sieving effect: produced by the 

concentration gradient in the polyacrylamide gel medium. Each spot is 

characterized numerically by at most six parameters: location, spread 

in x and y, maximal intensi-ty, and angle of principal component if the 

Gaussian is not assumed to be separable. A synthetic image produced by 

the superposition oE all Gaussians is fitted optimally, usually in the 

least squares sense, to the bandpass-filtered image. 

A s  with parametric methods the implementation details Tor methods in NP 

differ considerably between the systems described in the literature. 

The common feature of NP methods is that time-consuming surface fitting 

is not performed. Overlap between spots is resolved by examining 

spatial derivatives of the image, S p o t s  are characterized by their 

location and volume, and often boundary coordinates are stored in order 

to allow for display of a contour map depkting the result of  cornputxr 

analysis" 

NP methods cannot achieve the amount of data reduction obtained with P 

methods without sacrificing the frequently important capability of  

displaying a synthetic gel image, based on the numerical information on 

the spots, that resembles the original image. Obviously, non-Gaussian 

spot profiles can be handled better by NP methods. 

Tn this paper we describe the results of experiments designed to 

compare the accuracy and consistency of  quantification obtained with 3 

methods: a sub-optimal f i t .  of Gaussian profiles with principal axes 

ali-gned to the image coordinate axes (method A ) ,  an optirnirrn l eas t  

squares fit o f  Gaussian profiles without restriction on the angle of 

principal axes (method B ) ,  and a typical non-parametric method (method 

c > .  
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2. MATERIALS AND METHODS 

- 2.1. THE COMPUTER SYSTEM 

Our analysis algorithms were implemented on a configuration that 

consists of a PDP 11/70 (Digital Equipment Gorp., Maynard, MA), 

operating under RSX-11M-PLUS with 1.5 Mbyte main memory, a 6 8  Mbyte 

EM03 disk, a 475 Mbyte RA81 disk, and a TE16 magnetic tape drive. It is 

linked via Ethernet to a microVAX I1 (DEC, Maynard, MA) computer with 9 

Mbyte main memory, 210 Mbyte disk space, and a TK50 tape cartridge, 

operating under microVMS 4 . 3 .  Images are digitized with an Optronics 

P-1000 scanning densitometer (Optronics International Inc.,Chelmsford, 

MA). Some image processing functions, image storage during analysis, 

and image display are performed by a specialized pipelined processor, 

an IIS Model 75 (International Imaging Systems,Milpitas, C A ) ,  with the 

PDP 11/70 as host computer. The 11s Model 75 is currently equipped with 

12 512x512~8 bit refresh memory channels. Images are displayed on a 

Mitsubishi color TV monitor (Mitsubishi Electronics America 

Inc. ,Compton, CA) , and can be copied onto film by a Color Graphic 

Recorder Model. 3000 (Matrix Instruments Inc., Orangeburg, NY). The 

software is written in FORTRAN 77. 

2.2. GEL IMAGE PROCESSING AND ANALYSIS PROCEDURES 

Gel images in our laboratory are approximately 15 cm x 15 cm, and are 

digitized at 100 u intervals, resulting in digital images of 1536 x 

1536 pixels. We refer to the isoelectric focussing dimension as x, and 

the molecular weight dimension as y. The steps involved in gel image 

processing were previously described in detail [ 6 ] .  Briefly, images are 

smoothed with a Gaussian low pass filter, and locally varying 

background, including vertical and horizontal streaks, are removed, 

using a non-linear min/max filter [1,11]. Figure 1 illustrates the 

effect of these filters on a 100 x 100 pixel area of a typical gel 

image. This image processing procedure i s  common to the 3 analysis 

methods that we tested. 
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Figure 1 Panel A shows an isometric p l o t  of  a ~ o o x ~ o o  p ixe l  area 

scanning densitometer. Panel Bd ep ic t s  the same image sec t ion  a f t e r  
smoothing and elimination o f  s p a t i a l l y  varying background. The fit 
generated by image analysis  method A (see t e x t ) ,  i s  shown i n  panel C .  
The sca l e  on the z -ax is  labeled "'greyvalue" is  the same i n  all 3 
panels .  

( i . e .  lcm 2' ) o f  a t-ypical,  unprocessed gel image d i g i t i z e d  with a 
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Method A was described in detail in [ 6 ] .  Spot estimation is based on 

the assumption that the spots can be adequately described by separable 

Gaussians. It follows that images can be analyzed in the 2 dimensions 

separately. A set of rules is used to detect a spot or overlapping 

spots by examining the derivative of the greyvalue function. The fit of 

the separable Gaussian model to the image is sub-optimal because not 

all parameters are allowed to vary simultaneously. In order to increase 

the speed of analysis, the simplifying assumption is made that the spot 

finding process results in acceptable estimates of spat location and 

size, The solution of linear equations then gives estimates of spot 

intensities [ 6 ] .  

Method B consists of  an optimal fit, in the least squares sense, of a 

two-dimensional Gaussian profile whose major axes are not constrained 

to be parallel to the image coordinate axes. A 1 1  parameters are allowed 

to vary simultaneously. For the purpose of this study, the initial 

estimates required by method B were the results obtained with method A .  

The non-linear least squares fit was computed using a CORLIB subroutine 

(LMDER1) that is based on the Levenberg-Marquardt algorithm [ 1 2 ] .  

Method C estimates spot volumes by adding pixel values that are above a 

selected threshold within a rectangular area around an isolated spot. 

The location of this area, i.e. the location of its center, was set 

equal to the coordinates of  the spot center determined by method A .  The 

size of the area was determined as 4(sx x sy), where sx and sy are the 

standard deviations of  the Gaussian fitted by method A .  

Only spots that were well defined, clearly detectable, and well 

isolated were included in the comparative analysis of the 3 methods. 

2.3. TWO-DIMENSIONAL GEL ELECTROPHORESIS 

The gel image data presented here were obtained with cytoplasmic 

proteins from Friend erythroleukemia cells (FELC). FELC, clone 19-9 

[ 1 3 ] ,  were labeled with a 14C amino acid mixture from day 4 to day 5 
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after plating at 2x105 cells/ml in Dulbeccos modified Eagle medium 

supplemented with 10% FCS. Two-dimensional polyacrylamide gel 

electrophoresis was performed as a modification of the O'Farrell method 

[14]. Twelve 1.4 mm i..d.x 130 m long tube gels prepared according to 

Anderson [15]  were loaded with 60-150 ug FELC cytoplasmic proteins and 

isoelectrically focused for 690 Volthours . Twelve second dimension SDS 
10-20% linear gradient slab gels 16 x 18cm x 1.4m were electrophoresed 

simultaneously at 175 ma h/slab. The second dimension slab gels were 

fixed overnight. After a 10 min. distilled water rinse, slab gels were 

prepared f o r  fluorography by agitatlon in 4 volumes of 97% Amplify 

(Amersham)/3% glycerol (v/v) for 1 h and dried at 80° C under vacuum 

for lh followed by an additional 2h under vacuum on filter paper. Kodak 

type SR X-ray films were preflashed and exposed to the dried gels 

according t o  the method o f  Laskey and Mills 1161. Optical density to 

dpm conversion calibration strips impregnated with the same fluor 

accompanied each group of films for fluorography. 

2 . 4 .  EXPERIMENTS 

We performed 2 experiments to compare the performance of the 3 methods 

in terms of  accuracy and variability of spot volume estimates. 

The first experiment ( E X l )  used a computer-generated image containing 5 

isolated Gaussian spots of  different sizes and intensities. Ten images 

were generated from this synthetic image by adding independent samples 

o f  Gaussian noise produced by a random number generator. .4 mean value 

of 30 and a standard deviation of 5 greyval-ues were chosen for the 

noise process to simulate realistic conditions (Kodak SB X-ray film, 

preflashed) . Maximum spot intensities were 50, 100, 140, 170, and 200 
greyvahies. A l l  images were analyzed by methods A ,  B, and C. 

The second experiment (EX2) used gel images resulting from the 

separation of cyt:oplasmic proteins of FELC. Electrophoresis was 

performed as described in the previous section, Three independent gels 

were produced from one protein sample. The resulting 3 images were 
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analyzed using methods A ,  B, and C 

3 .  USULTS 

The outcome of EX1 is summarized in Table 1. A one-way ANOVA of  the 

spot volume estimates obtained with the 3 methods showed that for 4 of 

the 5 spots the results were significantly different. Further analysis 

of the data using Scheffe's test [17] allowed to isolate diEferences 

and revealed that methods A and B gave results different than method C. 

The spot for which no difference was detected (number 2) had the lowest 

signal to noise ratio which resulted in high coefficients of variation 

of the estimates from methods A and B. With the very small and bright 

spot number 5, the surface fitting methods A and B gave less accurate 

estimates than method C. This is due to the fact that small errors i n  

the size estimates have a major impact on the volume estimate for this 

kind of spot. Another source of error in general as well as for this 

spot in particular is the fact that in our system, estimates of size 

and location are always rounded to the nearest integer. Moreover, some 

practical considerations regarding the choice of parameters for 

subroutine LMDERl [ 1 2 ] ,  which is central to method B, result in less 

than optimal fitting. Most important among these is the selection of 

the parameter on the basis o f  which the decision is made whether the 

sequence of iterates has converged. We chose to end the iteration when 

the relative change in successive iterates was less than r-5~10-~. This 

choice was based on recognizing the tradeoff between smaller values of 

r and increased Computation times, often several minutes per spot for r 

< using a microVAX 11 computer as described above. We attribute 

the higher relative error obtained with method B on spots 1 and 3 as 

compared to method A to this choice of r. 

This phenomenon raises an interesting point that deserves further 

comment. The least squares estimator is optimal in the presence of 

Gaussian noise, i.e. we would expect the results from B to be better 

than those from A or C. However, after the non-linear bandpass 

filtering that precedes any of the 3 methods studied here, image 
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TABLE 1. Summary of results form EX1. True s p o t  parameters 
(x,y,sx,s ,max): spot1 = (100,100,10,10,100), spot 2 = 
(150,100,~,10,50), s p o t  3 - (200,200,12,5,140)spot 4 = 
(300,300,3,8,200), spot 5 - (100,300,4,4,170). The true spots were 
corrupted with Gaussian noise (m=30, s=5) I Discussion of results in the 
text. 

I max. average relative esror coefficient of variation 
lintensity [ % I  [ % I  

s p o t  # I[greyvalue] A B C A B C 

1 1 100 2.1 5.9 10.0 

4 I 200 3.1 0.0 7.4 

2 I 50 9.3 3.9 12.6 
3 I 140 4.4 6.1 7.8 

5 I 170 21.8 15.1 4.8 

4.6 0.4 0.6 
6.7 10.5 1.6 
3.0 0.1 1.0 
5.2 0.5 1.7 
8.7 0.6 1.5 

I one-way ANOVA Scheffe‘s test 
I scrO. 05x2. 912 
I FO. 05 (2) 2, 27=4-24 A vs 3 A vs C 3 vs c 

1 1  21.817 3.159 6.604 3.445 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

2 I 4.108 1.749 1.092 2.841 
3 1  1.57.391 1.983 14.277 16.260 
4 1  27.724 3.555 8.689 5.134 
5 1  49.656 2.376 9.507 7.130 
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d i s t o r t i o n s ,  although small, are not Gaussian any more. Moreover, 

p r a c t i c a l  choices of parameters f o r  the  d i sc re t e  implementation of the 

estimator must be made, which eventually leads t o  l e s s  than optimal 

r e s u l t s .  

For the ana lys i s  of EX2 the 3 images produced from the same sample 

where brought i n to  r eg i s t r a t ion  using a polynomial s p a t i a l  coordinate 

transformation [ 6 ] ,  and 35 well-defined, i so l a t ed  s p o t s  were included 

i n  the comparison of the 3 methods. Table 2 depic t s  the r e s u l t s  of EX2 

as  analyzed by ANOVAs and Scheffe 's  t e s t  performed with dpm est imates .  

Only the spots  fo r  which differences w e r e  detected a r e  shown i n  the 

t a b l e .  The one-way ANOVA pointed out differences between the estimates 

of methods A ,  B ,  and C for  5 out of the 35 s p o t s ,  with Scheffe 's  t e s t  

detect ing differences between A and C ,  B and C ,  but  no difference 

between A and B.  A two-way ANOVA was performed t o  assess  the influences 

of the 3 images and the 3 methods on the r e s u l t s .  I t  can be seen from 

Table 2 t h a t  i n  all 5 cases the methods were the dominant. f ac to r  

contr ibut ing to a s t a t i s t i c a l  difference,  except f o r  spot  6 1  f o r  which 

the d i f f e r e n t  images had a s ign i f i can t  e f f e c t  a l s o .  

Independent of  the choice of analysis  method, the  results o f  

quant i ta t ion  a r e  sens i t i ve  t o  the  choice of parameters f o r  the 

procedures involved i n  gel  image processing p r io r  t o  ana lys i s .  We have 

observed t h i s  with the choice of  window s i z e  f o r  the non-linear f i l t e r  

t h a t  we use t o  eliminate s t reaks  from the gel  images. The window should 

be chosen l a rge r  than the maximum extension of the biggest  spot  i n  the 

image. A range of window s i zes  f i t s  t h i s  r u l e  of  thumb, due t o  

d i f f c u l t i e s  i n  defining s p o t  s i z e s .  Therefore, we used method A t o  

analyze 7 ge l  images a f t e r  background removal with 4 d i f f e r e n t  window 

s i zes :  55, 75,  95 ,  105 p ixe l s .  With 20 well-defined, i so l a t ed  spots ,  w e  

observed t h a t  the C V s  o f  s p o t  estimates ranged from 0% t o  5 0 % .  This 

f i l t e r  should be kept constant f o r  a s e r i e s  of  images t h a t  a r e  t o  be 

compared t o  each o ther .  
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TABLE 2. Results for 5 out of 35 spots for which differences were 
detected in EX2. Discussion of results in the t e x t .  
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4. DISCUSSION 

Automated analysis of gel images is an important part of the 

quantitative study of proteins that have been separated by 

two-dimensional gel electrophoresis. In order to establish the 

sensitivity of assays relying on this separation technique it is 

crucial to know how accurately and reliably information can be 

extracted from gel images. Despite the multitude of methods for gel  

image analysis that have been described in the literature, no 

comparative data have been available so far that would allow to assess 

the relative advantages and disadvantages of the different approaches. 

Among the problems that make it difEicult to compare several analysis 

systems currently in operation when applied to same set of  gel images, 

are different gel sizes and the fact that the analysis systems are 

carefully tuned to the kind of gel  images that are produced in the 

respective electrophoresis laboratories, and the lagistics of  such a 

comparative study. Therefore, we decided to implement on our general 

purpose image analysis system in addition to the method already in 

place (method A )  two other methods ( B  and C) to be used in an 

experimental mode for the purpose of method comparison. 

On the basis of our data for isolated spots, and the gel images 

produced in our laboratory, we can make the following conclusions: (1) 

The use of a computationally expensive fully two-dimensional fit of 

Gaussian profiles to model spots is not justified. Although C V s  for the 

estimates of synthetic s p o t s  were generally lower with method B than 

with method A ,  there was no statistically detectable difference between 

the results from A and B with r e a l  gel images. ( 2 )  Although method C, 

which does not involve computationally expensive surface fitting, 

generated results that are statistically different than the results 

from A or B, the errors and CVs achieved with this method do not 

increase catastrophically in comparison with A and B. For a very small 

and bright spot this method even gave smaller errors than the surface 

fitting procedures. ( 3 )  A significant difference between the estimates 

from B and C was detectable in only a small fraction of spots (5/35) in 
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the real g e l  images that were analyzed. This suggests that in order to 

achieve satisfactory quantitation, fitting of two-dimensional Gaussian 

profiles to spots is not necessary. 

Many oE the met;hods, in NP as well as P, described in the literature 

are quite capable of separating overlapping spots. Therefore, we do not 

anticipate a significant change in these results in the case of 

overlapping spots, although we have not rigorously tested methods B and 

C: on our system with non-isolated spots, 

Although the development of  algorithms €or gel image analysis (and 

image analysis in general) should be addressed largely independent on 

rhe available hardware, a concluding cominent on using general purpose 

parallel computers for gel analysis i s  in order because the recent 

increase in the availability o f  advanced general purpose concurrent 

computers at very attractive cost/performance ratios will have an 

impact on further development of new methods and will influence the 

implementation o f  existing gel analysis methods. As pointed out in [ 9 ] ,  

many of the operations invol-ved in gel image aralysis, including image 

comparison, can be performed in spatially s.~arated image regions at 

the same time. Recent developments in rapid electronic autofluorography 

[18] make it possible to generate images from electrophoresis gels in a 

matter of  minutes versus hours o r  days when exposing gels to film. 

Therefore, the speed of analysis becomes an important factor in 

sei-ecting algorithms and hardware. IJe have started using an NCUBE 

general-purpose 64-processor hypercube computer (NCUBE Corp,, 

Beaverton, Oregon) for the non- linear i.mage processing involved in our 

method. Without major code modifications or optimizations we observed 

increases in processing speeds up to 2 orders o f  magnitude with the 

NCUBE machine compared to the pipelined image processor/minicoinputer 

host hardware, and a speedup factor of 1.6 compared to a Cray X-MP 12 

computer. Multi-processor boards are now available at very moderate 

cost for personal computers. Thus, the prospects are promising for 

affordable computer-assisted rapid quantitative two-dimensional gel 

electrophoresis f o r  an increasing number of  laboratorles. 
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