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THERMAL ANALYSIS OF HEAT STORAGE CANISTERS
FOR A SOLAR DYNAMIC, SPACE POWER SYSTEM

R. P. Wichner
A. D. Solomon
J. B. Drake

Pe T. Williams

ABSTRACT

A thermal analysis was performed of a thermal energy
storage canister of a type suggested for use in a solar
receiver for an orbiting Brayton c¢ycle power system.
Energy sotrage for the eclipse protion of the cycle is
provided by the latent heat of a eutectic mixture of LiF
and CaF2 contained in the canister. The chief motivation
for the study is the prediction of vapor void effects on
temperature profiles and the identification of possible
differences between ground test data and projected be-
havior in microgravity. The first phase of this study is
based on a two-dimensional, cylindrical coordinates model
using an interim procedure for describing void behavior in
l-g and microgravity. The thermal analysis includes the
effects of solidification front behavior, conduction in
liquid/solid salt and canister materials, void growth and
shrinkage, radiant heat transfer across the void, and
convection in the melt due to Marangoni-induced flow and,

in 1l-g, flow due to density gradients. A number of
significant differences between l-g and O-g behavior were
found. The resulted from differences in void location

relative to the maximum heat flux ‘and a significantly
smaller effective conductance in O-g due to the absence of
gravity-induced convection.

1. INTRODUCTION

1.1 Objectives and Scope

The principal objective of this work is to perform a detailed
thermal analysis of a heat storage canister of the type currently con-
sidered for space power Brayton cycle systems. Attempts are made to
develop detalled and realistic temperature profiles and histories with
specific emphasis on the effects of the vapor void which develops during

the freezing phase for all fluoride salt phase change materials



(PCM's). A second major objective is to link the thermal analysis code
with a finite element stress analysis program to determine the resulting
thermal stresses and ultimately, the predicted life of the canister.
This paper reports on the first phase of the thermal analysis portion of

the work.

The thermal storage arrangement considered here is one in which
annular-shaped canisters containing a fluoride salt phase change mate-
rial — a eutectic mixture of LiF and CaF, — are stacked around tubes in
the receiver. A He—Xe gas mixture containing 28 vol-% Xe is passed
through these tubes before entry to the turbine (Fig. 1).1  Both the
temperature of the heat sink (i.e., the gas in the tubes) and the solar
heating rate on the exterior of the canister vary with cycle time.
Moreover, the solar heat flux is not uniform around the periphery of the
tube, peaking in the direction facing the center of the receiver and
becoming significantly lower along the surface which faces the receiver

wall.

Accurate portrayal of the temperature behavior in such a system re-
quires that a number of concurrent phenomena be taken into account.

Motion of the solidification front affects the heat balance and the heat
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transport behavior due both to thermal conductance differences between
the liquid and solid and the availability of liquid volume for convec-
tion. In addition, vapor void formation occurs, common to all fluoride
PCM systems, resulting from the higher density of the solid relative to
the 1liquid. Thus a three phase system exists within the canister in
which the solid and vapor phases grow during cooling, and the 1liquid

phase grows on heating.

Heat transport through the solid phase is assumed to occur sclely
by conduction*, however, convection can be a significant transport
mechanism in the 1liquid phase. This 1s especially true at times
approaching sunset when the maximum degree of melting occurs, and in a
gravity field, which provides a body force for density-driven cur-
rents. At these temperature levels (~1050 K) radiation clearly domi-
nates conduction as the heat transfer mechanism across the void. How-
ever, for situations where voids are totally enclosed in liquid, a
vaporization/condensation mode of heat transport across the vold may be

competitive with radiation.

For this first phase of the thermal analysis, a number of simpli-
fying assumptions have been made which will be refined in the course of
model development work for NASA's Advanced Solar Dynamic Program. Most
importantly, a two dimensional, r~8 geometry was assumed with essen-
tially constant conditions along the direction of the canister axis.
This less than satisfactory assumption for a strongly 3-D situation was
found to be essentlal as a model development stage while still providing
early temperature profile estimates for the receiver designers. In
addition, the size and location of the void in l~g and microgravity is

determined by an interim procedure described in part 3.1.

In summary, the heat transport mechanisms and phenomena that are
taken into account in the analysis are the following: (1) liquid/solid
phase front wmotion, (2) wvapor void location, size and shape, by an

interim, empirical procedure, (3) heat conduction in the solid phase,

*Samples of LiF-CaF2 solid appear to be nearly opaque however,
significant radiant transmission through liquid salt is possible.



(4) convective flow in the liquid phase driven by surface tension varia-
tion along the void surface, and additionally in 1l-g by bouyancy
effects, (5) convective and conductive heat transport in the liquid, and

(6) radiative heat transport across the void.

1.2 Geometry and Boundary Conditions

Information regarding canister geometry, materials, insolation
rates as a function of time and the distribution of the incident heat
flux around the canister were provided by NASA Llewis Research Center.?
The specifiec configuration depicted in Fig. 1 on which the analysis is
based was developed by Rocketdyne under contract from NASA Le—-Rc.l The
arrangement of the anpnular canisters surrounding the gas heating tubes
in the receiver is shown in Fig. 1. Each canister is 2.54 cm (1.0 in.)
long and has a 4.52-cm (1.78-in.) OD., The OD of the interior tube is
2.22 cm (0.875 in.). Thus, the volume within the canister is 21.2 cm3,
which if completely filled with liquid salt would contain 44.5 gm of
PCM. The higher density of the solid (see Table 1) would for these con-

ditions result in a 4.6 cm3

vapor void in the fully frozen state or
approximately 22% of the canister volume. A He~Xe gas mixture enters
the receiver tube at 8l1 K (1000°F) to be heated to a nominal exit tem-—
perature of 1033 K (1400°F). In actuality, gas temperatures in the
receiver tubes vary somewhat during the heating and cooling cycle. The

mass flow rate of ~9.4 g/s in the tube results in a heat transfer

coefficient of ~145 (W/mZ'K).

Thermal analyses were performed for three 1locations along the
tube. Results are reported here for a location about three—quarters of
the distance from the inlet to the exit where the gas temperatures and
heat fluxes are given in Fig. 2. The cycle time is ~92 min with a heat
flux at this location of ~1 (W/cm?) for a large portion of the insola-
tion period. During the shadow phase, gas temperatures fall from a max-
imum value of ~1050 K at sunset to minimum during shadow of ~975 K. It
is also noteworthy that the heat flux during the eclipse portion of the

cycle becomes quite negative at this location, reradiating to cooler
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Table 1.

LiF-CaFy Salt Properties Near the

Melt Temperature (Ref. 2) (1040 X)

Property
mol% CaFj

melt temperature
Latent heat
Solid density
Liquid demnsity

Vs T Vg

YL
Specific heat, solid
Specific heat, liquid
Thermal conductivity, solid
Thermal conducticity, liquid
Viscosity

a

Surface tension (Y)

a
dy/daT

K

J/g
g/em?
g/cn3

J/g*XK
J/g*K
W/ emeK
W/en K
poise
ergs/cm?

ergs/cmZeK

19.5
1040
815

2.68
2.10

1.76

1.76

0.040
0.016
0,022

244

9.9 x 10~2

a
LiF properties (Ref. 21).
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portions of the receiver at a rate of up to 75% of the maximum insola~
tion rate. The maximum insolation rate in the receiver is ~2 (W/cm?)

and occurs nearer the gas inlet.

The heat flux subtended by the canister cross-section is distrib-
uted peripherally in the manner shown in Fig. 3. A higher thermal flux
exists along the canister surface facing the interior of the receiver
relative to the back face. The heat flux along the canister surface
facing the receiver wall results from thermal radiation passing between
the canisters and reradiating from the back wall. The peripheral flux
distribution is approximated along the front face by,

qfront(a’t) = (0.54 cos 0 + 0.29) q(t) (1.1)

where the O = 0 direction is defined as being in the direction of the

ORNL-DWG B7-407BA ETD
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receives centerline and q(t) is the heat flux subtended by the canister
cross—section. The heat flux on the rear face (90° < 9 < 270°) was
assumed to be constant with 6 and equal at each time, t, to the heat
flux directed into the gap between adjacent canisters, (i.e., the gap,
s, 1In Fig. 3). The result in

qrear(t) = 0.29 q(t) » (1.2)

The boundary conditions for the 2-D analysis are specified by the
following: (1) the heat flux along the exterior surface, which varies
with time as shown in Fig. 2 and with peripheral location as defined by
Eqs. (1.1) and (1.2), (2) the gas temperature in the interior tube,
varying with time as shown in Fig. 2, and (3) the insulated sidewall

faces.

1.3 Salt Properties

Except where indicated, the properties of the salt used as the
latent heat storage medium, given 1n Table 1, were provided by NASA
LeRc.? The melting temperature of the LiF-CaF, eutectic is 1040 K with
an estimated latent heat of 815 (J/g). Note that the higher density of
the solid would cause a vapor void to form on freezing equal to 21.6% of
the canister volume, assuming it to be completely full as a liquid.
Values of the surface tension and the rate of variation of the surface
tension with temperature, the parameter which drives the Marangoni flow,
are not available for this salt mixture. Values for these parameters

were therefore taken as those for pure LiF.



2. THERMAL ANALYSIS METHODS

2.1 Solidification Front Analysis

The wvarious approaches towards specification of a transient
melt-freeze front may be classified as follows: (1) exact analytical
solutions, (2) approximation methods applied to obtain analytical solu-
tions, (3) strong numerical methods, and (4) weak numerical methods. A
discussion regarding the general applicability and limitations of each
type of approach is provided by Solomon et a1.3 Briefly, analytical
approaches, both exact and approximate, are limited to relatively simple
systems, usually to only one space dimension and to steady or regularly
varying boundary conditions which avoid periodic or mltiple phase
fronts. Analytical approaches are therefore useful for preliminary or
scoping evaluations but rarely find application for any realistic situa-
tion except for idealized experimental situations. Most of the numeri-
cal solutions fall in the category of so-called "strong numerical solu-
tions", wherein the time varying coordinates of the phase boundary are
precisely specified by a heat balance across the boundary. These
methods also apply only to relatively simple situations at best, and
with some difficulty to two—dimensional systems with non—-periodic bound-
ary conditions. Strong numerical solutions become intractable for more
complex situations involving three dimensions or periodic boundary con-
ditions which could generate complex or re-entrant phase boundary con-

figurations.

In contrast, so-called '"weak numerical solutions" do not pay
explicit attention to the location of the phase boundary. Of the vari-
ous types of weak solutions available, the type designated as the
"enthalpy method" appears to be most suitable to ultimately evolve into
a generally applicable approach, i.e., one that may be employed with
three-dimensional curvilinear coordinates and with periodic or irregular
boundary conditions which generate complex phase boundary configura-

tions. The "enthalpy method" has been described in several recent pub-

1J'.<:z_atior1s;3:l+ briefly, the method may be characterized as follows:



An energy balance on a volume element may be written:

(0%) = ~Vo (kXVT) — Vevpe (2.1)

[s %] oM
T

where,

e = enthalpy per unit mass,

e

p = density of phase o in the volume element,

ka = thermal conductivity of phase a in the volume element,
; = liquid velocity,

T = temperature of fluid in the volume elenment,

a = assigned liquid, solid, or "mushy".

In the explicit numerical scheme used in this study, Eq. (2.1) is used
to update values of e in each volume element based on the map of ka,
T, ;, pa, and e's from the preceding time step. The wvalue of e may be
altered due to conduction or convection as indicated by the terms on the
right. (As noted below, 3 is induced by surface tension variation along
the liquid-vapor interface and, in a gravity field, by the gravity body

force working on a liquid density variation.)

The essence of the "enthalpy" method is to determine the state
within each control volume according to updated values of the specific
enthalpy, e. Referencing e to the value for the solid at the melt tem-—
perature Tm, yields negative values of e for the solid below the melting

point,
~ .S
e = C (T hae Tm) - (2.2)

For the so-called "mushy" elements which contain both liquid and solid,

both assumed to be at Tm, the specific enthalpy is given by,
e = X AHm , (2.3)

where x is the mass fraction molten, and AH@ is the heat of fusion per

mass., In liquid elements, the specific enthalpy is determined by,

L
e = AHm + ¢ (T — Tm) . | (2.4)
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Since the amount of mass in each element varies with the temperature,

the total energy balance is performed by determining the energy in each

volume element by
E = peV , (2.5)

where p is the average density of the mass in the element of volunme,
V. It is assumed for this illustration that V is constant throughout
the grid. In general, V varies, and its variation is accounted for in
the finite difference equations. 1In the present cast, p was assigned
constant values ps and pL for solid and liquid elements and averaged in

the mushy elements,

n _ S L
pr=l—g)e tep, (2.6)

where €L is the volume fraction liquid in the central volume.

In addition, the effective thermal conductivity of the elements,

k™, must be evaluated based on kS, Kl

and the 1liquid fraction, x.
Clearly, there is no precise method for determining k™ since it depends
on the unknown configuration of liquid and solid phases within the mushy
element. The usual procedure is to simply mass—average km as for pm

which at least places k™ between the known limits kS and kL.

An explicit time integration scheme is used to determine updated
valunes of the specific enthalpy, e, based on the existing temperature
and phase map, and then to assign new state parameters, c¢, P, x and T
according to the new values of e and the rules prescribed by Eqs. (2.2)
through (2.6). Negative values of e denote solid—containing control
volumes; pS, cs, and k5 are assigned to these elements., Values of e in
excess of AHm denote all-liquid control elements into which proper-
ties p , cL and k“ are assigned. Values of e between 0 and AHn denote
"mushy" control volumes. For these, the value of x is determi&ed fron
Eq. (2.3), and averaged property parameters, Dm, c™ and k™ are

assigned. In addition, the control element temperature is determined

from the value e, using Eqs. (2.2) and (2.4) for identified solid and
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liquid elements, respectively. The temperature of mushy elements are

assumed to be equal to T .

The disadvantage of this procedure is that the phase boundaries are
not clearly determined in a coarse grid and, to a lesser degree, an un-
certainty in the temperature profile is caused by use of an approximate
value of the effective thermal conductivity in the mushy zone. However,
these disadvantages are minor compared with the great advantage of
permitting the numerical procedure to proceed continuously through the
grid without explicit solution for the phase boundary. 1In any case, the
phase boundary may be located with any desired precision by reduction of
mesh size, a process in which it may be shown the numerical soclution

converges to the analytical solution.

2,2 Finite Difference Grid and Equations

The mesh employed for the thermal calculations is shown in Fig. 4
superimposed on the finite element grid used in the calculation of can-
ister stresses. Figure 5 illustrates typical neighboring nodes used for
defining terms in the finite difference equations. In Fig. 4, the PCM
regime is subdivided into eight radial and 16 circumferential control
volumes and one additional radial node for the inner and outer sections
of the canister wall. The finite element grid (used for the associated
stress calculation) is offset by one-half of an element width in both
the r~ and O-directions so that the four corners of each interior finite
element coincide with a thermal node. The canister surfaces, however,
are set to coincide with the radial boundaries of both the thermal and
finite element meshes, the radial offset in the two being established by
including half-width finite elements adjacent to the canister wall
elements, This sort of a half-width offset of the two grids enables
direct transfer of temperatures, computed for the center of each thermal
control volume, to the finite element grid which requires temperatures

at each corner.

The finite difference approximations used for interior and boundary

control elements are listed in Table 2 in terms of Ei the total

»3?
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Table 2. Finite Difference Equations (Refer to Fig. 5)

Interior Node

+
Erlll'_E: Ar ri‘+1jnrilj
...._.).J..__.___.le — ] )
At i, T S ! 1
< % "
i,3 i+l,]
1 n n n n n n
7 (0in,y * 050 vy 7 % 70y Pl 5]
Ar T?—l i 2 3
L br ’ ]
+ (ri’ 5 ) A8 Az &1 N 1
2 k. . .
i,] i-1,j
1 n n n n n n
+ = [(n, ., +h, )u,, —ath, , —h, Du, L)
2 < i-1,3 1’3) 1] 1,] i-1,3 | 1:3‘
n n
+ Ar Az Ti’:]"l Ti’j
S S N
i,j 2 ki,] ki,J—l
1 n n n n n n
+ = [(h, . h, . v, ., —ath, . —nh, . v, .|]
7 [ i,] 1,3-1) i,] ¢ i,j 1,3"1)| l,JI
n oD
1,341 T4,
+ Ar Az éﬁ_ i . i
2
Liz ok KMygm
1 n n n n n n
T2 O g TRV T OO g TR P sl
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Table 2. (cont.)

Boundary Node — Inner Canister and Pipe

R . -
] 3 = = o) ) )
it ST I S S
2 k, .k
4yj 5,]
1 n n n n n n
— = [(h + h u, ., — ath h u, .
7 L 5,] 4,3) 5,3 5,3 4,J)| 5,J|]
(Th, .. —TF )
+ (r, —-AEJ AS Az fluid aa%
4,3 2
Ar Ar .,
Ar/2 1 can pipe
T + + +
4,7 fluid can pipe
T - T
4,j-1 4,3
+ Ar Az - _AE T N 7
RS R P
1 n n n n n
PRI R BT R L W R R EAEIE
n
—-T
4,3+1 4,3
+ Ar Az - ég‘ ] i
32k Ky g
1 n n n n n
—— + _— —
2 L0 en * 0, 0V 01 7 00y g~y Plvy
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Table 2. (cont.)

Boundary Node — Outer Canister and Applied Flux

ntl  .n " _
nr, j nr,j _ (r +é_1;) A6 Az nr+l, j nr, i
At nr,j 2 Ar 1
nr, j
0 _on
Ar nr-1,j nr,j
+ — %) A8 A ] )
(rnr,j 2 ) A z A 1 + 1
2k . k X
nr,j nr~1,j
1 n n n n n
+ = + — — h
2 [(hnr~1 hnr,j) unr,j ot(hnr,j nr—l,j)’unr,jll
n _on
nr,j—-1 nr, j
+ Ar Az ) T 1
Tnr,j 2 ¥
nesJ nr,j nr,j-1
1 n n n n n
* 2 [(hnr,j + hnr,j—l) Vnr,j O"(hnr,j hnr,j—l)lvnr,j‘]
Er i+1 Tgr 3
2 2
+ Ar Az ) 46 i N I
nr,j 2 knr,j knr,j+l
1 n n n n n
_-E'[(hnr,j+l * hnr,j)vnr,j+1 _'a(hnr,j+l “.hnr,j !Vnr,j+li]
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Fig. 4. Finite difference elements and relationship to the finite
element grid used for determination of stresses.

enthalpy in control element (i,j), which is related to the specific

enthalpy by

B, =

- . 'Vo . I - . L]
i,i - P1,374,3%1,] (2.7)

As noted in Sect. 2.1, values of e; 3 are used to determine the state of
3

each control element; at each time step values of oy and

n+l 37 Ti’j ki’j

S are determined from ei,j’ Updated values, E,’. are determined from
values at the previous time step, E? 3 and the rate of conduction and
convection into the control elemeng from adjacent countrol elements.,
Table 2 lists the finite difference approximations used for the interior

control elements (i.e., those surrounded by PCM elements), and interior



16

ORNL -DWG 874560 ETD

[" 1 VI',['+1
0 11
—f— ;""’ —Ujs1,j
i O ["O O INTERIOR NQDE
L 1) ij IR
T
Vj/'
O
i1
fa—Ar —»
(Artube) {Arcanister)

O

401 TVA,/'H Vnr,;‘+1an,j+1

Ta |—» U5 ; b—-Uny, j V 7
ba O OSJ O O] / ———

4 T 5 nr-1,j nr,jT //r;l1‘,j Gin
Vn'.j
o | O
: 7/ 4.1 orf1
INNER CANISTER QUTER CANISTER

Fig. 5. Illustration of neighboring finite difference control
volumes.

and exterior boundary elements for which a canister surface forms a por-—

tion of the boundary.

Convective transport rates into the control element are determined
by the radial and circumferential velocities u and v, respectively. The
velocities in turn are determined by solution of the Navier-Stokes equa-
tions for the melt zone as discussed below in Sect. 4. For brevity the
term hi,j is used in the convection terms in Table 2 defined as the
average enthalpy per unit volume in element (i,j), i.e.,

nt o, o= pl e
1,] 1,3 1,]

Note from Fig. 5 that the velocities are defined for locations offset

from the node by one-half the width of the volume element. Thus the
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velocity, u for example, convects material from cell (i-1,j) into

1,3
(i,j). 1Ideally the average enthalpy per unit volume,

1

1

—Z-(h + h ) ,

i-1,] i,]
is convected in the r-direction by the velocity ug I
H

The convection terms are multiplied by o, a so-called "upwind
parameter," which 1s included to provide numerical stability without
resorting to prohibitively small time steps. Since even small flows can
cause convection transport to exceed conduction, stability criteria
based on conduction rates generally lead to wunsuitably large time

steps. The upwind parameter is defined by

o = Atmax 'uﬂi"J . lz:,‘?’gL , (2.8)

a €1 .

Note, the effect of the addition of the terms multiplied by a is to in-
crease the influence of the upwind control element in the determination

of the average value of h being convected.
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3. VOID EFFECTS

3.1 Projected Behavior in l-g and 0-g

A universal feature of energy storage in the latent heat of molten
salts is the development of vapor voids during the freezing portion of
the thermal cycle due to the generally higher density of the solid. In
the present case, the LiF-CaF; eutectic composition is estimated to have
solid and liquid densities of 2.68 and 2,10 g/cmg, respectively, so that
a completely full canister in an all liquid condition would produce a
21,6% void when completely frozen. The projected shape and location of
this void is a critical factor in the assessment of temperature profiles

in both the salt and canister.

Since there have been no in-situ observations of void behavior
under realistic heat storage conditions, the projected behavior is
somewhat uncertain. However, post—test observations of melts in 1l-g
generally show single, lenticular voids that are not inconsistent with
emplacement in the highest vertical locations permitted by the freeze-

front configuration.5"7

There have been no equivalent observations for
freezing in a microgravity environment. For this situation, it seems
reasonable to assume that the void moves so as to minimize interfacial
energy. If the liquid—~solid components of the interfacial energy are
swmall compared with that of the liquid-vapor surface, this principle
would emplace the void in the highest temperature zone (where the
liquid-vapor surface energy is the lowest) and in the most compact shape

permitted by the solid boundaries formed by the freeze front and con-

tainer.

This view of void behavior appears to be most likely and was
adopted for the calculations; however, it is not without some degree of
uncertainty. For example, tests purporting to model the solidification
of metals sometime show numerous nucleating sites for voids on the
frozen surface being captured by the progressing freeze front.® This
sort of behavior would lead to a distributed void in the solid and sig-

nificantly different (and much better) thermal conditions in a heat
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storage system. However, this behavior has evidently never been
reported to occur with molten salts under approximately realistic heat

storage conditions.

In microgravity, there is the additional uncertainty involved in
relying on the much smaller surface forces to project void behavior.
Though movement of voids towards high temperature zones (hence minimum
liquid-vapor surface tension zones) has been clearly established by
observation?s 10 and physical principle, the magnitude of the motive
force could in some circumstances be significantly less than estimated
from pure material values. For exawmple, Thompson, et al.10 observed the
anticipated Marangoni velocities for air bubbles in various organic
liquids, but not for air bubbles in water, unless the water was care-
fully purified. Thus, it appears that surface tenslon forces in micro-
gravity could be affected by small concentrations of impurities in the
melt., An additional uncertainty relates to the attractive force between
the liquid and metal container as evidenced by the strongly wetting be-
havior between molten salt and oxide~free metal surfaces, If this were
significant compared with liquid-vapor effects, energy minimization
would tend to establish a maximum liquid-solid surface area (as opposed
to a minimum liquid-vapor surface) which is perhaps the cause of the
annular-shaped voids observed in NASA fuel tank tests under some condi-

tions. 11

Ultimately, the thermal model should include a rational wvoid
behavioral model based on estimates of the relevant forces which effect
its position and shape. However, in this interim phase of the work, an
ad~hoc procedure was imposed on the calculation prescribing void loca-
tion and shape according to the. rules outlined above. Following each
time step, the liquid, solid and "mushy" fields are scanned to determine
the total condensed volume and hence, by difference, the total void
volume. In l-g, the estimated void volume was apportioned in top down
fashion; i.e., by selecting those elements available for void with max-
imum values of r; cos Bj, where r. and 9j are the nodal coordinates,

referring the 0~direction to the vertical and r increasing toward the
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outside diameter. This procedure develops an as-flat-as-possible void

positioned at an uppermost elevation.

For the O-g cases, the void was assumed to be located at the posi-
tion of maximum heat flux and to assume a minimum surface to volume
ratio shape, in accord with the notion that Marangoni forces would impel
it to the highest temperature location and the surface tension would
tend to make it spherical. Toward this end, a void positioning strategy
was adopted wherein the required void volume at each time step was
allocated beginning the highest temperature volume element, i.e., outer-
most element at the peak flux Jlocation and progressing inward.
Admittedly, these empirical rules for void behavior are less than satis-
factory and were adopted as an interim step to provide a near-term

approximation.

3.2 Heat Transfer Across the Void

Scoping calculations were performed to assess the relative contrib-
utions of conduction, radiation, and evaporation/condensation mechanisms
to the heat transfer across the void. An ideal, slab-shaped void was
assumed with the hot boundary maintained at 1200 K and cold surfaces
assumed to range from 1100 to 1200 K. As seen in Fig. 6, radiant heat
exchange would range up to ~3.4 (W/cm?) across this idealized void for

the maximum AT condition.

Heat transfer across a void could also occur by evaporation and
condensation proceeding from the higher to the lower temperature por-
tions of the void surface. Precise description of such a variable tem-—
perature void surface could be quite complex. However, an estimated
magnitude of the effect may be obtained by (1) assuming a planar void
geometry with both liquid surface temperatures set at a temperature, T,
corresponding void vapor pressure of Py, and (2) subsequently, one sur-—
face is assumed to suddenly achieve a higher temperature, T;, corre-

sponding higher vapor pressure, P;. The resulting evaporation rate may
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Jn = ———— (P} — P3) , (3.1)
v TI'MW

where the numerical constant is appropriate for the flux in mol/cmz's,

the pressure in atmospheres and temperature in Kelvin.12

Using vapor
pressure and heat of vaporization data for LiFl3 yields the estimated
heat fluxes and surface velocities shown in Fig. 6. As seen, heat
transport across a void under these conditions via evaporation/
condensation may be comparable to radiant transport, provided the void
boundary is completely liquid and the assumed idealization corresponds
to real behavior. Note, projected surface movements due to evaporation/
condensation are quite low, on the order of 104 cm/s, compared with

convective velocities expected from density or surface tension gradi-

ents.

Thermal conduction across the void may be shown to be insignificant

relative to radiation and vaporization/condensation wmechanisms. An
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estimate of the value of kth for LiF(g) may be obtained by noting that

1
and proportional to the quantity TV

tively the temperature, molecular mass and molecular diameter., 1" Taking

the kinetic theory of gases predicts it to be independent of pressure

"[i where T, m, and d are respec-
as a reference the value for N2, which has approximately equal molecular
mass and, assuming equal collision diameter, yields an estimated kth for
LiF(g) at 1000 K of 4.6 x 107" W/cm K. Thus a void temperature gradient
on the order of 100 K/cm would yield a conductive heat flux of only
0.046 W/cmz, substantially less than by the other mechanisms. The
actual conductive heat flux would be lower still due to the presence of

the heavier CaF2 molecule in addition to LiF.
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4., LIQUID VELOCITY DETERMINATION

4.1 TIncentive for Determination of Liquid Velocities

Experiments performed by Liu and Meuller!® on natural convection in
horizontal annuli containing various fluids indicate that natural con-
vection becomes a significant factor for heat transfer relative to con-

duction at a Rayleigh No. of 103, and dominates over conduction for Ra >

~10°, They found that the ratio of the effective conductivity, ke, to
the molecular conductivity to be given by
k 0.278
e _ Pr°Ra
PR ER VT (4.1)

for annuli with gap width to diameter ratios ranging from 0.08 to 3.3
containing air, water and silicone o0il and a Ra number range of 300 to
1.8 x 107, A maximum value for the argument in Eq. (4.1) of 105 1is
estimated, corresponding to an effective conductance ratio of 3.3, Thus
in l-g, we would expect heat transfer in the PCM to be accomplished pre~
dominantly by natural convection when approaching conditions nearing

full melt.

Convection effects in 0O-g are expected to be much smaller, though
not completely absent. Liquid velocities in O~g would be driven by sur-
face tension variation along the liquid/vapor interface resulting from
temperature gradients. There is no clear indication of the magnitude of
such Marangoni-induced convection under these conditions, but calcula-
tions by Mankata and Tanasawal® for rectangular cavities with one free
surface indicate its effect to be significant. For example, they
predict an effective conductance ratio, ke/k, of ~2 for a square cavity
with an imposed Marangoni No. of 5 x 103, which 1is a fairly typical
value for the heat storage canister under consideration, assuming the
contrary conditions of near complete melting and maximal void size.

Since void growth in the canister accompanies the freezing process,
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Marangoni-induced convection in O-g would be expected to be signifi-
cantly less than this estimate and attain a maximum at some intermediate

stage of the melting process.,

4,2 Method for Determining Liquid Velocities

Following Chorin's method!”? of time discretization of the incom-
pressible flow Navier-Stokes equation, the time advanced velocities are
obtained using a fractional step method. 1In this method the velocities
are advanced using an explicit formula while the pressure is taken
implicitly. Taking the pressure implicitly allows exact satisfaction of
the continuity equation by the velocity field.

nt+l n

- +
A4 Y+ grad p" . ~vlegrad v* + div " + pf" (4.2)

P it

This may be viewed as a predictor equation for the velocity vn+1. This
equation was used to explicitly advance the velocities, neglecting the
*
pressure term. The predicted velocity will be called v , and is given
by
n At

* -
vosv (5 [—v"egrad v + div 1" + pf"} (4.3)

The remaining portion of the time step solves the equation

n+l *
v - Vv

At

+1

o + grad p° " = 0 (4.4)

subject to the continuity requirement of

div(v®*tly =0 ., (4.5)

Taking the divergence of equation (4.4) and using (4.5) gives an equa-
tion for the pressure and a velocity correction equation. The pressure
equation is

+1 *
div grad pn = %E-div (pv ) (4.6)
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The velocity correction equation from (4.4) is simply

+ * At +
v . v -35‘grad pn 1. 4.7)

Details of the spacial discretization scheme are described by Drake, 18
and generally follow the staggered mesh, control volume of the BSMAC

method!? adapted to cylindrical coordinates.

Boundary conditions for liquid flow along the permanent solid sur-
face follow the standard no—-slip condition for velocity and are applied
in the usual fashion. The transient, solidification front boundary,
however, presents a different situation. Here, the exact location and
configuration of the solid surface is not known, in fact is deliberately
avoided. An appropriate Navier-Stokes boundary condition procedure is
required along the moving surface consistent with the "enthalpy” method
principle of avoiding explicit determination of the solidification
front. Such a method has been proposed by Drake,18 the details of which
are presented in a forthcoming paper. The essence of Drake's method is

to treat each "

mushy'" volume element as 1if it were a porous bed of known
liquid fraction. In this boundary element forming the transition be-
tween liquid and solid, the rules for pressure and velocity variation
are artificially set according to packed bed relations wherein the bed
porosity 1s a given function of the 1liquid fraction, a value that is
availlable from the enthalpy method. The trick is to find a flow equa-
tion which reduces to the proper Navier-Stokes form in a fully liquid
control element, yields =zero velocity in a solid volume element, and
provides a transition zone in the mushy element which, though artifi-
cial, nevertheless maintains mass and momentum balance. According to
Drake, this may be accomplished by the addition of an artificial body

force to the momentum equation, such that Eq. (4.2) becomes

n+1 n
v — v

At

+1 n

+ vn'grad Vi —aiv 10 = —grad pn + pf %—v R (4.7)

where k is a packed bed permeability according to Darcy's law., This
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equation can be applied in both the solid and the liquid provided k is
chosen appropriately. In the liquid, the permeability is infinite and
hence the term does not contribute to the momentum equation. In the
solid the permeability is extremely small, or zero, and this term
dominates all others. The effect of this domination will be to drive
the velocity in a solid region to zero. When k is in the range of a
porous media flow, the convection and diffusion terms will be small and
we obtain the Darcy's law equation. Thus by varying the permeability
over the fluid domain we can obtain an equation applicable to the entire
region. This mathematical device is still in an experimental stage. 1If
proven satisfactory, however, it would provide an advantage for velocity
determination of the same nature as the "enthalpy" method provides for
temperatures. That is, the numerical procedure may sweep the entire

grid without explicitly defining the freeze front boundary.



27

5. RESULTS

Results are shown for the l-g cases in Figs. 7 through 14. The
temperature and phase maps were plotted using the PATRAN finite element
program, which was used in conjunction with the associated finite ele-
ment stress calculation. The temperature and phase maps (Figs. 7-12)
are oriented such that the gravity body force is downward; the maximum
solar heat flux Is assumed to project upward from below. This arrange-
ment was selected to coincide with an experimental setup at NASA Lewis
Research Center. The temperature and phase maps illustrate conditions
(1) at sunrise (t = 0), the lowest thermal energy condition, (2) at t =
30 min which is an intermediate temperature during the heating phase,
and (3) at t = 50 min, which is about 5 min before sunset, nearing the

maximum energy content condition.

Figures 7 and 8 illustrate the temperature and phase location situ-
ation at sunrise. As seen from Fig. 2, the time of sunrise follows a
period of ~30 min in which the canister experiences a net outward
radiant flux at the outer boundary; i.e., the canister is c¢ooled at both
the inner and outer surfaces during this period. Hence, the maximun
temperature tends to occur in the interior portion, as indicated in

Fig. 7, corresponding to the interior "mushy" zone seen in Fig. 8.

Figure pairs 9/10 and 11/12 refer to cycle times of 30 and 50 min,
respectively, which are in the heating portion of the cycle. The trend
here 1s toward higher temperatures, increased melting and diminished
void volume. Figures 9 and 11 illustrate the unexpected feature that
the maximum temperatures are found at the top of the canister despite
the fact that the maximum heat flux occurs at the bottom. The cause of
this behavior is the flow driven by the l-g body force convecting hot
fluid from the high heat flux zone. The flow pattern observed by view-
ing velocity maps from consecutive time increments is cyelic in nature,
with about a 30 sec period, involving alternately a clockwise and
counterclockwise flow pattern. At a time near sundown, Figs. 11 and 12,

virtually all temperatures exceed the melting point of 1040 X except for
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a small 2-phase region occurring near the midplane. At this time, max-—

imum temperatures reach 1105 K, well above the melting temperature.

Minimum and maximum temperatures are plotted in Fig. 13 for the l-g
cases. In general, maximum temperatures occur in the upper portion of
the canister; minimum temperature tend to occur near the He tube and in
the lower portions of the canister. It is noteworthy that a temperature
range of up to 65 K may occur within the canister near the end of the
heating cycle. Figure 14 shows that liquid velocities of up to 3 cm/s
may appear briefly at a time approaching sunset when the extent of the

liquid regime and the solar flux are at their peak.

Figures 15 through 22 illustrate the situation for the 0-g case.
The orientation of the temperature and phase maps for this case is such
that the maximum heat flux is assumed to occur at the top, opposite from
the 1-g case. The principal differences relative to l-g are due to the
absence of gravity—-driven liquid flows and the location of the void in
the region of maximum heat flux. Figure pairs 15/16, 17/18, and 19/20
illustrate the temperature and phase fields at sunrise (t = 0) and at
two times during the heating cycle, at t = 30 and 50min, the last time
nearing the sunset condition., The absence of gravity causes a clearly
altered behavior. Lower maximum velocities are achieved as a result of
the smaller influence of surface tension variation along the void rela-
tive to density-driven flow in 1l-g. Comparison of Figs. 14 and 22
illustrates that maximum velocities in l-g may reach 3 em/s briefly at
sunset, compared with only 0.5 cm/s for the O-g case. As a result,
thermal convection is lower in O-g which, combined with the location of
the maximum heat zone opposite the void, generates more extreme tempera-
tures compared with the l-g case. Maximum temperatures reach 1150 K,
~40 K higher than in l-g, and high temperatures in the range of 1100 K
tend to persist for longer periods of time, as seen from the comparison
of Figs. 13 and 21. However, comparison of the corresponding phase maps
in 1-g and O-g show quite similar patterns of liquid, solid, mushy, and

void fields for the two cases.
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6. CLOSING

This first phase of a thermal analysis of heat storage canisters
used in receivers associated with solar dynamic power systems was
directed toward an early identification of the vapor void effects on
thermal profiles, and particularly the determination of any potential
major O-g effects. It was found that there could very well be signifi-
cant differences in thermal behavior in O-g relative to l-g as a result
of differences in both void behavior and the absence of bouyancy driven
convection in O~g. Recognition of these differences could perhaps lead
to ground test designs which at least tend to minimize the differ-
ences. Whereas vapor voids in l-g would likely be narrow, lens-shaped
volumes located along the highest elevation surface permitted by the
solidification front, voids developed in 0O-g would tend to wmigrate to
the region of highest temperature and assume a spherical shape as per—
mitted by the presence of solid boundaries. Radiant and evaporative
heat transport may assume comparable importance for fluoride salt voids
at these temperature levels, while heat conduction across the void

appears to be much less significant.

The following phenomena were included in the analysis: thermal
conduction in the canister and both solid and liquid salt, thermal con-
vection in the 1liquid salt, void shape and 1location by means of an
improvised procedure, radiant heat transfer across the void, and the
movement of the solidification front, all subject to transient,
D-dependent boundary conditions. The intefplay between these effects is
often difficult to predict but appears to yield temperature patterns
that are more complex than those of less detalled treatments. As a
consequence, a more realistic appraisal is obtained of thermal stresses
in the canister and hence also a more realistic appraisal of projected

design lifetimes.

A number of approximations were made at this stage of the work
which hopefully will be eliminated in the course of a development effort
within NASA's Advanced Solar Dynamic Program. A two-dimensional cylin-

drical coordinates approach as described here was deemed to be an



46

essential development step despite the recognition that the physical
situation is strongly three-dimensional. Heat flow in the canister,
particularly the radial sidewalls, and void shape and location call for
treatment in three dimensions. Two dimensional treatment of these
aspects entails some uncertain compromises with actual behavior. At the
present time, we are attempting to perform the analysis in three dimen-
sional cylindrical coordinates in conjunction with a more satisfactory

method for predicting void shape and location.
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7. NOMENCLATURE

average specific enthalpy in control volume, J/g
enthalpy in control volume, J
average volumetric enthalpy in control element, J/cm3

heat of fusion, J/g

J molar flux, mol/cmssec

k thermal conductivity

kg effective thermal conductivity

M, molecular weight

|4 pressure

Pr Prandtl no.

q heat flux, W/cm?

r radial coordinate

Ra Rayleigh no.

T temperature

t cycle time from sunrise

u r-velocity

U O-velocity

v specific volunme

v control element volume

Subscripts

i r—coordinate
B-coordinate

m mean value or melt temperature

Superscripts

S solid

L liquid

m mushy zone



Greek Symbols

a flow stability parameter
P density

cylindrical coordinate
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