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ABSTRACT 

This research explores how subjects combine estimates of uncertainty 
in probabilistic and evidential contexts. Two major computer programs 
written in Common Lisp asked subjects questions about the 1 i kel ihoods 
and conjunctions o f  independent events. The results suggest that in the 
probabilistic context the best model to describe individual decision 
making is not the product rule but a minimum rule, and models varied as 
the magnitude o f  the likelihoods varied. In the evidential context, 
subjects appeared to use a maximum rule, although some evidence supports 
the use of the certainty factor rule. Subjects had difficulty in combining 
contradictory evidence. 

vi i 





PEOPLE VERSUS PROBABILITY 

Numerous psychological studies have shown that humans suffer from 

systematic biases in decision making. One of the more interesting problems 

is known as the "conjunction effect." Subjects are typically asked to 

rank order the likelihood of two single events, such as A and B, and 

their conjunction, A & 8. Probability theory maintains that P ( A ) I P ( A & B )  

and P(B)<P(A&B). However, Tversky and Kahneman (1983) found that under 

certain circumstances, individuals will assert that P(A)>P(A&B)>P(B). 

Thi s f i ndi ng he1 d in numerous i nstances, from personal i ty perception to 

medical judgment, from sporting to forecasting. 

Several attempts have been made to explain conjunction effects. 

Lack o f  statistical training is only a partial explanation because numerous 

subjects with training defended their answers (Tversky and Kahneman 

1983) .  Another explanation is that subjects intentionally apply the 

representativeness heuristic, which yields "an assessment o f  the degree 

of correspondence between a sample and a population" (Tversky and Kahneman 

1983) .  This explanation intuitively appears related to subjects ranking 

as more likely a person, who was described as having the characteristics 

o f  a feminist, as being a bank teller and a feminist rather than just a 

bank teller (Tversky and Kahneman 1982).  

This line of research has, in addition to identifying conjunctive 

effects, analyzed rules or heuristics people may apply to conjunctive 

problems. For  example, Wyer (1976) found that multiplying and averaging 

models, especially when a high and low probability of events are being 

conjoined, fit the data well. Yates and Carlson (1986) found similar 

results and also hypothesized that subjects may have applied a "signed 

sum" model. In this model, an event's likelihood is represented by a 
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disease. Lawyers may a 

current case to those 

schedul ers, for exampl e 

positive number, a negative number, or zero, depending on whether the 

event is considered likely, unlikely, or neither, respectively. The 

likelihood value for a conjunction is the sum of those for the constituent 

marginal events" (Yates and Carlson 1986, P230). 

This article contributes to the literature on conjunctive effects 

in three ways. Most importantly, the two experiments reported herein 

are designed to highlight how a decision context frames conjunctive 

effects. Two decision contexts are explored. The first, termed proba- 

bilistic, refers to conjunctive problems that individuals may solve by 

using data on the frequency of events. The second, termed evidential, 

refers to probl ems sol vabl e by making simi 1 ari ty compari sons between 

evidence and a possible diaynosis/decision. Physicians, it can be argued, 

may use evidential reasoning to compare a patient's symptoms to a possible 

so utilize evidential reasoning when comparing a 

providing precedent. Gamblers, actuaries, and 

should use probabilistic reasoning. 

One hypothesis being investigated is that heuristics used by subjects 

in probabilistic and evidential reasoning are different from each other. 

Another hypothesis i s  that subjects do not apply normatively correct 

rules in either context. Instead, it is argued that individuals use 

cognitively simpler rules. 

This research delves deeper into the nature o f  decision making than 

past work on conjunctive effects because the two contexts represent 

fundamentally distinct approaches to reasoning, not just a compilation 

of interesting problem topics. The results indicate that subjects indeed 

solve conjunctive problems differently in each context. Thus, descrip- 

tively speaking, it has been established that subjects can be induced to 
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reason differently through deliberate 

models that best describe the data do 

changes in problem contexts. Also 

not correspond to models that have 

been argued to be normatively correct for probabilistic and evidential 

reasoning. While it i s  the intention o f  this paper to argue that i t  is 

important to distinguish between probabilistic and evidential reasoning 

and assume that normative rules appropriate for one context are not 

necessarily appropriate for the other, this paper does not attempt to 

advocate any part i cul ar normative approach for reasoning in either context. 

A second contribution relates to the novelty of the experiments. 

First, subjects were allowed some flexibility in representing probability 

estimates. Second, in both experiments, a computer survey tool was able 

to individualize questions, allow answer editing, and dynamically query 

subjects about possible inconsistencies in their answers. Thus, the 

database, in all likelihood, has relatively high reliability. More 

sophisticated software, possibly involving machine learning, could expand 

on these themes to yield more interesting and complex data sets. 

Lastly, in the discussion section, a link between research on con- 

junctive effects and expert systems is established. This could be an 

important relationship because builders of expert systems have not been 

cognizant of the psychology o f  decision making under uncertainty and 

psychologists may find many interesting problems to explore related to 

expert systems and human expert reasoning. 





EXPERIMENT 1: Probabi l is t ic  Context 

SUBJECTS 

Twenty-one subjects completed two 30-minute sessions on the computer. 

Nineteen subjects were members of the technical staff o f  Oak Ridge National 

Laboratory; the other t w o  a1 so had technical backgrounds. The subjects 

were se l f - se lec ted  based on t h e i r  desire  t o  contribute t o  t h i s  research 

and on t h e i r  time constraints .  

METHOD 

The survey instrument consisted of two main computer programs written 

in Common Lisp on a VAX computer, One program controlled the f i r s t  

session; the other program controlled the second session. An introductory 

message t h a t  explained the goals of the research preceded the f i r s t  

session. The experimenter provided no formal introduction or  instructions 

on how t o  answer f i r s t  session questions. In  the f i r s t  session, each 

subject was asked 31 questions pertaining t o  "the likelihood of events 

happening on an average day in t h e i r  l i ves . "  The set  of events was 

designed t o  contain high, medium, and low probabili ty events, such as 

"What i s  the likelihood o f  you taking a shower o r  b a t h , "  "going t o  the 

grocery s to re , "  and "being h i t  by an object f a l l i ng  from the s k y , "  

respectively (Table 1 ) .  A t  the end o f  session 1,  the subjects were 

allowed t o  review and change t h e i r  answers. Each likelihood could be 

represented as a probabili ty ( e .g . ,  PR 0 .8)  o r  a chance ( e .g . ,  C H  1 in 

10). A help f a c i l i t y  which provided information on representing 

1 i kel i hoods was avai 1 ab1 e .  

The second session was administered a t  l e a s t  one day a f t e r  the 

f i r s t .  Subjects were presented with questions t h a t  inquired about  the 
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Table  1 .  Means o f  the l i k e l i h o o d s  o f  events happening on any given day 
(N:=21) 

No. Question Descr ip t ion  Mean 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
1 2  
13 
14 
15 
16 
17 
18 
19 
20 
2 1  
22 
23 
24 
25 
26 
2 7  
28 
29 
30 
31 

That i t  w i l l  r a i n  o r  snow . 3 3  
That you w i l l  be i n  an automobile a c c i d e n t  .016 
That you w i l l  r e c e i v e  i n  the  mail an i n c o r r e c t  bank s ta tement  .011 
That your t e l e v i s i o n  w i l l  break .046 

That you w i l l  have a good day a t  school o r  work .67 
That you w i l l  r e c e i v e  a phone c a l l  from f r i e n d s  o r  r e l a t i v e s  .46 

.14 

That you w i l l  l i s t e n  t o  t h e  r a d i o  .84  

That you w i l l  go t o  a grocery s t o r e  .31 

That you w i l l  be awakened a t  n i g h t  by o u t s i d e  n o i s e s  
That you w i l l  have a sandwich f o r  lunch .31 

That you w i l l  throw your garbage o u t  . 45  
That you w i l l  e a t  d i n n e r  ou t  .17 
That you w i l l  y e t  some e x e r c i s e  .58 
That you w i l l  read a d a i l y  newspaper .63 
That you w i l l  write a l e t t e r  t o  your p a r e n t s  .022 
That you w i l l  r e c e i v e  a phone c a l l  asking f o r  money .065 
That you w i l l  t a k e  a shower o r  bath .96 
That you w i l l  be h i t  by an o b j e c t  f a l l i n g  from the  sky 
That you w i l l  s u f f e r  from a headache .078 
That you o r  someone you l i v e  with w i l l  wash some c l o t h e s  . 4 4  
That you w i l l  watch a s p o r t s  show on t e l e v i s i o n  .19 
That you w i l l  f l o s s  your  t e e t h  .56 
That you o r  someone you l i v e  with w i l l  .57 
That you w i l l  watch a news program on TV , 5 5  
That you w i l l  d r i n k  a t  l e a s t  one g l a s s  o f  m i l k  .52 

.28 
That you w i l l  go  t o  a movie t h e a t e r  .094 
That you w i l l  w r i t e  a check .39  

That you w i l l  r e p l a c e  a l i g h t  b u l b  i n  your home .10 
That you wi l l  t a k e  a nap . 1 2  

.00065 

use the  oven 

That you o r  someone you l i v e  w i t h  w i l l  vacuum your home 

That you w i l l  d r i n k  a t  l e a s t  one beer  .16 

l i k e l i h o o d  o f  compound events (e.g.  "What i s  the l i k e l i h o o d  of  your 

being awakened a t  n i g h t  by o u t s i d e  n o i s e s  and having a sandwich f o r  

lunch ." ) .  The experimenter  i n s t r u c t e d  the  subjects t o  c o n s i d e r  the  

events  a s  u n r e l a t e d ,  f o r  t h e  purposes o f  the s tudy .  Previous answers 
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were not supplied and answers were not allowed to be reviewed. However, 

the program did perform analysis on the data to determine whether answers 

were inconsistent. 

To understand how this was done, we must describe how the second 

session program worked. Specifically, the program had the goal of filling 

a 6x6 array, where the X and Y coordinates represented points on the 

likelihood continuum from 0.0 to 1.0. The purpose was to find single 

likelihood answers that fit into each o f  the six "compartments" and then 

put them together into Combination questions in order to determine whether 

or not conjunctive effects were dependent on the magnitudes or order of  

the likelihoods being combined. Inconsistencies arise when a subject's 

array does not exhibit a monotonically increasing pattern from the 0.0,O.O 

point to the 1.0,l.O point. For example, let X and Y represent subject 

estimated likelihoods for events A and B. Let Z represent the subject- 

estimated likelihood for the event A&B. The Zs should monotonically 

increase as the Xs and Ys increase; otherwise there are logical incon- 

sistencies in the data. 

If an inconsistency was found, then the program would ask the subject 

if he or she agreed with the answer to the combination question. If 

yes, then the program would search for additional inconsistencies. I f  

no, then the program would ask for agreement on the two single likelihood 

estimates that comprised the question. If either of these answers was 

no, then the program would ask the single likelihood question(s) again. 

All cells in the array that were dependent on the now-changed single 

likelihood estimates were nulled out and the program would go about 

asking combination questions to refill the cells with valid data. 
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RESULTS 

It was hypothesized, a priori, that subjects would not exhibit 

behavior consistent with normative probabilistic reasoning. Further, it 

was hypothesized that deviations from the probability model could be 

explained by subjects applying heuristics that economize an mental activ- 

ity. By mental economy, we mean that subjects would minimize the number 

o f  mental operations required to produce answers. The easiest mental 

operation would be direct access tu memory, as opposed t o  active problem 

solving (Kahneman and Tversky 19a4).  Mithin the active problem solving 

context, multiplying two single digit numbers is easier then multiplying 

two double digit numbers. Geary et a1 . (1986) estimate that multiplication 
difficulty increases as the product of the number digits being multiplied. 

Only the easiest conjunctive problems were hypothesized to be solved 

using methods resembling the product rule. Specifically, the easiest 

conjunctive problems involve one digit probabilities with straightforward 

relationships t o  memories o f  multiplication tables. This qualification 

has a tendency to limit product rule applicability to conjunctive problems 

involving high and medium probabilities represented in single digit 

form. 

All conjunctive problems may be simplified by using averaging, anchor- 

adjustment, and minlmax types of rules. In the probabilistic context, an 

anchor-adjustment heuristic entails choosing one o f  the two likelihoods 

( e . g . ,  the lowest) being conjoined as an anchor and then adjusting it 

downward depending on the magnitude o f  the other likelihood. Applying a 

min rule may result in a niore biased conjunction but is simpler cogni-- 

tively. An average rule is least appropriate normatively. A priori, we 
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hypothes ized t h a t  people may use these k i n d s  o f  h e u r i s t i c s  when faced 

w i t h  combining low p r o b a b i l i t i e s .  

Table 1 presents  t h e  means assoc ia ted  w i t h  l i k e l i h o o d s  o f  t h e  31 

events.  The range o f  l i k e l i h o o d s ,  i n  t h e  aggregate, i s  broad, as was 

des i red .  The ranges were broad enough f o r  each s u b j e c t  t o  a l l o w  t h e  

second sess ion computer program t o  ask t h e  f u l l  range o f  c o n j u n c t i o n  

ques t ions .  

To a s s i s t  i n  understanding t h e  types  o f  processes t h a t  s u b j e c t s  may 

have appl  i ed i n  s o l  v i  ng t h e  c o n j u n c t i v e  p r o b l  erns, observa t ions  were 

compared t s  s i x  s p e c i f i c  r u l e s  (Table 2). X and Y a r e  t h e  l i k e l i h o o d s  

t o  be c o n j o i n e d  and Z i s  t h e  c o n j u n c t i o n .  The s i x  r u l e s  a r e  arranged i n  

ascending o r d e r  w i t h  r e s p e c t  t o  o u t p u t t i n g  Z va lues.  Rule 2 i s  t h e  

produc t  r u l e .  Rule 1 i s  t h e  produc t  r u l e  squared and was i n c l u d e d  t o  

c a p t u r e  t h e  p o s s i b i l i t y  t h a t  s u b j e c t s  c o u l d  app ly  h e u r i s t i c s  t h a t  g rea t ly  

overemphasize t h e  u n c e r t a i n t y  assoc ia ted  w i t h  t h e  happening o f  two 

independent events .  

Table 2. Definitions of six frequentistic rules 

Rule  Label Formul a 

1 Product  r u l e  squared ( X  * Y)2  = Z 

2 Product r u l e  X * Y = Z  

3 Anchor adjustment [X*Y -t- MIN(X,Y)]/2 = Z 

4 Minimum MIN(X,Y) = Z 

5 Average ( X  + Y)/2 = z 
6 C e r t a i n t y  f a c t o r  x t (1 - X) * Y = z 
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Rule 3 i s  labeled the anchor-adjustment rule.  As defined, i t  i s  the 

unweighted average of the resul t  of the product ru le  and the minimum 

ru le  ( # 4 ) .  I t  represents an attempt, however crude, t o  capture instances 

where sukjects may estimate a conjunction by adjusting the m i n i m u m  p r o -  

babi l i ty  by an amount commensurate with the product o f  X and Y .  Rule § 

represents an unweighted average of X and Y .  Rule 6 ,  the cer ta inty 

factor  ru l e ,  was proposed by Shor t l i f f e  (1976) as a way t o  combine 

uncertainties i n  expert systems and a p r i o r i ,  was deemed more applicable 

fo r  evidential reasoning. I t  was included in t h i s  experiment t o  demon- 

s t r a t e  i t s  apparent unappropriateness f o r  probabi l is t ic  reasoning. 

Table 3 presents means of observed 2 values and Z values calculated 

us ing  the s i x  rules and subject-supplied Xs and Ys. Column 1 contains 

the means fo r  a l l  conjunction questions p u t  t o  subjects ( 2 1  x 36 data 

poin ts ) .  The other columns contain means subset on the magnitudes o f  

the X s  and Ys. HIGH i s  defined as likelihood greater  t h a n  0 .45,  MED as 

between 0.05 and 0.45,  and LON a s  below or equal t o  0.05. The ranges 

were s e t  t o  s p l i t  the range of  observed X and Y values i n t o  t h i rds .  

The r e su l t s  in Table 3 s u p p o r t  the general hypothesis of mental 

economy. I n  the aggregate (Col. l ) ,  the observed mean f a l l s  between 

Rules 3 and 4 ,  the anchoring and the m i n i m u m  ru les .  Only when subjects 

combined high likelihoods (Co l .  2 )  did the product ru le  appear t o  be 

used. In cases where e i the r  X or Y i s  a low likelihood (Cols. 3 ,  5, 7 

and 9 )  the ru le  w i t h  the  c losest  prediction i s  the m i n i m u m  ru le .  T h i s  

i s  a f a i r l y  robust observation because the observed means a re  essentially 

equal in these cases. A m i n i m u m  type of rule  appears t o  have also been 

applied t o  the low/low cases. T h u s  in most cases, the d a t a  suggest t h a t  

subjects used a cognitively simple rule  t o  conjoin likelihoods. 
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One of the strengths of using a computer t o  gather data i s  t ha t  i t  

can gather and organize large amounts of data from each individual.  

Thus, i t  f a c i l i t a t e s  data analysis aimed a t  determining what any one 

indiv dual may be doing with respect t o  combining uncertainty heuristics. 

Given t h a t  the  second session software could n o t  automat,ically learn 

i n d i v  dual’s  combining heur i s t ics ,  the next best approach i s  t o  c lu s t e r  

individuals by the kinds of rules  they may use. To f a c i l i t a t e  c lus t e r  

analysis ,  conjunctions were aggregated into just three categories ,  a 

highlhigh category, one fo r  a l l  the combinations with a medium likelihood 

b u t  no low likelihood, and one fo r  a l l  combinations with a low likelihood. 

Next, fo r  each observation ( Z  value) for  each subject within each 

category, a scale  was developed t h a t  places the observation i n  a space 

defined by the Z value outputs fo r  the s ix  rules .  Thus, an observed z 

t h a t  i s  exactly equal t o  the prediction of Rule 2 would be valued a t  

2 . 0 .  I f  the observed z f a l l s  close t o  Rule 2 b u t  between Rules 2 and 3,  

then the observation may be valued a t  2 . 2 .  In this way, the kinds o f  

rules  t h a t  the  subjects may be using t o  answer any question in the three 

categories of combinations may be characterized. 

Next, a c lu s t e r  analysis ,  using Ward’s method, was performed over 

the means fo r  the character izat ions o f  the observations using variables 

defined over the three categories (Table 4 ) .  The r e su l t s  indicate  t h a t  

there i s  wide var ia t ion across individuals in heur i s t ics  used t o  combine 

uncertainty estimates i n  the probabi l i s t ic  context. Over four c lus t e r s ,  

subjects grouped i n t o  Cluster 2 (N=5) came c loses t  t o  making decisions 

s imilar  t o  using the probabili ty ru le ,  where no cha rac t e r i s t i c  mean 

exceeds 2 . 5 .  Interest ingly,  the high/high category mean i s  very low, 

almost t o  Rule 1. 
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Table 4. Cluster Analysis of Frequentist ic Data* 

Cases of Likelihood 
Combinations 

Means 
C1 uster 

1 2 3 4 
(N=9) (N=5) (N=3) (N=3) 

1. Low-high,  low-low, low-med 
high-low, med-low 3.54 2.50 2.65 4.13 

2 .  Med-med, high-med, med-high 3.21 2.38 2.61 4.00 

3. High-high 3.83 1.1 2.69 1.22 

* 
Ward’s method was used. R2 for  four c lus te rs  = .78. The values 

in the tab le  re fer  t o  the mean of the observed Z values for  each c lus te r  
olier each case when placed on a s i x  point scale  defined over the rules 
l i s t e d  in Table 2 .  

I n  contrast ,  c lus te r  4 subjects (N=3) exhibit  Rule 2 behavior in the 

high/high category b u t  exhibit  Rule 4 behavior in the other two categories. 

These subjects appear t o  be using very d i f fe ren t  heur i s t ics  conditional 

on the magnitudes of the likelihoods being combined. Subjects in clusters 

1 (N=9) and 3 (N=3) exhibit  consistent behavior over the three categories; 

c lus te r  1 subjects lean toward rules  between Rules 3 and 4 ,  whereas 

c lus te r  3 subjects lean toward rules between Rules 2 and 3. 

In  summary o f  Experiment 1, the data suggest t h a t  individuals do not 

use the product rule  t o  combine estimates of uncertainty in the frequen- 

t i  s t i c  context. Instead, cognitively simpler processes appear t o  have 

been employed. The data also suggest t h a t  the heuris t ics  used are 

extremely idiosyncratic across individuals and dependent on the magnitudes 

o f  the estimates being combined. 
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EXPERIMENT 2: Representative Context 

SUBJECTS 

Twenty-one subjects completed two 30-mi nute sessions on the co'mputer. 

Nineteen had already completed Experiment 1. The two new subjects 

possessed techn 

METHOD 

This exper 

cal backgrounds. 

ment was structured exactly like the first. In the first 

session, each subject was asked to estimate the likelihood of a person 

having a GOOD personality that possessed a certain personality character- 

istic. Seventy-five characteristics were given (Table 5), approximately 

equally divided between positive, neutral, and negative characteristics. 

In the second session, the subjects were presented with conjunctive 

questions (e.y., what is the likelihood o f  a person having a GOOD per- 

sonality that is "loyal" and "open-minded"). In this experiment, the 

experimenter did not instruct subjects to treat the personality charac- 

teristics as independent. The software endeavored, as in the first 

experiment, to present conjunctive questions that paired a diversity o f  

characteristics. 

Answers were restricted to only one representation, that being a 

number in the range -1.0 to 1.0. F o r  positive characteristics, the 

answers should have been in the >O.O to 1.0 range, for negative 

characteristics in the tO.0 to -1.0 range, and for completely neutral 

characteristics equal to 0.0. 
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Tab1 e 5. Means for the 1 i kea i hoods o f  personal i,ty characteri s t i  cs 
relating to a good personality 

(N-21) 

Personal i ty Personal i ty 
No. Characteristics Mean No. Characteristics 

1 Open minded .75 39 Time waster 
2 Curious .51 40 Impulsive 
3 Intel 1 igent .34 41 Unlloyal 
4 Has sense o f  humor .75 42 Unprincipled 
5 Generous .66 43 Passive 
6 Youthful .31 44 Impatient 
7 Caring o f  others .80 45 Nervous 
8 Modest .33 46 Unconfident 
9 Trusting .52 47 Avoids challenges 
10 Fun loving .75 48 Stubborn 
11 Ideal istic .34 49 Opportunistic 
12 Polite .62 50 Does n o t  look to future 
13 Brave . 3 4  51 Unconventional 
14 Efficient .22 52 Conventional 
15 Cautious .O6 53 Average intelligence 
16 Loyal .60 54 Clean 
17 Honest .71 55 Enjoys sex 
18 Active .46 56 Needs love 
19 Patient .62 57 Tall 
20 Calm .38 58 Short 
21 Self-confident .50 59 Blond 
22 Enjoys challenges .43 60 Wears glasses 
23 Steadfast .47 61 Follows the crowd 
24 Purposeful .34 62 Athletic 
25 Forward looking .42 63 Heavy 
26 Opinionated - . l a  64 Light 
27 Uninterested in things -.64 65 Brown-eyed 
28 Underachiever in school -.20 66 Messy 
29 Boring - . 7 2  67 Smokes 
30 Stingy -.56 68 Workaholic 
31 Childish - .47  69 Likes to read 
32 Egocentv-i c - . 5 5  70 Energetic 
33 Conceited - . 68  71 Healthy 
34 Gullible -.IO 72 Sickly 
35 Shy -.11 73 Talkative 
36 Pessimistic -.63 74 Responsible 
37 Rude - .84  75 Handsome 
38 Insensitive - .70 

Mean 

- . 2 4  
0 
-. 71 
- .76 
-.15 
- .38 
- .30 
- .35 
- .40 
- .37 
-.12 
-.lo 

.16 

.06 

.16 

.39 

.41 

.07 

.03 
- .02 
- . 01  

.02  
-.12 
.20 

0 
.10 

0 
-. 11 
-.13 
- . 3 3  

.34 

.64 

.22 
- .20 
.26 
.69 
.06 

* Characteristics 1-25 were designed to be primarily pasitive, 26-50 
negative, and 51-75 neutral. 
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RESULTS 

Experiment 2 had two purposes, to explore further the mental economy 

hypothesis and to discover whether the evidential context has a different 

influence upon conjunctive effects than the probabilistic context. The 

context of this experiment was deliberately chosen to try to elicit a 

representativeness type of response from the subjects. That is, given 

one o r  two personality characteristics, subjects are hypothesized make a 

similarity comparison rather than a probabilistic analysis on the like- 

lihood o f  having a GOOD personality. 

Conjunctive questions concerning similarity comparisons are hypothe- 

sized to be answered using heuristics different from those utilized to 

answer probabilistic conjunctions. Also, similarity comparisons neces- 

sarily assume dependence among characteristics, symptoms, etc., so that 

the independence assumption, which was important for Experiment 1, is 

not needed here. Unfortunately, there is no accepted norm concerning 

similarity conjunctions. However, the literature does reveal possibil- 

ities. 

The most interesting possible norm i s  known as certainty factor 

theory (Short1 i ffe 1976). Certainty factors were devel oped to represent 

uncertainty in expert systems. Several constraints in probability theory 

lead to their development. For this research, the most important con- 

straint is that experts d i d  not want uncommitted probability mass (e.g., 

mass left over from an estimate that symptoms X ,  Y and Z relate to disease 

S with a likelihood of 0.80) to be distributed t o  support the likelihood 

of other possible disease. I n  essence, the experts wanted a measure for 

similarity comparisons, not one t o  establish probability distributions. 
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Rule 3 in  Tab le  6 i s  t h e  c e r t a i n t y  f a c t o r  ru le .  I t  i s  very d i f fe ren t  

from t h e  product r u l e ;  given an X and Y, t h e  c e r t a i n t y  f a c t o r  r u l e  wi l l  

ou tput  a conjunct ion (Z-value)  t h a t  i s  g r e a t e r  than o r  equal t o  t h e  

h ighes t  term,  whereas the product r u l e  wi l l  ou tput  a value l e s s  than or 

Table  6. D e f i n i t i o n s  o f  s i x  e v i d e n t i a l  rules 

Rule 
No. Label 

1. R e l a t i v e  
Minimum 

2 .  R e l a t i v e  
Maxi m u m  

3 ,  C e r t a i n t y  
Factor  

4 .  U l t r a -  
C e r t a i n t y  
Fac tor  

I F  X and Y a r e  both p o s i t i v e ,  
I F  X and Y a r e  both nega t ive ,  
Otherwise Z = Minimum of the absolute 

Z = M I N ( X , Y )  
Z = M A X ( X , Y )  

values  of  X and Y 

I F  X and Y a r e  both p o s i t i v e ,  
I F  X and Y a r e  both nega t ive ,  
Otherwise Z = Minimum of the absolute 

Z = M A X ( X , Y )  
Z = M I N ( X , Y )  

values  of X and Y 

I F  X and Y a r e  both p o s i t i v e ,  L = X + ( l - X )  * Y 
I F  X and Y a r e  both nega t ive ,  Z = - [ - X + ( l + X )  * - Y ]  
Otherwise z - X + Y  

I F  X and Y a r e  both p o s i t i v e ,  
I f  X and Y a r e  both nega t ive ,  Z = -1  + [0.5 * ( l t X )  

Otherwise,  i f  ABS(X) i s  g r e a t e r  

Z = 1-[0.5 * ( l - X )  * ( l - Y ) ]  

* ( 1 + Y ) 1  

than ABS(Y) z = X * ( l + Y ) / ( l + X * Y )  
+ 0.5 * ( l + X ) ( l a Y ) /  [T+ ( X*Y)  ] 

O t  herwi se 

5.  Product Usual l y  
Rule BUT i f  X ani 

negat i ve 

Z = Y * ( l + X ) / ( l + X * Y ) +  0.5 * 
(lax) ( I + Y ) / [  I t ~ X t Y ) ]  

Z = X * Y  
Y a r e  botll 

Z = - ( X  * Y)  

6 .  Addit ive Usual lv ,  Z = X + Y  
z = 1  BUT, i i ' Z  i s  g r e a t e r  than 1 

SUT, i f  Z i s  l e s s  than -1 z = -1 
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equal to the lowest term. In effect, the certainty factor rule accumulates 

likelihood mass and will approach 1.0 as the evidence gets stronger. 

Although other alternatives to probability theory have gained some prom- 

inence in the expert systems area (e.g., fuzzy sets, belief functions), 

certainty factors are by far the most  widely used. 

With respect to mental economy, the certainty factor rule i s  rela- 

tively taxing because it requires both multiplicative and additive oper- 

ations. Simpler processes that might be observed that are consistent 

with certainty factor/similarity comparison type answers would be maximum 

rule or additive rule (Rules 2 and 6, Table 6, respectively). We would 

not expect the data to support processes resembling the product rule or 

minimum rule (Rules 1 and 5, Table 6, respectively) because these rules 

do not act to accumulate evidence. 

Table 5 contains the means o f  the answers collected in session 1 

from the 21 subjects. The range of answers was sufficient for the software 

to construct for all subjects conjunctive questions containing diverse 

personality characteristics. However, two subjects did not give answers 

with enough diversity for the software to construct a full 36 questions 

for the second session. 

Table 7 summarizes the results in aggregate form. Analysis was 

subset into four cases, where the conjunctive characteristics are stronqly 

supportive of each other, weakly supportive, stronqlv contradictory, and 

weakly contradictorv. Figure 1 depicts how the assignments were made, 

We hypothesized that subjects would provide more consistent answers when 

characteristics are supportive o f  either a positive or negative answer 

than when characteristics are in some sense opposite of each other. 
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Table 7. 
for six rules over four cases f o r  the evidential data (% o f  responses) 

Relationships between observed Z values and*predicted Z values 

Case 

1 2 3 4 5 6 

Relative Re:ative Certainty certainty Product Additive 
minimum maximum factor factor ru1 e r u l  e 

U1 tra- 

Over- 

supportive Wit 14 
Strongly predictive 9 

(N=192) Under- 77 
predictive 

Over- 
Weakly predictive 6 
supportive Hit 21 
(Nz132) Under- 7 3  

predictive 

Over- 
Strongly predictive 20 
Contra - Hit 6 
dictory Under- 74 

(N=148) predictive 

Over- 
Weakly predi c t  i ve 4 
contra- Hit 10 
dictory Under- 85 
(M=165) predictive 

50 
29 
21 

22 
33 
45 

57 
7 
36 

51 
8 

4 1  

60 
24 
16 

45 
20 
35 

24  
12 
64 

42 
13 
44  

70 
20 
10 

84 
2 

14 

38 
18 
44 

38 
8 

54 

4 
9 

87 

a 
15 
85 

12 
9 

79 

0 
10 
90 

69 
21 
10 

48 
20 
32 

24  
12 
64 

43 
13 
44 

* A hit occurs when the predicted value is + 5% o f  the observed value. A 
rule is overpredictive i f  the predicted value i? greater than 5% o f  the observed 
value. A rule is underpredictive if the opposite is true. 

A rule hits an observation when its prediction falls within -I- o r  

-5% o f  the observed value. A rule is overpredictive when its prediction 

i s  greater than 5% o f  the observation and underpredictive when its pre- 

diction is less than 5% o f  the Observation. A good fit with a rule 

exists when there are a 'large number o f  h i t s  and an even distribution 
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between the over- and underpredictive cases. For the strongly supportive 

cases, the best f i t  appears t o  be Rule 2 ,  the r e l a t ive  maximum ru le ,  

followed by Rule 3 ,  the cer ta inty factor  rule .  The minimum ru le  (1) and 

the product rule  (5) s ignif icant ly  underpredict the observations, as  

hypothesized, whereas the addition ru le  (6)  and the u l t r a  Certainty 

Factor ( C F )  rule  ( 4 )  overpredict. Even the two hest f i t  rules ,  3 and 4 ,  

tend t o  be too overpredictive. 

The r e su l t s  are similar in the weakly supporting case. Rules 1 and 

5 underpredict and Rule 4 overpredicts. Rule 2 f i t s  the d a t a  much better 

t h a n  i n  the  strongly supportive case and Rules 3 and 6 are better balanced. 

The data suggest t h a t ,  in the aggregate, the r e l a t ive  maximum rule  best 

models the subjects’ heuris t ics  in solving conjunctions involving simi- 

l a r i t y  comparisons. 

The r e su l t s  change a l i t t l e  in the contradictory cases. I n  the 

s t rong ly  contradictory case, none of  the rules perform as well, from 

observing the percentage of h i t s .  Rule 4 has the highest number o f  h i t s  

and good balance. Except for  the cer ta inty factor  rule  ( 3 ) ,  the others 

have both a low number o f  h i t s  and unbalanced ranges. Rules 3 and 6 t i e  

fo r  best in the weakly contradictory case. These r e su l t s  indicate much 

d ivers i ty  i n  answers given contradictory personality charac te r i s t ics ,  

with a possible s t rong  bias toward the positive or negative i n  the strongly 

contradictory case. I n  general, i t  appears t h a t  the cer ta inty factor  

rule  i s  as good as any in describing decision making using contradictory 

evidence. 

Table 8 presents resu l t s  of a c lus te r  analysis.  The c lus te rs  were 

developed i n  a manner d i f fe ren t  from Experiment 1. In  t h i s  case, the 

subjects were clustered over four variables, defined as the mean difference 
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Table 8 .  Cluster analysis o f  evidential data* 

Case 

Clusters _ _  
1 2 3 4 

(N=13) (N=5) (N=2) (Nzl) 

Strongly supportive 
(Anchor Rule 2) 

Weakly support i ve 
(Anchor Rule 2) 

Strongly contradictory 
(Anchor Rule 4 )  

Weakly contradictory 
(Anchor Rule 3) 

0.05 -0.01 -0.02 -0.01 

-0.03 -0.12 0.03 -0.40 

-0.06 -0.11 -0.28 -0.48 

0.00 -0.18 -0.11 -0.33 

* 
Used Ward's method. R2 for  four c lus te rs  =: 0.77. The anchor rule  

numbers re fer  t o  the rules i n  Table 7. The values in the table  re fer  t o  
the mean difference between the observed Z value and the anchor ru le ' s  
predicted Z value for  a l l  subjects i n  a c lus te r  over  a l l  questions i n  a 
case. 

between the predicted z of best f i t  rule  from table  7 and the observed 

z, f o r  each o f  the four cases. Thus, Rule 2 was used as the best f i t  

rule  f o r  the strongly and weakly supportive cases and Rules 4 and 3 were 

used in the strongly and weakly contradictory cases, respectively. 

The resu l t s  indicate t h a t  the majority of the subjects (c lus te r  1, 

N=13) followed the pattern of using Rules 2 ,  4 ,  and 3 as noted above. 

Five o u t  o f  twenty-one (c lus te r  2 )  combined the i r  estimates of uncertainty 

more strongly t h a n  the rules predicted in a l l  cases except the strongly 

supportive case. Clusters 3 and 4 contain subjects who combined the i r  

estimates much more strongly i n  the contradictory cases. Thus, as seen 

in Experiment 1 ,  there i s  diversi ty  among subjects in how they solved 

combina t ion  problems. 
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DISCUSSION 

Research reported herein demonstrated four major points. One, the 

subjects used different heuristics to combine estimates o f  uncertainty 

between the probabilistic and representativeness contexts. Broadly, the 

best models used in the former context resemble a minimum rule and some 

version of the product rule whereas the best models in the latter context 

resemble a maximum rule and the certainty factor rule. 

Two, the results suggest that in the probabilistic context the 

subjects did not widely use the expected heuristic, the product rule. 

Instead, the data indicate that, in the aggregate, the subjects used 

cognitively simpler heuristics, such as a minimum rule. Answers to 

conjunctive questions were very dependent upon the magnitudes o f  the 

likelihoods being combined. An extreme version of the product rule 

describes heuristics used when both probability estimates are relatively 

high. A minimum rule describes heuristics used when at least one of the 

likelihoods i s  low. On a disaggregated level, the data indicate that 

individuals apply heuristics very idiosyncratically. A cluster analysis 

identified groups of individuals who appear t o  use something akin to the 

product rule, another which uses the minimum rule, and yet another which 

indicates that heuristics vary widely given different likelihood mag- 

nitudes. 

Three, the data cast doubt on the wide use of the certainty factor 

rule for combining estimates in the evidential context. The cognitively 

simpler maximum rule best describes the heuristics used when the two 

estimates support each other. This finding is particularly strong across 

individuals faced with combining two strongly supportive pieces of 
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evidence. On the other hand, the subjects had difficulty with 

contradictory pieces o f  evidence. Subjects basically differed only on 

how they combined contradictory evidence, 

Four, this research demonstrated the utility o f  using the computer 

to collect data associated with decision making under uncertainty. The 

programs allowed the subjects to review answers and also probed the 

consistency of the subject’s answers. Thus, in some sense the data may 

be o f  higher quality than obtainable from pencil and paper studies. 

Also, the programs tailor-made the second sessions for each subject, 

conditional on the answers in the first session. This flexibility allowed 

the collection o f  data not possible with paper and pencil tests. 

improving the software, 

exploring more complex decision problems, and linking research in con- 

junctive effects to expert systems research. More work can be done to 

improve t h e  computer programs. Most important would be the  development 

of a true machine learning algorithm that could model the heuristics 

used by each subject. The algorithm would have to create and test hypo- 

theses, using its ability t o  quickly manipulate data. 

Future research should focus on three areas: 

More complex problems would explicitly incorporate time periods and 

explore what rules subjects may apply to the probabilistic context when 

dependencies exist between events. Problems should also begin to incor- 

porate gains and losses so that data can be collected to support or 

reject the various models o f  economic decision making under uncertainty 

that have been proposed in the literature. Better understanding about 

how individuals conibine uncertainties will allow researchers to separate 

uncertainty biases from value biases. Results o f  such research should 

help in training people to make better decisions under uncertainty. 
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Lastly, this line of research has potentially important implications 

for the art ficial intelligence subfield o f  expert systems. Expert 

systems are computer programs which are designed to make decision like 

human experts. Most work has been done in the medical arena, where 

expert systems yield medical diagnoses based on information provided by 

system users. MYCIN, which diagnoses infectious diseases, is probably 

the most widely known expert system (Buchanan and Shortliffe 1984). 

Other expert systems analyze mass spectrometer data (Buchanan and Feigen- 

baum 1979), search f o r  valuable mineral deposits (Duda et al. 1976), and 

configure VAX computer systems (McDermott 1982). Waterman (1985) and 

Buchanan (1986) provide comprehensive reviews o f  expert system research 

and development. 

Expert systems are typically composed of a knowledge base and an 

inference engine. The former usually consists of a set of if-then rules 

which carry an estimate of uncertainty that relates how confident the 

expert is that the "if" part actually relates to the "then" part. Using 

the medical example, the estimate o f  uncertainty might relate symptoms 

to a diagnosis. The inference engine processes the rules and the accom- 

panying estimates of uncertainty. Thus, the inference engine needs 

explicit rules about how to combine estimates of uncertainty. 

The A I  literature contains numerous proposals concerning alternative 

combination methods. Many researchers still defend the probability/ 

Bayesian approach (e.g., Cheeseman 1985). Others have found probability 

wanting because it is: (1) impractical because data do not exist or 

experts do not have the time to estimate all combinations of possible 

conditional probabilities (Quinlan 1986); and (2) theoretically deficient 



because i t  does not  handle ,  i n  a l o g i c a l  way, uncommitted p r o b a b i l i t y  

mass (Shafer  1976) .  

T h u s ,  AI  r e s e a r c h e r s  have been working on f ind ing  a replacement f o r  

p r o b a b i l i t y  theory  and have developed methodologies t h a t  have names such 

a s  c e r t a i n t y  f a c t o r s  (Short1 i f f e  1976), endorsements (Cohen 19851, Dempter- 

Shafer  theory  (Shafer  1976; S h o r t l i f f e  and Buchanan 1984), and fuzzy s e t  

t heo ry  (Negotia 1985, and Zadeh 1985). Each has strengths and weaknesses, 

methodologica l ly  speaking,  but a l l  s u f f e r  from a to ta l  lack o f  confirmation 

vi a empir ica l  psycho1 ogi ca l  r e sea rch .  

Research r epor t ed  he re in  has demonstrated t h a t  the a p p l i c a t i o n  o f  

h e u r i s t i c s  i s  con tex t  dependent,  a not ion n o t  y e t  e n t e r t a i n e d  i n  t h e  

e x p e r t  systems f i e l d .  The d a t a  a l s o  sugges t  t h a t  two paradigms pushed 

i n  the expe r t  systems f i e l d ,  p r o b a b i l i t y  and c e r t a i n t y  f a c t o r s ,  may be 

unval i d a t e d ,  p sycho log ica l ly  speaking.  The d a t a  a1 so indicate differences 

a c r o s s  s u b j e c t s ;  thus expe r t  systems may need t h e i r  combining rules t o  

be t a i l o r e d  t o  each e x p e r t .  

Psychological  research  can c o n t r i b u t e  t o  expert systems r e sea rch  by 

b e t t e r  i d e n t i f y i n g  combining h e u r i s t i c s  and i n f e r e n t i a l  h e u r i s t i c s  ( i . e . ,  

i f  A causes  B and B causes  C ,  what i s  the r e l a t i o n s h i p  between A and C ? )  

Also,  expe r t  system developers  need psychologica l ly  v a l i d a t e d  methods of 

e l i c i t i n g  from e x p e r t s  t h e i r  unce r t a in ty  h e u r i s t i c s .  
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