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ABSTRACT

A review is presented for research performed on the influence of fluid mechanics on erosion
by solid particle impact. The main findings are presented in summary form, with the necessary
supporting technical details relegated to substantial self-contained appendices. The investigation
has shown that fluid motion, especially turbulent fluid motion, can have a significant effect on
particle speeds and trajectories, thus altering particle erosion potential. The investigation also
shows that all major particle transport and wear phenomena can be rendered predictable for
engineering purposes using appropriate physico-mathematical models. However, uncertainties
in the empirical inputs to the models result in corresponding uncertainties in the predictions that
are difficult to quantify. The calculation procedures developed in the course of this work pro-
vide a carefully tested basis for advancing the mathematical modeling and numerical prediction

of erosive particle-laden gas flows.






EXECUTIVE SUMMARY

The erosion of material surfaces by solid particle impact is a problem of considerable
importance to industry. It is highly desirable for ergineering pufposes to render predictable fluid
and particle motions, and the attendant erosion of material surfaces. The existing methodologies
that currently do this neglect the influence of turbulence and are limited to rather simple
geometrical configurations. During the period of research for this project, the PI and his students
have developed a body-fitted coordinate numerical procedure for calculating isothermal and
non-isothermal particle-laden turbulent gas flows past tubes. In addition, measurements of parti-
cle deposition on one and two in-line tubes, performed for this work, provided experimental data
for comparison with the calculations, and the agreement is good between the two. These and
other careful checks of the numerical procedures give confidence in relation to their use for
predictive purposes. During the course of the investigation, a .substantial amount of useful infor-
mation was uncovered which has been documented in the form of a major review on the subject.

The review is included in this report.






1. INTRODUCTION

. The problem of erosion by solid particle impact is of considerable importance to industry.
Safety, material resources and energy cost considerations contribute to the forces spurring

research on the subject.

Material scientists have long been involved in erosion research. However, the interpreta-
tions of their findings have been strongly conditioned by the "materials” viewpoint, which draws
heavily upon what is known about material proper:ies and the mechanisms by means of which
materials interact under applied forces. Although all useful material wear models recognize the
importance of relative speed and incidence angle between interacting pieces of matter, they pay
virtually no attention to the displacement history of these pieces of matter relative to their
respective origins. For example, it is common in air/sand jet-blast experiments to correlate wear
with the jet air speed at the nozzle origin (this is the step that recognizes that particle kinetic
energy matters to erosion and is somehow connected to the air jet speed). However, detailed
analysis will show that the flow conditions near the irapacted surface, and the particle speeds and
trajectories at the instant of impact, differ considerable from the air flow conditions at the nozzle
origin. To be generally applicable, models of erosion must distinguish among such basic differ-

ences and bring to the forefront the major effects of fluid mechanics in erosion.

The purpose of this study has been to redress the above state of affairs by first establishing
what is the "state-of -the-art” of fluid mechanics effects in erosion, and then working on a few

specific issues of engineering importance amenable to theoretical analysis and experimentation.

The results of the first step are provided in Appendix A-1: "Fundamentals of Fluid Motion
in Erosion by Solid Particle Impact.” This substantial review will appear as the feature article in
the September 1990 issue of the International Journal of Heat and Fluid Flow. It represents an
important component of the present report through which it will be disseminated quickly and
effectively among the readers most likely to benefit irnmediately from its contents. The main
conclusions of the review are given on pages 68 to 71 of Appendix A-1 and are summarized

here:
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1. Numerous important erosion findings have been attributed to materials-related causes that,

in fact, admit purely fluid mechanics interpretations.

2. Most experimental work in erosion fails to adequately control, let alone quantify to within
bounded uncertainties, the fluid mechanics variables that affect solid particle motion and

surface impaction.

3. In spite of the fact that appropriate measurement techniques exist, no fundamental experi-
mental study of erosion by solid particle impact has yet been performed where the charac-
teristics of the turbulence are varied in a controlled and systematic manner over a meaning-

ful range of relevant parameters.

4.  Direct numerical simulations of particle-laden turbulent fluid flows are unlikely to benefit
the industry in the immediate future. Phenomenological modeling approaches will con-
tinue to be the workhorse for the complex configurations of interest. In this regard, lagran-

gian formulations of particle motion are more useful than eulerian for predicting erosion.

5. There are many important aspects of the erosion process that are, at present, too complex to
model and too difficult to measure. These relate to particle-particle collisions, and
particle-surface interactions such as rebounding, fragmentation and spin. Here, innovative

experimental and theoretical approaches are sorely needed.

6. Significant research advances have been made in the materials area that explain wear
phenomena and show promise for the development of more generally applicable theory.
However, it is important to note that such advances cannot be successfully concluded
without a consideration of the relevant fluid mechanics aspects of the erosion problem. In
this regard, the effective communication between material scientists and fluid mechanicians

is indispensable, should be encouraged and must be appropriately supported.

The review in Appendix A-1 identifies the need to measure and model the effects of tur-
bulence on particle motion in order to render erosion by particle impact more accurately and
generally predictable. The bulk of the present investigation has been directed to the physico-

mathematical modeling aspects of the problem, with limited measurements performed to provide
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fundamental guidance and verify some of the computed results. Section 2 of this report summar-
izes the theoretical approach for calculating particle-laden gas flows past tubes. Appendices A-2
and A-3 provide the details relating to the fluid mechanics, particle tracking and heat transfer
(for non-isothermal flows). Section 3 summarizes the results of an experiment specifically con-
ducted to measure particle deposition on tube surfaces. Section 4 presents the major conclusions

and recommendations for future work resulting from this study.

2. THEORETICAL ANALYSIS AND COMPUTATION

The numerical modeling of dilute particle-laden gases flowing past solid tube surfaces and
producing erosion was identified as the main objective of this work. This has required the
accomplishment of two major tasks: calculating the isothermal and non-isothermal fluid flow

fields around tubes; calculating the associated particle velocities and the attendant wear.

2.1 Fluid Mechanics

Throughout the course of this investigation, attention has centered on dilute particle-laden
gases wherein particle-particle collisions are. infrequent and the particle density to gas density
ratio corresponds roughly to that of sand in air. Non-interacting: particle systems are referred to
as being "one-way coupled,” meaning that particle motion is dictated solely by surface forces
due to the fluid and body forces such as that induced by gravity. The diluteness and high density
ratio restrictions considerably simplify the computation of particle velocities and hence erosion.
However, the matter of determining the flow that drives the particles past a tube in a bank of

tubes is very complex and has presented the single most difficult undertaking in this study.

The first problem to address was the calculation of turbulent flow conditions. The equa-
tions of motion for turbulent flow past tubes are well known but, because of the large range of
scales of motion involved, cannot be solved directly for the flow field. They must be Reynolds-
decomposed and time averaged, which leads to the appearance of new turbulent stresses. The
ensuing closure problem is overcome by employing an appropriate mathematical model for the

extra stresses. Because the isotropic eddy viscosity model represents the simplest level of clo-
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sure that accounts for field variations of turbulent viscosity, it has been explored in this
work. Thus, the two-equation model developed by Dosanjh and Humphrey to calculate

particle-laden jets was adapted to the tube flow problem (see Appendix A-2).

With a model available to compute turbulent flows past tubes, the next level of difficulty to
overcome was the formulation of a coordinate system and equation transformation appropriate
for the calculations. The approach described in Appendix A-2 is based on the use of non-
orthogonal body-fitted coordinate systems wherein coordinate line spacings and shapes can be

controlled.

Boundary conditions must be specified for th.e calculations. In the case of a tube in a tube
bank, it was assumed that the flow is developed and periodic in the streamwise direction. The
no-slip condition for velocity was applied at the tube wall through a law-of-the-wall relation.
For non-isothermal flows it was necessary to reformulate the heat transfer problem in terms of

appropriate variables so that it also could be considered "developed.”

The numerical algorithm employed is well-documented in the literature and works along
the lines of the SIMPLE procedure described in Appendix A-2. Details concemning the calcula-
tion sequence and algorithm performance are also provided in that appendix together with a dis-
cussion of the test results for both laminar and turbulent flows. The results of these tests were
quite favorable and lend confidence to the additional exploratory calculations performed for dif-

ferent tube configurations and flow conditions.

2.2 Particle Tracking and Erosion

The velocity (speed and trajectory) of each particle was computed using a fourth-order
adaptive step size Runge-Kutta scheme, using a lagrangian equation of motion for that particle.
The particle momentum equation results from a force balance involving fluid drag and gravita-
tional forces. For simplicity, the particles were assumed to be spherical in shape, for which the
drag relations are well known. A detailed discussion of the particle momentum equation and of

the drag relations used is given in Appendix A-2, together with an explanation of the interpola-
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tion procedure developed to evaluate fluid velocity at each particle location on the calculation
grid.

The deterministic trajectories of particles released at different arbitrary initial locations
were computed to predict their incidence speeds and angles with respect to a tube surface. Ero-
sion was calculated from these values using a cutting wear model. In the case of the stochastic
calculations, a random perturbation was added to the mean velocity field in order to simulate
more accurately the direct effects of the turbulent fluctuations on particle velocities, and hence
erosion. As shown and discussed in Appendix A-Z, the two approaches yielded quite distinct

results depending on the characteristic response time of the particles.

2.3 Heat Transfer

The first stage of the theoretical component of the project (summarized above) addressed
isothermal conditions in flows past tubes; see Appendix A-2. The numerical calculation pro-
cedure was subsequently extended to predict the behavior of non-isothermal flows. Specifically,
we were interested in the flows of hot particle-laden gases past tube surfaces at lower tempera-

ture.

Because of the high Reynolds numbers of interest, the fluid momentum and energy equa-
tions are decoupled, constant fluid properties are assumed and the fluid flow field can be
evaluated independently from its temperatufc field. A subsequent solution of the energy equa-
tion yields the field distribution of temperature from which the field variation of viscosity can be
determined. While the variation of viscosity is of no consequence to the fluid mechanics prob-
lem (because of the constant properties assumption) it is significant for the calculation of particle
trajectories. Thus, in non-isothermal flows, the field variation of viscosity is accounted for in the
calculation of the drag term in the force balance upon a particle, to obtain its correct speed and
trajectory.

The extension and testing of the calculation procedure described in Appendix A-2 to calcu-

late non-isothermal flows past tubes is described in detail in Appendix A-3. Briefly, the fluid
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phase energy equation and pertinent boundary conditions were programmed into the code and all
calculations of temperature were performed using the same body-fitted coordinate technique
described in Appendix A-2. However, the non-isothermal calculation procedure described in
Appendix A-3 differs in two significant ways from the isothermal procedure described in Appen-
dix A-2:
1. It dispenses with the law-of-the-wall assumption, by postulating a Prandtl mixing length

model to calculate the turbulent components of momentum and heat transfer near solid

walls.

2. It incorporates a generalization of the idea of fully developed flow and heat transfer to cal-

culate non-isothermal flow past in-line tubes in periodic arrays.

3. It interpolates an equation of state for values of viscosity (in addition to velocity) at the
various particle locations from values of temperature stored at the four nearest grid points

on the calculation mesh.

3. EXPERIMENTS

The original study called for an experimental investigation of the flow of particle-laden
gases past tubes. However, many of the issues that were originally considered important for the
model, requiring experimental or theoretical support, were subsequently resolved by reference to
the measurements and theory of others. As a result, a more modest experimental effort was
focused on a point of special interest to this work, for which no data were available: the effect of

a tube on the deposition of particles upon a second tube lying in the wake of the first.

For this, a high speed, isothermal air flow apparatus was assembled to measure the deposi-
tion of 40 and 97 micron glass beads at mass loading ratios less than 0.007. A technique was
developed to determine the circumferential distribution of particle deposition around a tube.
This consisted in placing Crisco shortening in small triangular grooves machined along the
length of the tubes and weighing the mass of particles as a function of time caught in the circum-

ferentially distributed grooves.
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The apparatus, the measurement conditions and procedure, and the results are discussed in

detail in Appendix A-4. The main observations are summarized here:
a) Single Tube
i) For both particle sizes, the particle deposition curves show maximum deposition in
the forward stagnation region of the tube. A cosine fall-off in deposition, from the
front of the tube to the 90 degree location on either side, was displayed only by the

larger, more inertial particles.
i)  The deposition curves show that particles can be trapped in the recirculating flow

regions behind a tube and impact the downstream surface of the tube.

iii) Because the ratio of large to small particle momentum equilibration numbers was
5.88, the large particles impacted the front of the tube in larger numbers than the

smaller particles.

b) Two In-Line Tubes

i)  The upstream tube of two in-line tubes drastically alters the amount and patiern of

particle deposition upon the downstream tube.

il) This protective effect is very significant, even for tubes spaced 5 diameters apart.

4. CONCLUSIONS AND RECOMMENDATIONS

4.1 Conclusions

The major conclusions of this investigation are as follows:

1. The numerical calculation of the flow and heat transfer of particle-laden gases in tube
arrays can be performed with sufficient accuracy for engineering purposes. For this, how-
ever, it has been necessary to postulate statistically stationary, constant property flow con-
ditions. Two numerical algorithms, for isothermal and non-isothermal flows respectively,

have been developed and tested for this purpose.
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The accuracy of the calculations depends on the curvilinear grids used and the turbulence
model embodied in the calculation algorithm. The first inaccuracy can be controlled, by
refining and redistributing the grid empirically, according to problem needs. The second
inaccuracy can be diminished by employing more sophisticated levels of turbulence model

closure, but this was beyond the scope of the present investigation.

Erosion can be calculated from particle speeds and trajectories evaluated at the instant of
surface impact, using appropriate wear models. The calculations of this work reveal a
strong dependence of erosion on configuration geometry and turbulent flow conditions

which, traditionally, have not preoccupied the material scientist.

While the local effect of temperature on particle speeds and trajectories in the tube bank
configuration is small, the cumulative effect may not be negligible since small changes in
initial conditions are significantly amplified in passage through the tube bank as a result of

particle rebounding and fragmentation.

4.2 Recommendations

As a result of this investigation, the following recommendations are offered for continuing

work:

1.

There is a need to emphasize the accurate control of fluid mechanics conditions, and the
exploration of appropriate parameter ranges, in future experimental work on erosion by

solid particle impact.

The assumption of non-interacting particles (dilute flows) should be relieved, to deal with

the more concentrated particle flow configurations of interest to industry.

Closer attention must be paid to modeling the direct effects of turbulence on particle
motion especially near solid surfaces. The stochastic approach of this work is a first
attempt to achieve this, and points to the importance of the problem by revealing how dif-
ferent the results can be between deterministic and stochastic calculations of particle velo-

cities and attendant erosion.
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4.  There are various phenomena very difficult to measure and/or model that bear significantly
on particle motion and erosion. Examples are: evolving surface topography, particle frag-
mentation, particle rebounding, the influence of transverse forces (Magnus and Sé\ffman) on
particle motion, turbulent effects near surfaces. The review in Appendix A-1 discusses
many of these phenomena and emphasizes the need to address them in future investiga-

tions.
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ABSTRACT

Judging from the extensive literature on the subject, the phencmenon of
material erosion by solid particle impact continues to challenge both prac-
titioners and theoreticians with very complex problems. Although the impor-
tance of fluid motion to this form of wear was recogniséd in early works, many
researchers continue to interpret and attempt to understand particle impact
erosion almost exclusively in terms of the material properties involved.
Little attention has been given to clarifying the influence of fluid motion,
especially in the turbulent flow regime. A review of some relevant issues is
presented here. It starts with an exposition of the general problem and the
need for better understanding. The discussion of experimental techniques is
followed by various fundamental considerations relating to the motion of solid
particles conditioned by the presence of a carrier fluid, neighboring par-
ticles and a constraining solid surface. OF the experimental techniques used
in erosion studies, non-intrusive optical methodologies are the most promising
for measuring particle and fluid phase velocities simultanteously near a sur-
face. Numerical models for calculating particle-laden flows and their appli-
cation to predict erosion in practical engineering flow configurations are
briefly discussed. Emphasis is placed throughout on uncovering areas of ina-
dequate fundamental understanding of fluid mechanics phenomena that signifi-

cantly affect erosion by solid particle impact.
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1. INTRODUCTION

1.1 The Problem of Interest

The erosion of material surfaces by solid particle impact is a problem in
nature and many multiphase flow industrial devices. It is the latter situation
that concerns this review, especially in the context of particle-laden gases.
Figure 1 shows four flow configurations frequently arising in engineering prac-
tice which serve to illustrate some of the main issues that will concern this
review. The Impinging jet geometry shown in Fig. l-a spans a variety of appli-
cations ranging from research into material resistance to wear to metal cutting;
the boundary layer drawn in Fig. 1-b characterizes the flow aver blades in tur-
bomachinery equipment; the confined flow illustrated in Fig. l-c arises in the
pneumatic transport of solidsy and the obstructed flow sketched for laminar and
turbulent regimes in Fig. 1l-d is typical of many heat exchangers.

The anticipated dynamic behavior of large and small particles of the same
material has been loosely interpreted in the figures. The ability of a particle .
to respond to changes in fluid velocity and so alter its trajectory is charac-
terized by its mohentum equilibration number, A. This is algebraically defined
by Eq. éb further below and is the ratio of two time scales that characterize
the dynamics of the solid and fluid phases respectively. Here it suffices to
note that particles with A >> 1 are highly inertial and very slow to respond to
changes in fluid velocity. In contrast, particles with A << 1 faithfully follow
the flow and, in principle, could be used to visualize fluid motion.

If the detailed velocity history were known for a particle ultimately
impacting a surface, one could compute the impact velocity from which the
corresponding incidence angle and incidence speed would follow. Accurate

measurements of impact velocity are difficult and a numerical computation is

—
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Figure 1. Examples of flow configurations prone to erosion by solid particle impact.
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rendered hiéhly uncertain by many of the éssumptions underpinning the calcula-
tions. Notwithstanding, as will be shown, the theories develaoped by the
material scientists require a knowledge of particle incidence speed and angle in
order to predict surface erosion. In many past jet-blast experiments, erosive
wear correlations have been based on the angle formed between the jet and the
impacted surface. This has led to the incorrect interpretation of this angle,
by many, as the particle incidence angle and has contributed to éonfusion in the
literature.

It should be clear that the value of a particle’s incidence velocity
depends critically on particle-fluid, particle-particle and particle-surface
interactions as a particle approaches a surface. The characteristics of
particle-fluid Interactions depend on the nature of the fluid phase flow regime
(laminar vs. turbulent), as well as the size, shape, relative density and motion
of the particles comprising the solid phase. Particle-particle interactions are
a strong function of particle concentration and the relative motions arising
from particle-surface interactions. Particle-surface interactions in turn
depend on surface rebounding, surface topography, particle fragmentation and
localized thermal effects resulting from particle impacts.

There are essentially two ways for reducing undesirable erosion of material

surfaces exposed to impacting particless

1. Selection of appropriate materials for maximizing resistance to wear,
2. Alteration of the conditions affecting fluid-suspended particle beha-
vior such as particle size, concentration, impact speed, impact angle

and impact location.

Much work has been done to improve the mechanical impact-wear charac-

teristics of material surfaces. This has led to the production of exotic,



highly resistant, super alloyé and ceramic materials. Unfortunately, the chemi-
cal constituents and/or the methods of production of these materials can be
costly, so that their use is often restricted to only the most specialized or
critical applications. The use of protective coatings and sacrificial surfaces
has also been found to prolong the lifetime of system components prone to ero-
sion [1-3] but problems arise in relation to obtaining good adhesion between
coatings and substrates, and the approach is restricted to situations where
erosion-induced changes in surface shapes and their effects on the particle-
laden flows can be tolerated. This method requires periodic system shutdowns
and component replacements. As a result it can be expensive and/or inconvenient
to implement.

The elimination of potentially erosive particles from flows wherein their
presence is undesirable is the mast obvious, but not the most simple, sglution
to the problem of erosion. Cyclaones, particle separators and filter units are
examples of devices used for this purpose. Unfortunately, this approach can
also be expensive and incanvenient to implement due to the periodic equipment
shutdowns required for the replacement of parts. In any event, the complete
elimination of éll particle sizes is impossible, and those which cannot be
deflected or trapped may still be damaging in some systemsj; for example, 1-10 um
diameter coal-ash particles in large utility gas turbines. Of course, such an
approach does not apply to situations where the transport of particles is essen-
tial to the application.

Measurements of erosion, with "erscsion®” defined as

mass removed from a surface

= ¥3tal mass of particles implnging on a surface

show that this quantity depends markedly on the incident particle speed, vl,

and the incident angle, B,, (the angle between a plane tangent to the surface at
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the -impact location and the direction of motion of the incident particle). The

form of the relation established empirically {a] is given by

n

In this equation, k and n are constants that are assumed to depend on the
physical characteristics of the materials involved, while f(Bl) describes the
dependence of erosion on the particle incidence (or impact) angle. Two com-
monly observed forms of this empirically determined function are shown in Fig. 2
faor ductile and brittle materials respectively. values of n for ductile
materials range between 2.3 and 2.7, while values for brittle materials range
between 2 and 4. These ranges are approximate.

It is clear from £q. (1) that by altering the conditions affecting particle
motion it should be possible, in principle, to project the particles along less
damaging trajectories. "Thus, the control of particle trajectories and impact
speeds offers a means for controlling erosion. However, such control can only be
achieved if the mechanisms governing particle motion are understood and can be
predicted. The mechanisms encompass a rich variety of complex physical pheno-
mena arising from particle-surface, particle-fluid and particle-particle

interactions.

1.2 Material versus Fluid Mechanics Aspects of Erosion

To date, much effort has been expended researching the material-related
aspects of particle impact erosion. By contrast, only relatively recently
(since the mid-sixties) has there been a sustained effort aimed at learning how

to contral particle erosion by controlling particle motion. Some of the earliest

studies can be traced back to erosion problems in turbomachinery components. In

these studies the main objective has been to correlate predictions of particle
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Figure 2. Typical erosion curves for ductile and brittle materials as a function of particle
incidence angle,B,, in degrees. E and {3, are defined in the text.
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incidence speeds, incidence angles and impact locations with surface erosion
measurements for a practical range of conditions. While various idealizations
permit the detailed analysis of two-phase flows througﬁ some turbomachinery com-

. ponents, in many systems such an analysis is curtailed by the complexities of
the flows. Notwithstanding, practical solutions to real erosion problems often
arise as a result of the improved qualitative understanding of particle-fluid
motion in idealized éystems.

There are numerous studies on the subject of material erosion by
impacting solid particles. Examples of these are the works in (4-33] which
include some fairly comprehensive reviews of the subject. Without exception,
all of these works have emphasized the material-related aspects and physical
properties dependence of wear in attempting to formulate physical models and
mechanisms for erosion. Erosion rate differences for various substrates under
similar test conditions have led to the broad classification of materials as
"ductile” or "brittle” l4,6,24]. Depending on the mechanism involved, the ero-
sion of ductile materials is further classified as "cutting”™ erosion or
" deformation™ erosion. This latter classification appears to be due to Bitter
[13,14] and has received renewed attention [25,28,34]. while early studies
focused on the analysis of single particles impacting a surface, the importance
of multiple overlapping impacts is now recognized and currently receives con-
siderable attention [11,24,25,28].

The objective of most erosion studies has been to provide information for
establishing the form of Eq. (1) so that, for systems with known k and n, the
erosion, E, may be found given Vy and 8,. Early studies focused on obtaining
wear data in systems or equipment of practical interest for which fairly speci-
fic erosion relations were derived. Presently, assisted by the availability of

more advanced measurement technology and a somewhat improved theoretical
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understanding of the basic mechanisms involved in erosion, the focus is on
establishing more universal forms of £g. (1) based on the interpretation of
results obtained from carefully controlled experiments designed to yield fun-
damental and more generally applicable information. Results of studies élong
these lines have been summarized in [8,20,25,31]. Table 1 lists varigus impor-
tant factors affecting erosion that have been investigated to greater or lesser
extent.

Although not all of the factors listed in Table 1 are readily controlled
or measured, and although most are interrelated in a rather complex manner,
distinct and sometimes quantifiable trends have emerged from their investiga-
tion. Consider, for example, the very different angular dependencies of erosion
displayed by brittle and ductile materials, respectively, mentioned earlier in
relation to Fig. 2. Other trends revealed by experimentation, however, are
inconclusive or conflicting. A case in point, discussed in some detail in [20],
is the assessment of the influence of particle concentration. Fortunately, the
conflicting evidence discussed by the authors is explained by the relatively
narrow and rather disparate ranges in particle con-centration investigated in
the past, which have led to very different observations and attendant interpre-
tations. More difficult to answer with the data available are such questions
as: How do particle concentration effects on erosion vary with flow conditions
near a surface?; Are interpretations of these effects, based on measurements
made in vacua, Televant to systems where particle-surface and particle-particle
interactions are potentially affected by the flow conditions near a surface?

The point to emphasize is that the behavior of a particle colliding with a
surface is dependent on its environment. For example, a particle which
responds to part or all of the spectrum of the surrounding flow fluctuations

will react differently from a particle moving in a vacuum. Similarly, the



Table 1

Factors investigated that affect the erosion of material surfaces by solid particle impact

For particles

10.

11,

Impact and rebound angles

Impact and rebound speeds

Rotation before and after impact
Shape and size

Volume concentration and surface flux

Physical properties (hardness,
strength, density)

Fragmentation

Interactions (with surfaces,
fluid or other particles)

Temperature
Presence of additives

Electrical charge

For surfaces

Physical properties

Change in shape due to erosion

Stress level

Temperature

Presence of oxide {or other) coatings

Simultaneous occurrence of corrosion

For the carrier fluid

1. State of motion
(laminar vs. turbulent)

2. velocity
3. Temperature

4. Chemical composition
and physical properties
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motion of a single particle will be different from that of one which collides
with its neighbors. Except for the case of large inertial particles, flaw con-
ditions will affect particle concentrations and trajectories and, therefore, the
surface fluxes, speeds and angles of attack that determine erosion.

From Adler’s l4] extensive review it is clear that the early recognition
given to particle speed and angle of attack, as critical parameters affecting
erosion, was strictly within the context of material response to particle
impact. Subsequent studies, and especially attitudes towardé the interpretation
of observations, have been fixed in this mold. Thus, consider a particle
entrained in a fluid which approaches a surface of arbitrary shape. As the par-
ticle approaches the surface, the fluid around the particle starts deviating
from the particle’s trajectory in order to flow along the surface. This, in
turn, induces a drag on the particle which, depending on the particle’s momentum
equilibration (or inertia) number, A, will alter its original trajectory. The
component of motion of the particle towards the surface is decelerated while the
component of motion parallel to the surface is accelerated. As a result, the
particle kinetic energy varies along the particle trajectory and will differ
from the initial value (far from the surface) at the instant of impact.

The above situation differs totally from that arising in a vacuum. In
systems containing fluids it is incorrect to assume that the particle velocity
at the instant of impact is equal to the surrounding fluid velocity. This
mismatch in velocities is frequently ignored (or overlooked) when establishing
the specific form of Eq. (1). The problem has been studied by Laitone [35] and
is illustrated in Fig. 3. Laitone’s analysis shows that particles with x = 0.5
approaching along the normal to any blunt surface always impinge with angles
less than 90° (except for the few particles impacting directly upon the stagna-

tion point) so that there is always a difference between the true incidence
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angle and the initial angle of a particle approaching a surface. A second out-
come of Laitane’s analysis is the finding that the particle incidence speed is

given by an expression aof the form

vV, a U? (2)

where the exponent m is a function of the average fluid speed, Ug, and varies
between the limits of 1 and 2.13. At very high fluid velocities m = 1,
regardless of the value of the lnertia number, A. As the fluid velocity is
decreased, for each particle size there exists a critical fluid velocity belaw

which m = 2.13. This is an important result since it affords a non-materials-

related explanation for the fluid velocity exponents qreater than two abserved

in many ductile erosion experiments. To show this, substitute Eq. (2) into

Eg. (1) and, following Finnie [8], take n = 2. The result is

£ o uzf"' 2 < 2m < 4.26 (3)

where, according to the analysis, the particular value of 2m depends only on Up.

Laitone’s analysis is based on the assumption of negligible interactions
among particles in a streamlined flow. However, most particle-laden flows of
engineering interest are turbulent and it is known [20,36J that the erosion af
ductile materials decreases with increasing particle concentration due to
particle-particle interactions. The complex dependence an fluid mechanic con-
ditions of the net particle surface flux in systems with significant particle-
particle interactions is compounded into the experimentslly determined velocity
exponent 2m.

Besides Laitone [35,37,38], other authors have drawn specific attention to

the importance of "aerodynamic effects™ in erosion. For example, the work in
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[7,31] distinguishes between fluid flow conditions determining the number,
direction and speed of particles striking a surface and the mechanisms by which
surface material is actually removed. Finnie [7] recognized the importance of
fluid turbulence in erosion, but Dosanjh and Humphrey [39] appear to have been
the first to conduct an explicit anmalysis. In [7] it was suggested that local
turbulence along a roughened surface might increase erosion, although no argu-
ments were provided to support this conjecture. Interestingly, for the
impinging jet configuration investigated numerically in (39], increasing tur-
bulence was found to reduce erosion, due to the enhanced radial diffusion of

particles.

1.2 Scope of this Review

The above fluid mechanics interpretation for the range of values observed
in the exponent for velocity in the equation for erosion contrasts sharply
with earlier interpretations based exclusively on wear mechanisms for
explaining particle-surface interactions and material removal. For example,
Tilly and Sage [15] have suggested that velocity exponents greater than two are
a manifestation of secondary erosion due to particle fragmentation upon impact.
Finnie and McFadden [10] reexamined the cutting analysis of [8] and reconsidered
the assumptions concerning the location of forces during particle-surface
interactions. This resulted in a theory that yielded better agreement between

measurements and predictions of the velocity exponent. However, both interpre-

tations are based on considerations which exclude potentiallv influential fluid

mechanics effects.

The main purpose of this review is to identify and assess fluid mechanics
phenomena that can significantly influence the erosion of material surfaces by

impacting particles. Little will be said here concerning the actual mecha-
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nisms of erosion; excellent references addressing this topic have been given in
Section 1.2. Instead, attention is focused on flow-related factors which signi-
ficantly modify, or control, the wear process. These factors either change the
. dynamic conditions of particles approaching a surface (such as speed, impact
angle and surface flux) or change the conditions at the surface at the time of
impact (temperature, roughness, deposition, rebounding and fragmentation).

Although attention is restricted to solid particles, much of what is said
here concerning their motion applies to liquid particles also. This is true
prior to surface impaction, provided the liquid particles are small and interac-
tions among them are negligible. tLarge liquid particles are deformed in
shearing flows. Shearing can induce circulating motions inside the liquid par-
ticles and, if the motions are intense, can also alter their size distribution
and concentration. To explaln these effects surface tension forces must be con-
sidered. A review including such interesting but complicated phenomena is
beyond the scope of this work. Schmitt [32] has documented much of the infor-
mation available on erosion by liquid particle impact.

Currently, there is an inadequate experimental data base for furthering the
fundamental understanding of the influence of fluid mechanics, particularly tur-
bulence, on erosion. Notwithstanding, the practical use of fluid mechanics to
control particle erosion dates back to the forties when in 1946, Wahl and
Hartstein, see [6], described various German patents for the protection of bends
in pipes carrying abrasive materials. The erosion of turbomachinery components
also stimulated early interest in aerodynamically-induced particle erosion, both
in relation to commercial and military applications. The study of erosion in
highly concentrated particle-liquid flows, such as in coal slurry pipelines, has
revealed additional fundamental aspects of the problem which are very poorly
understood, due to the more complicated particle-particle and particle-fluid

interactions that arise in these non-Newtonian flows.
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The problem of erosion by particle impact is ubiquitous and has attracted

considerable attention. The abundant literature on the\subject, much of which

is devoid of adequate discussions of experimental and/or numerical uncertain-

ties, attests to its fundamental and practical importance. Even when
restricting attention to flow-related aspects of the problem in gas-solid
systems, one discovers a vast amount of information, not all of which can be
incorporated or even appropriately referenced in a review of reasonable length.
From the sources of information available an attempt has been made to isolate
for consideration a few of the major fundamental issues. Some readers may
disagree with the choice of topics or may find that important contributions
known to them are missing in this review. For these limitations I apologize in
advance hoping, nevertheless,‘that what is offered here will stimulate further

thought and technical advances in this most challenging subject area.

2. EXPERIMENTAL TECHNIQUES

The rate of erosion of a material surface 1s determined by measuring the
mass removed from the surface as a function of time. In the laboratory this can
often be done sufficiently accurately by weighing test specimens before and
after their exposure to impacting particles. In the field it is preferable to
employ in situ techniques that allow remote sensing of the rate of wear. An
example of the latter is the ultrasonic pulse-echo technigue for monitoring wall
thickness [40].

It is of special interest to separately monitor erosion and particle motion
under carefully controlled, usually accelerated erosion, laboratory conditions.
Both the time and spacial development characteristics of the wear process are
important. various erosion testers héve been devised to investigate these

characteristics among which the jet-blast rig, the whirling-arm rig and the
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centrifugal particle accelerator are used most often. The testers and their
relative advantages and limitations are described in, for example, [27,28,41].
While the main practical objective is to quantify and correlate cumulative
wear due to numerous particle impacts, it is necessary to inquire into the fun-
damental characteristics of single particle impact erosion. Of special interest
are the relation of single particle erosion to cumulative erosion and the
particle-fluid dynamic conditions affecting the trajectories and speed of the
particles causing erosion. We consider briefly several techniques that have

proved particularly useful for investigating these effects.

2.1 Characterization of Surface Damage and Erosion

The total amount of mass eroded from a test specimen over a period of time
may be determined by simple weighing or by stylus profilometry, if sufficient
mass is removed to allow precise measurement. By contrast, Andrews [42]
describes a gravity-insensitive technique, based on the detection of changes in
vibration frequencies, for measuring in situ changes of mass as small as
20 ug of specimens with total masses in the range of 0 - 5 g. Although more
laborious, profilometry provides the spatial distribution of wear. Optical
microscopy at low and high magnification and conventional metallagraphic tech-
nigues to examine sections through eroded specimens, used in conjunction with
photography, complement the profilometry technigue l4a1]. when very small
amounts of mass removal are involved, for example when accelerated erosion con-
ditions are undesirable, it may be possible to use optical interferometry to
quantify spacial variations in surface topography la3].

The above techniques are suitable for measuring the cumulative wear and/or
wear patterns induced by large numbers of particles eroding an extended portion

of a surface. Other techniques are better suited for investigating the result of
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single particle impacts. Among these, scanning electron microscopy (SEM),
microanalysis by X~-ray spectrometry (combined with SEM), transmission electron
microscopy (TEM) and selected-area electron channeling patterns (SACP) have
emerged as especially powerful methods [41,44-47]. SEM micrographs reveal
topographic details while TEM micrographs display subsurface lattice defect
structures such as dislocations, stacking faults and twins. The SACP technique

allows the determination of plastic strain in and around particle impact sites

Tas].

2.2 Measurement of Particle and Fluid Motion

The technigques avallable for quantifying the spatial and temporal charac-
teristics of the concentration, size-distribution and motion of a particle-laden
flow can be broadly divided into mechanical and optical. The latter are non-
intrusive while the former must be rugged and should influence the flow mini-
mally. Leaving aside the non-trivial problem of monitoring bulk two-phase flow
cﬁnditions that guarantee statistically reproducible conditions in an experimen-
tal apparatus, of special interest to erosion is an understanding of the charac-
teristics of the particle-laden flow in the vicinity of the surface undergoing
erosion, particularly of the complex particle impact/rebound process.

Mechanical and non-intrusive optical techniques have been used with varying
degrees of success to advance this understanding. The accuracy of mechanical
methods for determining particle velocity and impact/rebound angles generally
decreases with decreasing particle size and increasing particle concentration.
As an example, consider the rotating disk method of (48] to determine the speed
of particles in particle-laden erosive jet flows. Using a pair of parallel and
concentric disks a fixed distance apart, rotating at a known constant angular

velocity, these authors have obtained measurements of the time of flight of par-
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ticles passing through a radial notch in the first disk and impinging upon the
second. However, details are ngot provided concerning the particle charac-
teristics (size, concentration and density) in the flows tested. The authors
recognize, but do not quantify, the disturbing effect which the rotating solid
disks can induce in the jet flow pattern. Therefore, it must be surmised that
the technigue is restricted to the measurement of speeds of fairly inertial par-
ticles (A >> 1) or of particles projected in a vacuum.

Among the non-intrusive optical techniques, photography has been used
extensively to measure the speeds and angles of particles approaching surfaces
las]. Photographic methods include: multiple flash photography {50,511, high
speed cameras [52], and streaking cameras {s3]. while photography can provide
an impression of the phenomena occurring within a relatively large field of
view, it is expensive, labor intensive and restricted to the plane of illumina-
tion. In addition, limitations arise relating to the minimum particle size and
maximum concentrations that can be adequately resolved. For example, particles
smaller than 25 um and moving at high speeds are difficult to detect with
accuracy. Some of these limitations can be relieved by using laser light sheets
to illuminate the field of view as in, for example, the laser-speckle pho-
tography technique [54,55], or by employing the laser-Doppler velocimetry (LDV)
technigue.

In contrast to photography, which is a field-of-view technigue, LDV allows
pointwise determinations of particle velocity. The LDV technigue has been
described in considerable detail [56,57]. In this approach if some particles
are small enough that X << 1 they closely follow the instantaneous fluid
motion [58). Thus, by seeding a particle-laden flow with much smaller particles
having good light-scattering characteristics it is possible, in principle, to

measure both the fluid and particle phase velocities. For this, however, it is
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necessary to be able to distinguish between signals emitted by small and large
particles rgspectively, something that can‘be accomplished using Doppler signal
amplitude and/or frequency discriminating techniques [59-66}. Discussions con-
. cerning the accuracy of particle-flow velocity measurements, particle sizing and
concentration distributions using LDV and related techniques are given in
le7-72].

Specific applications of LDV to flows involving erosion by solid particles
are reported in [73]. These authors obtained statistical distributions of the
tangential and normal velocity components of 0.5 - 60 uym ash particles impacting
a metal surface (unspecified) at speeds ranging between 72 and 96 m/s. Although
their velocimeter system could not resolve the corresponding velocity components
of rebounding particles, absolute values ranged between 6 and 60 m/s.
Substantial differences have been observed between particle velocities deter-
mined using the LDV and rotating disk methods, respectively (49]. The uncer-
tainty of the particle phase mean velocity was estimated to be t 2.5% using LOV
and t 18% using thé rotating disk method.

The potential usefulness of LDV in erosion experiments, is limited by dif-
ficulties peculiar to the erosion enviromment. First, use of the LDV technique
is restricted to fairly dilute particle-laden gas flows. Second, even in dilute
systems measurements of particle velocities near a surface are subject to
serious uncertainties. These arise as a result of the finite size of the
measurement volume and the need to correlate the incident characteristics of a
given particle with the rebound characteristics of the same particle. When a
single particle crosses the measurement volume, it is necessary to resolve the
directional ambiguity of the motion (i.e., distinguish between the incident and
rebound components of velocity). In principle, this can be done using frequency

shifting techniques that bias the velocity measurements. However, when particles
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collide (or shatter) within the measurement volume it may not be possible to
distinguish between their respective velocity components (or those of the
fragments). Third, in most erosion experiments particle size is a controlled
variable. Consequently, in monodisperse particle flows with eroding particle
diameters larger than 10-20 ym it should still be possible to distinguish bet-
ween the motions of the fluid and particle phases on the basis of Doppler signal
amplitude and/or fregquency discriminating techniques. However, the distinction
becomes increasingly difficult to make as the size of the eroding particles
becomes smaller, approaching that of the particles following the motion of the
fluid phase, and this may be an important source of uncertainty in highly tur-

bulent flows.

3. FUNDAMENTAL CONSIDERATIONS

various basic issues are considered in this section of the review that help
explain some of the difficulties facing experimental and theoretical investiga-
tions of erosive particle-laden gases while identifying and bounding the rele-

vant prdblem parameters.

3,1 Fluid Motion

The bulk of particle-laden gas flows occur in the turbulent flow regime and
are characterized by irregularity, diffusivity, and three-dimensionality; all of
which are guaranteed above a critical value of a characteristic Reynolds number.
Although fluid turbulence is a continuum phenomenon appropriately described by
the conservation equations of fluid mechanics [74] direct numerical solutions of
these equations are, for the moment, impossible to obtain for the complex con-
figurations of engineering interest. This is due to non-linear terms which are
responsible for the very large range of scales of motion requiring extensive

computer storage and calculation times to achieve accurate numerical solutions.
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An alternative is to employ Reynolds decomposition of the field vériables in the
instantaneous equations, and to time (or ensemble) average these to obtain the
mean flow equations. However, this procedure generates the Reynolds stresses
which must be approximated since, after averaging, there are more unknowns than
there are equations to solve them. Several authors have reviewed various clo-
sure schemes that have proven especially useful to the engineering community
{7s-80]. of these, the k-¢ model [39,81-83] is of special interest since it
combines a degree of accuracy for turbulent fluid flow simulation commensurate
with the approximations necessary to render particle motion and erosion predic-

table.

3,2 Particle Motion

Flows wherein suspended particles interact are not limited to situations
involving the direct physical contact of the particles. Situations arise where
even though the particles do not collide (or do so infrequently) they are suf-
ficiently large in number or size that they affect one another through their
collective influence on the fluid. For example, a particle passing through the
wake of a larger particle, or through a cloud of particles, falls into this
category. The question of averaging arises in relation to continuum (or
®eulerian™) formulations of two-phase flow transport eguations. This leads quite
naturally to a comparative evaluation between continuum and discrete (or
*lagrangian®™) theoretical descriptions of particle-laden flows. In this section
we consider these issues but attention should be called to more comprehensive
sources of information on the general subject of two-phase flow {84-100] .
However, the reader should note that none of these references deals $pecifically

with the role of fluid mechanics in erosion by particle impact.
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3.2.1 Non-interacting Particles

Non-interacting particle motions arise when the dynamics of any one par-
ticle are uninfluenced by the presence of neighboring particles (either directly,
through collisions, or indirectly, through the perturbed fluid field). The con-
ditions for this correspond to fairly dilute systems characterized by volume
fractions a (volume of solids/total volume) less than 10> and mass loading
ratios y (mass of solids/total mass) less than 1 for particle-fluid systems with
pure phase density ratios pp/pf ~ 10°. Typically, then, interparticle distances
are of the order of 20 x d_ or greater logl, where d) is the effective
(spherical equivalent) diameter of a particle.

The general lagrangian equation of motion for a single particle in

arbitrary accelerated motion is given in [97] who discuss its derivation and

solution. For the condition that pp/pf >> 1 the equation is:

du_ 3peC
pi f =D _ > >
st = @ae, e Yt G- 1+ g (4)

where 1 = 1, 2, 3 are the three cartesian coordinate directions, and instan-

taneous velocity components for the particle, , and the fluid, ug;, are

Uni
N . . . bt et > .

implied. In this eguation, | us - up| =| uy| 1is the modulus of the instantan-
eous relative velocity of the particle and g; is the i-component of gravity. For

the particle drag coefficient, Cp, empirical relations covering a wide range of

particle Reynolds number are frequently used. Thus, for example, [s8] suggests

_ 24 1 2/3
CD‘FEE (1+g Rep ) DSReDSSOO (5)
where Rep = | Gr | dp /vis the particle translational Reynolds number based on

the modulus of the instantanecus relative velocity, the particle diameter and the

fluid kinematic viscosity,v .
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The drag coefficient given by Eq. (5) has been obtained experimentally,
using smooth spheres in streams of uniform flow with low turbulence intensity.
However, in many systems the relative flow past a particle is turbulent due to
pre-existing time and length scales of motion. Where these scales are commen-
surate with those of the particle, the effect of the turbulence is to modify the
instantaneous flow field around the particle and, hence, the net drag, which will
differ from that predicted by £q. (5). Experimental relations are available that
explicitly acccount for the effect of turbulence structure on the drag coef-
ficients for spheres. Turbulence-dependent coefficients for subcritical, criti-
cal and supercritical flow conditions as a function of the free stream relative

turbulence intensity are tabulated in [57]. 1In principle, these correlations

could be used in Eg. (4) to calculate Ep.

It is rarely the case however, that the instantaneous fluid velocity, Gf,
in Eg. (4) is known for turbulent flow configurations of practical interest.
More likely, the mean velocity, ﬁf, will have been determined experimentally, or
via numerical computation employing a turbulence model. Ensemble averaging the
terms in Eqg. (4), éubject to the assumption that the instantaneous velocities Ef
and 3p'can be Reynolds-decomposed into means (Uf, Gp) plus fluctuations [3; y G;)’
yields an equation for the mean particle velocity, Up, which depends on Uf and
on a separate, rather complicated term that accounts explicitly for the correla-
tions among the velocity fluctuations. The correlations account for the so-called
"turbulence drift velocity" [101] due to turbulent diffusion, which is frequently
calculated using a flux or gradient model approximation. An élternative to

modeling the drift velocity is to calculate U directly from Eq. (4) using

p
Ef = Uf + 3; for the instantanepus fluid velocity, where the fluctuation is

determined and added to the mean vélocity according to some rule. Then, the

mean particle velocity, U, if required, must be found by averaging over several

p!



realizations of the computed flow. DOirect determinations of Gp, subject to
rules for Gf that preserve the basic character of the turbulent motion, have
been performed [83,102-104].

The assumptions embodied in Eg. (4) are: a) quasi-steady motion of non-
interacting spherical particles; b) negligible virtual mass, pressure gradient,
Basset, Magnus and Saffman forces; c) the only body force is that due to gra-
vity. The accuracy of assumptions (a) and (b) are discussed by in (s8] who
concludes that, except for the neglect of the Basset history term, the assump-
tions are justified in particle-laden gas flows. For density ratios
py/0s > 10°, [98] shows that the Basset force becomes smaller than 10% of the

Stokes drag for times larger than 1/2 oo where t, 1s the characteristic par-

p
ticle relaxation or response time given by

¢ d?
r =2 P (6a)
p 18 u fp

in which u is the fluid viscosity and fD = RepCD/24. If rp is nondimensional-
. : « s . o>
ized by a characteristic flow time scale, such as tp = L/ | Up, | where L, and

| ﬂfcl are a characteristic length and a mean fluid velocity scale respectively,
the "momentum equilibration” number, A, is defined
A = Tpr /o te . (6b)

For fD = 1, corresponding to creeping flow, A\ becomes identical to the ™inertis’
or Stokes number, St = rp/rf. In this review the two names for A will be used
interchangeably, its precise value being determined by Eq. (6b).

While the neglect of Magnus and Saffman forces may be reasonable in the
bulk of a flow, at solid surfaces where particles can rebound with large angular

velocities and near which regions of strong fluid shear are induced, the magni-
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tudes of these terms may be significant relative to the drag term. Even in the
bulk of the flow, if the turbulence fluctuations are intense, Saffman forces can
alter particle trajectories and induce corresponding large scale flow inhomoge--
neities [93].

For a prescribed variation of the fluid velocity components, Upyy the
nunerical solution of £q. (4) is readily achieved using a Runge-Kutta integra-
tion technique. The trajectory of a particle can be found from it velocity

components according tos

F o5 Uy o

With a knowledge of particle speeds and trajectories it is possible to extra-
polate for the incidence speeds and angles at the impact locations [35,37-39,83].
From the incidence values erosion may be determined with an appropriate wear

model [39,83].

3.2.2 Interacting Particles

The dynamics of interacting particle flows have been the subject of in-
depth research (87-89]. calculations based on the theories of [105,106]
suggest that for mass loading ratios y <1 (a < 10™3) of particle-gas systems
with pp/pF = 103, particle-particle collisions are infrequent. However, for
these conditions the average interparticle distance is less than 20 x dp and in
turbulent flow this may not be sufficient to rule out indirect interactions
among particles, especially in regions where large slip velocities arise between
the two phases. For conditions where the motion of the particle phase affects
the motion of the fluid pﬁase (two-way coupling) the two motions must be calcu-

lated simultaneously [107,108].
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Indirect particle interactions have been considered by Hinze [93] who
distinguishes among: a) effects due to the increased effective shear rates in the
fluid; b) effects due to the wakes of the particles with large relative velo-
cities; c) effects on the turbulence intensity, the integral scale, the eddy
diffusivity and viscous dissipation of the fluid due to the fact that the fluid
occupies less space; d) clustering of particles, which on the scale of the
clusters may modify the fluid flow pattern. Associated with (a) and (b) are
modifications to the energy spectrum of-the fluid in the wave number ranges
corresponding to the average inter-particle distance and the particle diameter
respectively. This implies increasing fluid phase dissipation rates with
increasing particle concentrations, in agreement with experimental measurements
and theoretical analyses performed for dilute systems.

In principle, it should be possible to extend the form of Eg. (4) to
include acceleration terms arising from direct and indirect particle interac-
tions, respectively., For example, numerical simulations of the air flow of
10 um and 210 um alumina-silica particles through a venturi metervshcw that the
inclusion of direct particle-particle interactions significantly alters the pre-
dicted characteristics for y > é, as a result of the momentum exchanges between
the two phases [109]. The model used for direct interactions assumes elastic
collisions among particles and neglects multiple scattering [sa]l. The form of
the interaction term is complex and, while there is no direct evidence of its
validity, its inclusion in the numerical formulation improved the agreement bet-
ween measurements and calculations of pressure drop and pressure recovery
through a venturi meter for mass loading ratios y > 2.

In flows where strong particle interactions arise, it is inappropriate to
use standard (single sphere) drag coefficient relations and modified drag coef-

ficients are required [98]. Because of the complexities involved, one must rely
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on experimental measurements of the coefficients for specific configurations and
flow conditions of interest. Unfortunately, the associated experimental uncer-

tainties are rather large.

3.2.3 The Effects of Turbulence

There is considerable literature pertaining to the influence of turbulence
on particle motion, particularly in relation to particle dispersion in the bulk
of a fluid. By contrast, there is very little information regarding how the
presence of a surfaces a) alters the dispersion mehanism(s); b) changes the
particle flux to the surface; c) influences the evolution of the wear patterns
observed as a result of evolving surface topography. Among others, Owen [92]
and Hinze [93] have considered some fundamental aspects of turbulent fluid-
particle interactions. A brief summary of the most relevant findings in these
and some related investigations is offered here.

Hinze [93] nhas investigated the response time of a discrete spherical.
particle relative to the various characteristic times of the turbulent carrier
fluid. Among his major conclusions are that particles with dp/n < 1, where n is
the Kolmogoroff (dissipative) micro-scale of turbulence, will respond to the

motion of the smallest eddies. The approximate condition for this is given by:

4 1/2
10
R < G (8)

where B 1s a coefficient of order 1 related to the virtual mass contribution to
the particle momentum balance. For sand in air (pp/pf ~ 2000) this condition
gives dp/n = 0,1. In a typical turbulent flow at high Reynolds number

n =10 - 100 ym, implying that particles with dp <1 - 10 um will respond to

this scale of motion. By contrast, the condition for particles of the same den-
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sity ratio to adapt to the motions of the large energy-containing eddies, say of

size 2, is given by:

g ~ 1/2
p V/Uf\Z
T < (—7——-pp 57 BJ (9)

where the tilde in Up denotes the r.m.s. component (or some related charac-

teristic measure) of the turbulent fluid velocity. For the case of sand in

air flowing through a 20 inch (0.5 m) diameter pipe, noting that typically
\)/uf 2< 100, Eg. (9) yields dp < 1073 . Thus, heavy particles larger than 1 mm

will be relatively insensitive to all scales of turbulent motion in air.

From the above results it is clear that in many industrial particle-laden
flows there can exist a range of particle sizes and flow conditions capable of
satisfying Eq. (9) while not satisfying Eq. (8). These particles do not
experience the full spectrum of turbulence and one anticipates considerable dif-
ficulty in attempting to model the influence of turbulence on their motion
l93,110].

For particle suspensions with pp/pf >> 1 the Magnus force induced by
particle rotation is generally small. By contrast, particles with dp/n < 1
immersed in the thin shear layers that can develop between eddies may experience
large lateral forces that drive them through the shear layers during the life-
time of the eddies. This force is referred to as the Saffman force. It can
induce clustering of particles within eddies, where the shear rates are lower,
and proﬁote large scale concentratioh fluctuations that affect the turbulence
characteristics of the suspension. The Magnus and Saffman forces are discussed

in more detail in Section 3.3.3 for particles rebounding from surfaces.
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For long diffusion times, analyses of particle motion must allow for
the possibility that the particle will escape from the fluid surrounding it ori-
ginally. Most theoretical analyses yield \)p/\)f < 1 for the ratic of particle
phase to fluid phase eddy diffusion coefficients, but this is at variance with
experimental evidence [111,112] and numerical calculations [110,113,114}, which
show that for large dense particles it is possible to find \)p/'\)f > 1. Theory
predicts that \)p/'vf increases markedly when the particle size becomes of the

order o?, or larger than, the Taylor microscale, Ay [111). Because N << Ap <<,

T
this suggests a filtered response of the particles to the spectrum of fluid tur-
bulence. -

The effects of particles on the turbulence of a gas phase have also been
investigated by Owen [s2] in relation to the pneumatic transport of particles
through horizontal pipes. For dilute systems of small particles in Stokes flow
regime, he shows that the dissipation of turbulent kinetic energy by the fluid
phase in a pipe flow at fixed Reynolds number increases with increasing particle

concentration. ~ A related result is that the ratio of characteristic gas-phase

velocity fluctuations with and without small particles present should vary

according ta:

u “1/2
—f.p * (1+a op/of) (10)

Us
Assuming that the turbulent length scale 2 is not affected by the presence of
the particles, the ratic of eddy diffusion coefficients for fluid with and

without particles, vf,p/of , Should also vary according to Eq. (10). The

result is a reduced eddy diffusion coefficient of fluid with particles rela-

tive to fluld without particles.
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The extension of Egq. (13) to apply to larger particles prone to turbulence-

spectrum filtering effects yields:

u -1/2
—L8 = 1+ tao o) (T/T ) (11)

where 15 is given by Eq. (6) and T, (’Q,/:f) is the characteristic time of an
energy-containing eddy.

In considering how particles in pipe flow are projected towards a wall,
Owen proposes that the particles are convected from regions of inte&se tur-
bulence outside the viscous sublayer by occasional eddies that penetrate the
sublayer. From the particle dynamics point of view, Owen divides the wall flow
region into two layers.. Away from the wall particles are dispersed (in a direc-
tion normal to the wall) by the action of turbulent diffusion, leading to the
"diffusion regime" layer. Near the wall the particles are convected instead,

hence the terminology “convection regime™ layer. Within the diffusion layer
Tp/Te < 1, while within the convective layer Tp/%e 2 1. (Near the wall a more
appropriate estimate for t, is given by \)/uT2 where u. = (Tw/pf)l/z is the frie-
tion velocity at the pipe wall, T, being the wall shear stress.)

Rizk and Elgobashi [115] have analyzed the influence of a plane wall on the
motion of spherical particles suspended in a turbulent fluid. The study is an
extension of earlier work [116] wherein the lagrangian equation of particle
motion is treated as a linear, stochastic integro-differential equation to which
the Fourier transform is applied. The authors extended the formulation in [116]
to account for the additional wall-induced drag on a particle and the Saffman
1ift force due to shear. Expressions were obtained that relate the turbulence

intensity, energy spectrum and double velocity correlation coefficient of the
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-two phases. - Their results apply to particles smaller than the dissipative scale

of motion for which both Re_ << 1 and Res << 1. (Re

0 is the particle transla-

P

tional Reynolds number as defined above while Reg = dﬁ Qe /v is the particle shear
Reynolds number based on the modulus of the fluid vorticity vector, ﬁf. Their main
conclusions are that in the vicinity of a wall: 1) turbulent fluid fluctuations
are more strongly damped than turbulent particle fluctuations; ii) the r.m.s.
velocity of a particle near a wall is greater than that of a particle removed

from the wall, particularly in the direction normal to the wall to which the

shear 1ift force contributes strongly; iii) the relative influence of the lift
force on particle motion extends further from the wall than the additional

viscous drag; iv) a particle’s response to turbulent fluid fluctuations

decreases with increasing particle size and density. The authors provide closed
form expressions for the wall-distance dependence of the above cbservations.

The Fourier transform methodology developed in [116] allows them to find
expressions of the form,

)2

(Upi/ Te ) = I ® o Ff(w) d (12)

o

which relate the turbulence intensity of the particle motion to that of the
surrounding fluid through the latter’s energy spectrum and the ratio of two
polynomials, @, which depends on the flow fluctuation frequency, the particle
fluid density ratio and the distance from the wall.

Figure 4 from these authors’ work shows normalised particle and fluid r.m.s.
velocities parallel and normal to a wall as a function of the dimensionless wall
distance y* = yu./v. The calculations are for op/ps = 1500, roughly
corresponding to coal particles in air at 25°C. As for y, the particle sizes have
been normalised byv /u.. The dots in the figure correspond to measurements

[117] of pure fluid phase fluctuations with which the authors obtain agreement

—~
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Figure 4. Fluid (u, dots) and particle (v, lines) rms velocities parallel (x-component) and normal
(y-component) to a wall for a particle/fluid density ratio pp/ps = 1500 and different dimension-
less particle sizes, d*. Conditions correspond to a dilute suspension of spherical particles in a
fully developed turbulent channel flow with Re = 7,700. Based on calculations by Rizk and
Elgobashi [115] and measurements by Kreplin and Eckelmann [117].
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provided d; < 0.02.

Qualitative confirmations of many of the findings presented in this section
are to be found in numerous experiments performed in particle~ladeh jets and
pipe flows [66,82,104,118-121]. 1n [120], the fluid turbulence and its mean
velocity gradient were markedly reduced by particles near a wall in pipe flow.
Impacting particles accounted for a large fraction of the wall shear stress and
the attendant observed reduction in the friction factor. 1In [66,12l],
laser-Doppler measurements provide a clear impression of the response of the
mean and fluctuating flow components to particle size and concentration. The
authors of [s6) investigated the flow of particle-laden air through a vertical
pipe. Flows with particles ranging in size from 200 um to 3 mm were investi-
gated at pipe Reynolds numbers of approximately 2.2 x 104, 1n general, over a
pipe cross-section, large particles were found to increase the air turbulence
while small particles reduced it. Both of these effects were obsefved to vary
in direct proportion to particle concentration. Increases in turbulence were
most noticeable in the core of the flow, while the decreases were marked near
the pipe wall. Intermediate particle sizes (500 um) showed both effects
simultaneously.

In summary, in spite of considerable work of which a small sample has been
discussed here, a wide gap persists between the qualitative and gquantitative
understanding of the effects of turbulence on particle motion in two-phase flow.
Most of the trustworthy quantitative information available for particle-laden
gases pertains almost exclusively to dilute systems of small particles away from
walls. The important constraints imposed by the presence of solid surfaces in
the flow, and the implications for erosion, remain undocumented and very poorly

understood. Theoretical attempts to model turbulence effects on particle motion
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rely either on experimentally determined drag correlations that are prone to
serious uncertainties, or on ad hoc extensions of formulations premised on con-
siderations relating to single particles. Even for gas-solid systems, where the
condition pp/pf >> 1 simplifies the particle equation of motion considerably,
analytical solutions are few and one must rely instead on numerical methods to

calculate particle speeds and trajectories.

3,2.4 Lagrangian versus Eulerian Descriptions of Particle Motion

A lagrangian description of particle motion implies a particle phase which
is discrete in nature. fhe eulerian description treats the particle phase as
a continuum that admits appropriate definitions of averaged field quantities.
Both approaches have been used extensively in the literature.

The lagrangian approach predicts the speeds and trajectories of individual
particles as a result of a force balance taken on each particle; see Eg. (4).
By assuming different initial locations and sizes, and using statistical tech-
nigues, the motion of the particle phase and its interactions with the fluid can
be calculated. In the eulerian approach conservation equations embodying postu-
lated constitutive relations are solved to predict the field distributions of
momentum and volume fraction of each phase. The form of the eulerian particle
momentum equation is closely connected to its lagrangian equivalent since the
former can be derived from the latter by averaging over the particle phase. In
both the lagrangian and eulerian approaches, the particle-fluid momentum
equations are coupled through the drag source/sink terms and through the volume
fraction of the particle phase. If the volume fraction of particles is very
small, two-way coupling between the phases is reduced to the drag interactions
mutually induced. A one-way coupling condition exists when the influence of

particle drag on the momentum balance of the fluid phase is negligible.
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The relative advantages and disadvantages of lagrangian and eulerian
descriptions of particle motion have been discussed [122-125]. Because the
lagrangian approach yields a more detailed physical description of the particle
. phase, such as individual particle speeds, trajectories and residence times, it
is more germane to the problem of predicting erosion. The lagrangian approach
appears to be less prone to numerical diffusion errors, is more stable in flows
with large particle veloéity gradients and is readily applied to polydispersed
particle systems. On thé negative side are the facts that in concentrated
systems with significant particle-fluid and particle-particle interactions: a)
model formulations are inadequate due to a lack of fundamental understanding
concerning the interactions; b) limitations related to computer'storage, calcu-
lation times and convergence arise.

In principle, the eulerian discription is favored by high concentrations of
the particle phase. Through rigorous definitions of averaging procedures it
offers a formal methodology for developing numerical models dealing with direct
and indirect particle interactions and fluid turbulence [100,126-129]. 1In spite
of its formal framework, however, in practice the continuum modeling of interac-
tions leading to constitutive relations for particle-particle and particle-fluid
stresses is in its infancy. The reason for this is the same as for the
lagrangian approachs an insufficient understanding of the complex particle-
particle and particle-fluid interactions that arise in turbulent flow, and the
mathematical complexities of representating these phenomena, sven in an averaged
sense., However, one cannot deny the usefulness of formal eulerian formulations
and the potential of hybrid lagrangiah-eulerian formulations has yet to be
explored. 1In a hybrid approach to predict erosion, for example, the particle
phase could be described via a lagrangian formulation near surfaces and via an

eulerian formulation away from surfaces.
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For the eulerian description of particle-fluid motion the question arises:
under what conditions can the dispersed particle phase be viewed as a continuum?
The question is important since, in principle, the continuum framework greatly
facilitates the derivation of formal theoretical relations describing the
influence of particle-fluid and particle-particle interactions in the mixture
flow, and this can be of great computaticnal advantage. In formulating a set of
averaged field equations appropriate to fluid-particle flows, it may be pre-
ferable to postulate macroscopic equations without reference to the microscopic
details [130,131]. But, for guidance, one should consider the averaging methods
of Drew [100,126,127J and others and look to the discrepancies between measure-
ments and predictions of relevant flow variables to assist in the convergence of
this approach.

The continuum equations proposed by Hinze [93,130] have been the basis for
eulerian calculations of particle-laden turbulent flows. The egquations are
obtained by applying the Reynolds decomposition procedure followed by averaging
of the instantaneous transport equations. Extended forms of these equations and
the constitutive relations have been used for calculating erosive wear in curved
channels [82], to calculate particle dispersion in a mixing layer flow 1181,
and to predict solid-liquid suspensions in stirred vessels {132]. The main
issue is that, even if the particle phase is dilute (a << 1), there must be suf-
ficient particles in the smallest turbulent eddy to appropriately define sta-
tistical averages of particle-related variables such as density and velocity.
This point is addressed by Hinze [93] who suggests that s/n < 0.1, where s is
the average separation-distance between particles, for the concept of a con-
tinuum to apply. Notwithstanding, Hinze gives examples of continuum for-

mulations that proved applicable in situations that did not meet this criterion.
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3.2.5 Numerical Modeling and Applications

Among the major contributions to the subject of predicting particle motions
in systems of engineering interest is the classical analysis performed by Taylor
123] relating to raindrop impingement and icing on aircraft wings. In this
study a lagrangian formulation was pursued in which the force acting on a par-
ticle was attributed solely to mean flow drag. Both Stokes’ and Newton’s
resistance laws for specifiying the particle drag coefficient were considered,
but the analysis focused on solutions for the former condition only, for the
cases of inviscid stagnation point flows on a flat surface énd on a large
cylinder respectively. Taylor found that for values of the particle inertia
nunber A < 1/4, if at any time a particle is travelling with the fluid velocity,
at no subseqguent time will it strike the surface. For A > 1/4 a particle always
strikes the surface provided that at some time in its trajectory it moves with
the fluid velocity. m

From his analysis Taylor drew various important qualitative conclusions
pertaining to the density distribution of surface particle impacts. In later
studies of the same problem, using Taylor's analytical approach, Laitone [35,37)
quantified the surface particle flux distribution as well as the particle impact
angles and speeds, as a function of initial location, initial velocity and iner-
tia number. Erosion was calculated using these results in conjunction with an
empirically adjusted cutting wear model {8]. The relative rate of erosion pre-
dicted in {37] is shown in Fig. 5 as a function of particle inertia number, A.
The rate of erosion is seen to increase by more than one order of magnitude when
A is increased from 0.4 to 2. The minimum shown in the erosion curve, between
A = 0.25 and 0.4, is due to the reduced particle impact velocity in this range
of A. From the analytical model, Laitone established a range for the variation

of the exponent in the velocity dependence of erosiony see Eg. (3). As
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Figure 5. Effect of particle momentum equilibration number, A, on the relative erosion of a wall
in a region of 2-D stagnation point flow. In the figure, E' = E x total mass of particles impacting
the surface. E’ o Vg for n = 2 in Eq. (1). The steep rise in erosion is due to the strong depen-
dence of V; on A. Based on calculations by Laitone [37].
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discussed in the Introduction, the range predicted for the exponent is in
agreement with experimental findings and, more importantly, the analysis affords
a purely fluid mechanical interpretation of the exponent variation in velocity,
as opposed to a materials-related interpretation.

The studies by Taylor and Laitone, respectively, assumed inviscid flows in
~so far as a prescription of the fluid velocity was concerned. (Viscosity
entered the formulations only to determine the drag force acting on a particle
via a resistance law.) Such an approach yields no information on possible boun-
dary layer effects on particle motion and erosion. Near a solid surface the no-
slip condition imposes a surface-normal gradient in the fluid velocity component
tangential to the surface. This, in turn, can affect the drag exchanges between
fluid and particles traversing the boundary layer. The problem has been
investigated analytically for turbulent flow, by prescribing a 1/7 power law
distribution for the mean tangential velocity component of the fluid phase
[134). T7his velocity distribution was used as the driving force in the tangen-
tial component of the lagrangian particle equation of motion to calculate the
effects of a boundary layer on the impact speeds and incidence angles of par-
ticles entering the boundary layer with specified initial velocity components.

The above studies illustrate the value of analytical approaches for
investigating particle motion and erosion in relatively simple flow con-
figurations with one-way (fluid to particle) coupling. Other examples are
given in [s0,135,136]. However, most flows of engineering interest are three-
dimensional, turbulent and often constrained by highly complex boundary can-
ditions. For such systems theoretical analysis must be performed numerically,
using high-speed large-storage computers.

Numerical calculation approaches for particle-laden flows can be divided

into two groups, according to whether the particle phase is considered discrete
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or continuous in nature. Further subclassification follows according to whether
the particle phase is dilute or concentrated and one-way or two-way coupling
considerations apply, and whether the flow is laminar or turbulent. For tur-
bulent flows a final classification rests upon the type of closure scheme
(turbulence model) used. Examples of numerical procedures developed and applied
to predict erosive turbulent flows include lagrangian (discrete particle phase)
formulations [38,39,83,137] and eulerian (continuum particle flow) formulations
l82]. The present author and his colleagues in Berkeley have used a deter-
ministic two-equation k-e model of turbulence to simulate the turbulence of the
fluid phase. Even though limited by the assumption of an isotropic turbulent
viscosity, this model illustrates the importance of turbulence in particle
dispersion and erosion. In principle, more accurate simulations of the ani-
sotropic erosive flows typical of the industry should be possible with more
advanced closure schemes [79,80,138,139] but these approaches can be com-
putationally intensive, especially in three-dimensional configurations. Most
studies simply take the mean motion of the fluid field to act as the driving
force in the particle equation of motion. However, studies where velocity fluc-
tuations are directly superimposed on the mean flow [83,103,107,113,114] show
that the resulting "turbulence drift velocity® of the particle phase can be
significant.

In the remainder of this section we briefly review a few examples of
lagrangian model formulations used to predict particle motion and erosion in
some complex flows of engineering interest.

Turbomachinery Flgows. Two-phase flows through turbomachinery equipment and

related system components are of considerable importance to the power and
transportation industries. Gas turbines in ground vehicles, aircraft and naval

installations are frequently operated in highly erosive particle-laden environ-
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ments containing sand, dust or salt [21]. Many of the advanced power plants
being considered for utilization of coal-derived fuels will have to contend with
the presence of particles in the expansion gases flowing through the combustion
turbines and it becomes imperative to determine the level of gas cleanup which
will allow an acceptable, safe and reliable turbine performance [140]. Erosion
in steam turbines can arise from the presence of water draoplets or of scale
displaced from the imner surfaces of steam genmerator tubes. Units which fre-
quently undergo start-up and éhut-down favor scale displécement and it is.esti-
mated that blade replacements are necessary after ébout 40,000 hours to avoid
secondary damage to the turbine [141]. Numerous studies and references on
problems due to liquid-impact turbine erosion are available in the various pro-
ceedings of the International Conferences on Erosion by Ligquid and Solid Impact
held periodically in Cambridge, England [142,143]. Although erosion by liquid-
droplet impact is not discussed here, much of what is said about the calculation
of solid particle trajectories in turbomachinery flows applies.

Early theoretical studies on the degradation of turbine performance due to
particles lagging behind the gas phase both in velocity and temperature
suggested the importance of erosion since this can change blade shape, which
degrades turbine performance, and ultimately leads to blade failure [l44-146].
As a result, numerical methods were developed for calculating solid particle
trajectories in axial flow compressors and turbine stages that model the par-
ticle impacts with the blades and their subsequent rebounds [147-149]. The
blade airfoil shape and the blade-to-blade flow field at the mean radius were
included in the three-dimensional particle trajectory calculations [147,148].
The only force considered in the particle equation of motion was that due to
fluid drag. Fits to experimental data were used to predict the magnitude and

direction of particles rebounding from the blade surfaces.
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The heterogeneous nature of particle flows through turbomachinery was sub-
sequently modeled using a Monte Carlo method to simulate particle ingestion and
subsequent erosion (149]. Specific conditions for individual particles were
chosen at random from prescribed statistical distributions of particle size,
particle location, rotor location and the restitution ratio. The motion of the
particle was calculated using deterministic equations. By considering a large
nunber of particles the statistical solution to the heterogeneous particle flow
and erosion problem was obtained.

Applications of the above numerical procedures have been restricted to
inviscid flows in two-dimensional blade-to-blade channels, assuming zero radial
gradients in either the flow configuration or its properties. Therefore, the
calculation procedures are not suited for particle trajectory calculations of
inlet flow fields which are characterized by significant hub and tip contouring
and they cannot represent the variation of the flow field and vane shape in the
radial direction. These limitations were removed in [150] by using the three-
dimensional, inviscid, numerical calculation procedure of [151]. In this proce-
dure the flow field solution is obtained on a mid channel hub-tip stream surface
using a finite difference stream function formulation for subsonic flow and a
blade-to-blade velocity gradient method for transonic flow. Improved applica-
tions of this approach for predicting erosion patterns produced by particles
rebounding from twisted blades have been reported (152,153].

Other calculations of particle trajectories and erosion based on
inviscid, three-dimensional solutions of the fluid flow field have been per-
formed along the lines of the studies discussed previously [137,154-156].
Figure 6 illustrates the kind of particle trajectory predictions from which
[137] were able to make specific recommendations for the cleaning up of a tur-

bine expansion gas. This work is a detailed parametric investigation of the
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flow and erosion by coal-gas ash particles in the first stage of a large
electric utility gas turbine, based on projected particle distributions in the
gas leaving the cleaning system of a pressurized fluidized-bed gasifier system.
Some of the problems related to scaling experiments in cascades and small tur-
bines in order to simulate particle flows and erosion through large utility tur-
bines in advanced coal-fired power plants are discussed in [154]. The
experiments are essential for determining gas cleanup requirements for success-
ful turbine operation. To this end, the relative effects of physical scale,
rotation speed and pressure differences on erosion were evaluated numerically
using the erosion damage model of [137]. Using a simplified version of the same
procedure, a numerical exploration of the erosion potential throughout the
expansion section of a multistage turbomachine has been performed in [155]. 1In
[156] the authors show the importance of accurately resclving the flow field
near the blade leading edgevin order not to invalidate subsequent particle tra-
jectory calculations in gas turbine blade passages.

These and similar inviscid flow numerical investigations complement what
have always been very difficult experiments to perform. In general, broad
qualitative agreement has been found between predicted patterns and rates of
erosion of exposed turbomachinery surfaces and the limited experimental data
available. This has further encouraged the advancement of numerical work for
predictive purposes, and is resulting in a wealth of information for which,
often, there is no experimental counterpart. For example, the trajectories of
the large particles shown in Fig. 6 are dominated by impact-rebound phenomena,
the large relaxation times being responsible for the reduced influence of the
flow field on their trajectory. Small particles with A < 1 rapidly acquire the
local gas velocity after each impact, with the possibility of subsequent impacts

increasing erosion damage. Near swirling vanes, large particles impacting a hub
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can reenter the engine'core flow field after impacting the tip. This results in
reduced separator effectiveness and increased erosion of later stages. The
maximun erosion for large particles occurs at the blade hub near the trailing
edge. As particle size decreases, the location of maximum érosion on the blade
moves both radially and axially away from the hub trailing edge corner.

Cascade and small turbine experiments do not yield erosion rates and ero-
sion tolerances typical of large utility turbines, and measurements of erosion
rates in simulation tests can differ from utility erosion rates by up to an
order of magnitude. The effects of physical scale, rotation speed and pressure
differences must be considered carefully when attempting to apply experimental
and numerical results obtained in simulation devices to large utility turbines.
velocity triangle variations and progressive gas expansion are major factors
contributing to the differences in erosion between stages in multistage tur-
bomachines. Gas expansion results in reduced particle concentration and hence
reduced flux to blade surfaces. This tends to decrease erosion in progressing
through the turbine stages. However, the effect is somewhat offset by reduced
drag forces acting on the particles which, in deviating from the fluid streamli-
nes, can strike the blade surfaces with more adverse impact angles.

Boundary Lavers and Secondary Flows. While inviscid flow schemes have been

in widespread use in turbomachinery applications, more generally applicable
viscous flow procedures are gaining popularity in these and other complex con-
figurations f79,157-162]. Boundary layers and secondary cross stream flows are
characterized by strong viscous effects that can alter the relative velocities,
and hence the potential for erosion, of particles moving near or towards sur-
faces. For example, a high-speed particle penetrating a lower-speed boundary
layer will be decelerated and, depending on the new incidence angle, the poten-

tial for erosion may be reduced.
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A major factor determinihg the magnitude and extent of boundary layer-
reduced erosion is the particle inertia number A. If in the definition of X
(see Section 3.2.1) we substitute for the characteristic length the baundary
layer thickness, §, and for the mean velocity of the fluid phase the com-
panent of particle velocity normal to the surface, Vo evaluated at y = §, we

can define

- __?i__ (13)
VN dppP/IBu

In Eq. (13), the quantity s is referred to as the particle "stopping distance.®”

nio,

It is a conservative estimate of the maximum distance a particle is expected to
travel at constant mean speed VN in the direction normal to the surface,
starting at the edge of the boundary layer along that surface, before it adjusts
to the local mean velocity which, within the boundary layer, is primarily
aligned parallel to the surface [134]. Only for values of 8 < 1 will particles
penetrate a boundary layer sufficiently deeply to impact and possibly erode a
surface.

The effects of a boundary layer on particle deposition and erosion for con-
ditions typical of turbine flows have been modeled numerically by matching an
inviscid outer-flow solution to a two-dimensional compressible boundary layer
flow calculation [163,164]. The lack of experimental information forced these
authors to assume a unit particle deposition ("sticking™) probability. Erosion
rates were predicted using the model of (137]. Based on these numerical results
it is possible to distinguish among three main regimes for particle transport
within a boundary layer:s 1) A Brownian or molecular diffusion regime
(dp < 0.1 pm), characterized by very small particles transported mainly by mole-

cular diffusiony 2) A turbulent diffusion regime (0.1 um < d. < 1 pwm), charac-

P
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terized by the transport of particles which diffuse under the influence of
turbulent fluctuations; 3) An inertial regime (1 um < dp), characterized by par-
ticles moving under the influence of their own inertia.

The numerical studies of [163,164] were conducted for specific turbine sta-
ges and the results do not lend themselves readily to general interpretations.
However, calculations in the inertial regime are in good agreement with the mare
general analysis in (134]. while the numerical results strongly suggest that
boundary-layer induced particle deposition can seriously degrade the performance
of a turbine stage, the calculations are subject to serious uncertainties due to
the lack of accurate information concerning particle deposition probability.

In relation to erosion, viscous flow analysis [134] shows that: 1) The
presence of a boundary layer always decreases particle impact speed and
increases particle impact angle (relative to the normal to the surface); 2)
These two effects are only significant for boundary layers containing particles
with 8 > 0.4 but can substantially reduce erosiony 3) Due to the characteristic
grosion incidence angle dependence of ductile-type materials, the erosion of
ductile surfaces 1lmpacted by particles with B8 < 0.4 can also be markedly reducéd
over a narrow range of particle boundary layer entry angles; 4) In an applica-
tion of the theory to rotor trailing edge erosion, for flow conditions typical
of large turbines, significant boundary layer-reduced eraosion occurred only for
particles less than about 4 um in diameter.

Secondary motions arising from lateral curvature of the main flow can
significantly affect the velocity and erosion potential of small particles.

This has been clearly demonstrated in varigus curved flow configurations by
Mason and Smith [165] who performed experiments in curved duct sections made
from transparent plexiglass in order to visualize the time dependent effects of

primary and secondary motions on erosion. Turbulent air flows of dilute
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(a = 10"3) suspensions of alumina particles ranging from 50 to'6D um in diameter
were passed through two 90°C bends of sguare cross-section of bend curvature to
radius ratios 2 Re/D = 20 and 12 respectively. The duct flow Reynolds number
was varied between ReD = 88,000 and 152,000, approximately, and the mass loading
ranged from y = 0.5 to 3.8 kg alumina/kg air. Erosion was first observed at a
bend angle of 21° on the concave surface where a wear "pocket" was gradually
formed. After the pocket attained a critical depth, erosion became noticeable
on the convex surface of the bend, approximately between 30° and 600, the extent
and amount of wear depending on the flow speed and particle concentration. The
change in surface shape at the convex wall produced further changes in the
secondary flow patterns through the bend, leading to the formation of secondary
and tertiary wear locations on the concave wall, at 70° and 87° bend angles
approximately.

These experiments show very clearly that secondary motions can signifi-
cantly influence erosion and that the secondary motions themselves are subject
to change as surface topography is reshaped by the erosion process.
Notwithstanding, numerical simulations of these flows, based on a continuum for-
mulation for the particle phase and neglecting the secondary motion (i.e.,
assuming a curved channel), have yielded erosion results along the concave wall
in broad qualitative agreement with the measurements (82]. This comparison is
shown in Fig. 7 where it is seen that the discrepancies increase with increasing
Reynolds number, due to the more pronounced effect of the secondary flow on par-
ticle motion. Other numerical evaluations of the effect of secondary motion on
erosion in curved passages are given in (166-165].

Impinging Jets and Cylinders in Cross-Flow. Particle-laden jets impinging

on surfaces are used extensively in erosion experiments to investigate material

resistance to wear, usually under accelerated erosion conditions [6,170-172].
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Figure 7. Two-dimensional prediction of the rate of erosion at the concave wall of a three-
dimensional curved duct flow. In the figure, 8 is the bend angle along the channel. Strong curva-
ture (a) and mild curvature (b) cases shown. Based on measurements (dots) by Mason and Smith
[165] and calculations (lines) by Pourahmadi and Humphrey (82].
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High-pressure water jets containing abrasive particles are used to cut advanced
materials in a wide variety of industries [173]. cases of cylinders in cross-
flows with eroding particles arise in heat exchange equipment including the con-
vective zone (freeboard) of a fluidized bed combustor, and in the primary
superheaters, reheaters and economizers of coal-fired boilers (174].

Taylor 133} performed the first detailed analysis of particle-laden
impinging jet flows. Subsequently, Laitone [35,37,38] investigated this con-
figuration as well as the case of particle-laden flows past cylinders. These
seminal studies have already been discussed in Section 3.2.5. The main peoint to
emphasize here is the complete absence of turbulent flow considerations in these
and similar erosion analyses. The present author and his coworkers in Berkeley
have tried to redress this deficiency. Two of their contributions are briefly
reviewed.

The influence of turbulence on erosion by spherical sand-like particles
suspended in an air jet impinging normal to a flat solid surface was first
investigated by Dosanjh and Humphrey [39]. The mean motion of the fluid was
calculated using a two-equation (k-e) turbulence model and this was used as the
driving force in the deterministic lagrangian equation of motion applied to each
particle. Thus, the effect of the turbulence on the particles was evaluated
indirectly, through its effect on the mean motion of the fluid. Impacting par-
ticle speeds, incidence angles and particle surface densities were predicted
from the particle equation of motion. Erosion was subsequently calculated fram
this data, using a cutting wear model for ductile metals [6]. This work repre-
sents a numerical attempt to establish the qualitative dependence of surface
erosion on fluid jet turbulence intensity since this kind of experimental data

is unavailable. The particular metal surface-particle pair chosen for investi-

gation in [39] is immaterial since the erosion predictions can be presented in
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non-dimensional form. Figure 8, from [39] shows the influence on erosion due to
altering the level of turbulence imposed in the air jet. Erosion is seen to
decrease with increasing turbulence intensity. Although perhaps counterin-
tuitive, this finding is partly explained by the fact that both particle impact
speed and particle flux to the surface decrease with increasing turbulence.

Both of these effects are related to the increased radial dispersion of par-
ticles, and lead to diminished erosion as predicted by the cutting wear model.

The results in Fig. 8 also show that the position of maximum erosion is
significantly displaced towards the jet symmetry axis with increasing turbulence
intensity. This is due to the fact that, according to the cutting wear model,
maximum wear occurs for particle incidence angles of about 25 degrses with
respect to the surface, and the effect of increasing the turbulence intensity is
to alter (in the way shown by the figure) the position on the surface where this
angle is attained.

Although limited by the simplifications made in the analysis, the findings
in [39) serve to show that fluid turbulence can significantly alter erosion by
particle impact and that computational fluid dynamic procedures can be usefully
applied to flow configurations of engineering interest. The mathematical detail
with which the fluid and particle equations of motion must be formulated in such
a procedure to accurately represent the flows, and the extent to which the two
phases must be coupled in a formulation, are very problem specific. For many
practical configurations involving erosion by dilute particle-laden gases, one-
way coupling, within the context of a phenomenological closure scheme such as
the k-ec model referred to above, may suffice to correctly establish significant
effects. This is further illustrated by reference to the erosion of cylinders

in cross-flow, discussed next.
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Figure 8. Erosion by a dilute. particle-laden gas jet impacting a flat surface perpendicularly. In
the figure, r is the radial coordinate along the surface from the stagnation point, d is the jet noz-
zle diameter, k is the turbulent kinetic energy of the gas flow and U is the mean jet velocity. The
values of k and U are specified at the jet origin. Based on calculations by Dosanjh and Hum-
phrey [39].
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The ideas embodied in 539] were subsequently extended by Schuh et al [83]
for the case of an intially turbulent particle-laden air stream flowing past one
or two in-line tubes, or past a tube in'an in-line tube bank. A non-orthogonal
body~fitted calculation approach was used to represent the tube configuratians
investigated. As in the jet case, one-way coupling was assumed and the fluid
turbulence was described by means of the two-equation k-e model, with a
logarithmic relation to describe the velocity on either side of the boundary
layer separation point on a tube. The effect of the turbulence on particle
motion was modeled two different ways-’ either deterministically, as in (39] or
stochastically, as in [103], by superposing a random distribution of turbulent
fluctuations upon the calculated mean fluid flow and using this as the forcing
function in the particle equation of motion. In the latter case, tracking a
statistically significant number of particles released at different locations in
the calculation domain allowed average particle quantities and erosion to be
obtained. Figures 9-a and b show calculated deterministic and stochastic par-
ticle trajectories for the case of two in-line tubes using identical problem
conditions (82]. 1t is especially noteworthy that, unlike the stochastic calcu-
lations, the deterministic results for the particles with low imertia number

( A <0.1 ) do not show these particles impacting the second downstream
cylinder. However, the associated erosion was negligible.

Among other things, the results in {83] illustrate the importance of
accounting more realistically for the influence of fluid turbulence on particle
motion in erosive flows. kWith the availability of greater computing power, more
accurate finite différencing schemes and more sophisticated numerical
algorithms, one increasingly expects to see phenomenological modeling approaches
being complemented by direct numerical simulation techniques capable of more
accurate (model free) representations of particle-laden turbulent flows

l175,176].
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Figure 9. Deterministic (a) and stochastic (b) predictions of particle rajectories for the flow past
two in-line tubes. Three momentum equilibration numbers considered for a flow with Reynolds
number (based on tube diameter) Rep = 2.94 10¢. Based on calculations by Schuh et al. {83].
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3.3 Particle-Surface Interactions and Related Phenomena

3.3.1. Determination of Restitution Coefficients

The experimental meaéurement of particle restitution coefficients is dif-
ficult [73,148,149,177—179], but the information is necessary for solving the
equations governing the trajectories of particles rebounding from surfaces and
subsequently impacting the surface again. The data is generally provided in the

farm of least square fits to polynomial functions of the form:

2
V/V = a + b B + c B + “es
271 1 1 (14)

8,/8, = a'+ b’ g + ¢’ g% + ...

Where V, and B, are the particle incidence speed and angle, and V, and B, the
corresponding rebound values, with B; and 8, measured relative to the tangent to
the surface, at the impact location, in the Vl.v2 plane. The numerical values
of the coefficients a, b, c, etc. in Eq. (14) depend on the material properties
of the specific particle-surface pair. Similar data for the rotation velocities
of particles rebounding from surfaces appear to be unavailable.

Armstrong et al [179] designed an apparatus in which the fluid medium was
essentially stagnant around the target surface material at which high speed
particles were aimed. This allowed them to separate particle impingement pheno-
mena from fluld flow effects and permitted an investigation of the influence of
the Magnus force on particle trajectories. While more realistic conditions
involve large spatial and temporal variations of the fluid flow conditions in
the vicinity of the target [73,148,149], such conditions are considerably more
difficult to control and measure since they require the use of non-intrusive

techniques, especially close to the impacted surface.
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The restitution characteristics of particles rebounding from surfaces

require a statistical description. For fixed incidence values Bl and V,, the

1?
rebound values 82 and V, have statistical distributions resulting from:
variations in particle shape, size and rotational velocity at the time of
impacty variations in the topography of the test surface; uncontrollable
phenomena such as particle and/or surface fragmentation, particle-particle
collisions, changes in material properties due to sudden highly localized tem-
perature increases; and variations in near-surface fluid flow conditions which
will significantly affect particle trajectories if X < 1. Added to this are the
measurement uncertainties associated with the experimental technigues, which
must remain small if meaningful results are to be obtained.

Figure (10) is a histogram showing a typical statistical distribution of
the velocity restitution ratio for the case of relatively hard particles
striking a ductile surface. Measurements like these show that the shapes of the
distributions for V,/v, and B,/B1, as well as the mean values of these ratios,
vary strongly with B;. Notwithstanding, all attempts to date to use restitution
coefficient information at boundaries for predicting particle trajectories and
erosion have been limited to the use of the mean values of the distributions,
the information contained in the shape of the distribution being ignored.

This practice raises serious questions concerning the correspondence with
reality of predictions of particle trajectories and surface wear locaticns when
the particles are subjected to seguential impacts, such as in turbomachinery.

It should be noted that the distributions of V,/v, and 32/81, as well as
their variations with the incidence angle, Bl’ are highly dependent on the
physical properties of the impacting particle/impacted material surface pair.
For example, all the polymeric materials tested by in [177], using 6 mm diameter

steel spheres in free fall, gave rebound angles larger than incidence angles for
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Figure 10. Histogram for the velocity restitution ratio Vo/V; corresponding to 200 um quartz
particles impacting 410 stainless steel at V, = 76.2 m/s with angle B; = 15 degrees. Histogram
based on 101 observations. Based on measurements by Tabakoff and Sugiyama [73].
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all values of the incidence angle tested. By contrast, most of the metals géve
rebound angles smaller than the incidence angles. The data obtained in [73],
for much smaller particles in much faster flows, show that for small incidence
angles, By, the ratio 82/8l > 1, and that as B, increases 82/8l becomes substan-
tially less than unity. The highly specific dependence of the restitution coef-
ficients on the materials involved, and the unknown influence of transverse
Magnus and Saffman forces, make it very difficult to derive general theoretical
relations or postulate generally applicable empirical correlations for these

from the experimental measurements.

3.3.2 Particle Fragmentation and Multiple Impacts

Particle fragmentation and secondary erosion have been discussed in
[17,18,46,180,181]. Experiments show that under certain conditions particles
shatter into smaller fragments upon impacting a surface. The fragments move
radially outwards, their circumferential distribution depending dn the impact
angle, causing what has been called by Tilly and Sage [19] *secondary erosion."
These authors concluded from their observations that the fragmentation process,
especially the resulting fragment sizes and speeds, depends on the physical pro-
perties of the pair of particle and surface materials involved, and on the ini-
tial particle size and speed. It appears that for each pair of materials there
is a threshold size below which fragmentation does not occur. For saome
materials a saturation level is also observed, beyond which fragmentation beco-
mes independent of particle size.

The effect of particle fragmentation on erosion has been analyzed in [20]
where the authors point out that the velocity exponent, n, in the expression for
erosion given by Eg. (1) can either increase or decrease as of a critical impact

velocity, depends on the pair of materials involved. Cases where n increases
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involve the erosion of soft and ductile materials by abrasives which are damaged
only slightly upon impact. Cases where n decreases, at a definite critical
velocity, are generally observed when hard and brittle abrasives strike even
harder surfaces. The critical velocity threshold marks the beginning of par-
ticle disintegration. While the resulting fragments acquire high speeds and are
capable of significanf secondary erosion, their formation is at the expense of
the parent particle kinetic energy. It is estimated in [20] that a 1% loss of
initial particle mass, in the form of radially ejected fragments, can reduce the
normal component of kinetic energy of the impacting parent particle by 16%. 1If
secondary erosion is less than the erosion which would be caused by the
unfragmented particle, the velocity exponent n should decrease.

In principle, particle fragmentation should help to reduce the total amount
of erosion, but the overall picture is complicated by the poorly understood
influence of turbulent fluctuations and particle-particle interactions on par-
ticle motion. As a result, the smaller fragments may well be the cause for
additional; often critical, erosion at previously unworn locations through
repeated or multiple impacts.

Although he did not address particle fragmentation, in a study on the
effects of multiple impacts Laitone [38] has predicted the trajectories of non-
spinning particles rebounding from cylindrically shaped material surfaces for
flow conditions typical of jet turbines. He restricted attention to dilute
systems composed of sand-like particles in air, for which the dominant force
acting on the particles was due to the fluid-induced viscous drag. The vortex
scheme of [182] was adapted to predict the high speed unsteady recirculating
viscous flow past a cylinder. The scheme is entirely lagrangian and simulta-
neously tracks both fluid vorticity (as discrete vortex "blobs™) and particles

(as coagulated packets). Experimentally determined average restitution parame-
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ters were used to specify normal and tangential particle component velocities
after impaction with the cylinder. Typical results for repeated particle
impacts are shown in Fig. 11. These calculations reveal that particles with

A =1 1in a flow with Re = 105 can experience substantial acceleration between
the first rebound and the second impact with a cylinder. The observation is
significant to erosion since it means that a large fraction of the ariginal
kinetic energy may be restored to a particle accelerating around 3 blunt object
between a primary and a secondary impact. Although subject to large uncertaiﬁ-
ties, and highly specific to the case of 200 um quartz particles impacting on
2024 aluminum alloy, the rebound correlations allowed Laitone to conduct a
qualitative assessment of the frequency of multiple particle impacts and the
attendant “secondary” erosion.

Laitone’s calculations also show that near the stagnation point on the
cylinder potential flow theory and viscous calculation methods yield esentially
identical particle trajectories. Overall, however, the inviscid approach tends
to overpredict wear due to the absence of a boundary layer which slows down and
helps to deflect particles around blunt objects. The effect of viscosity beco-
mes pronounced beyond a cylinder angle (measured from the stagnation point) of
10 degrees and the trajectories of particles with inertia numbers A < 1 were
strongly affected by eddy shedding from the cylinder, resulting in particle
entrainment and crossing trajectories in the wake flow region. Experimental

evidence supporting these findings is given in (183].

3.3.3 Magnus and Saffman Forces.

In addition to the viscous drag fzrce, fD’ experienced by a particle that
is in relative motion with respect to the fluid around it, two forces can arise

that act orthogonally to the particle’s direction of motion and can signifi-
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Figure 11. Variation of particle velocity with impact location 8 for a triple impact and rebound
with a cylinder surface. The difference in impact and rebound speeds is proportional to the
momentum lost by the particle in performing erosive work on the surface. Secondary erosion
due to subsequent impacts is nearly 50% of primary erosion due to first impact. Based on calcu-
lations by Laitone [38].
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cantly affect its erosion potential. One, due to particle rotation, is referred
to as the Magnus force [184]. The other, due to fluid shear is the Saffman
force [185]. Both are due to inertia effects in the flow field around the par-
ticle and have been studied extensively for the case of spheres, to which we
1imit the discussion here.

A theoretical derivation of the Magnus force for the case of Rep << 1 was

performed by Rubinow and Keller l184] who found

Foo= npf L 8 xU . (15)

This expression states that a spherical particle with angular velocity

ﬁp moving at mean velocity U. in a viscous fluid at rest experiences a force EM’

p
transverse to the particle’s direction of motion and with the sense indicated by
the vector product. This result is independent of the fluid viscosity.

If the motion of the particle takes place relative to an unbounded fluid in

uniform viscous shear, Saffman [185] shows that a transverse force will act on

the particle given by

2
d
> p v -+ -+ -+
Fo = kg pfgg-) - L e x (O - uf)] (16)
| Q¢ |

where ks = 6.46 is a constant and ﬁf is the fluid vorticity. To order

O(v'l/z) this result is independent of the particle rotation, and is strictly
valid only when the particle’s translational, shear and rotational Reynolds num-
bers are: Rep << 1, Reg << 1, Rep << 1 with Rep 2/ReS << 1. These restric-
tions limit the applicability of Eq. (16) to small particles which are almost

neutrally dense with respect to a low speed fluid that transports them. In the
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above, the particle translational and shear Reynolds numbers are as defined
éarlier, the rgotational Reynolds number is defined as Re. = dg Qp/b, where

2, is the modulus of the particle’s angular velocity, %

o
Equations (15) and (16) have provided the basis for successful numerical
simulations of various qualitative features concerning the radial migration
of particles in liquids in pipe flow 186] . However, in many engineering
devices involving solid particulates suspended in high speed gas’streams, the

Reynolds number constraints (particularly Re_ << 1) are not met. For example,

P
it has been shown that for Re. > 0.6, a sphere in shear flow rotates and the
wake is oscillatory l187]. Similarly, the flow in the wake of a spinning sphere
is unsteady and asymmetric, rendering extremely difficult the theoretical analy-
sls or numerical simulation of the problem. Investigations of shear-generated
lift beyond the near-Stokesian range are lacking, and evaluations of the Magnus
1lift force must be performed experimentally {s7].

In principle, the extension of Egns. (15) and (16) to high speed flows can
 be accomplished by rewriting them in terms of experimentally determined 1ift
coefficients. For in-plane particle translational motion relative to a simply

sheared fluid, with particle rotation and fluld vorticity aligned normal to this

plane, the equations for the moduli of the forces are:

:
Fo=c 2o FrnR) (17)
M M o f T 2

g 2
F=c_ Lon(B (18)
S LS o fr 2

where Uy is the modulus of the particle average relative velocity. For the

respective analyses of [184] and [185] one finds:
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(@)

Rer/ReD (19)

c

1/2
LS 4.113 Reg /Rep . (20)

At high Reynolds number, however, C = f (Rer/Rep, ReD) and a summary of the

L
experimental data available is provided in [97,188]. Corresponding measurements
for CLS at high Reynolds numbers appear to be unavailable.

Data for the drag coefficient C., in the expression for the modulus of the

D
drag force

2

d
Fec LoPn®) ~ (21)
D 0 » fr 2

for the case of spinning particles is also given in [97,188]. The data reveal
an insensitivity of Cp to particle rotation. Ratios of CLM/CD obtained from

this data show that the Magnus force is significant for all particles with

Rer/Rep > 1, regardless of the value of Re,.

0f special interest here are the effects of the Magnus and Saffman forces
on the trajectories of particles impacting and rebounding from salid surfaces at
high speeds. For illustration, consider the flow of a particle-laden gas

through a duct. In regions where Rep << 1 the ratio of the transverse forces is

given by:
F’
EM a _52_82172 (22)

This can be written as

¢ — PP (23)
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where the relation Qf v rw/b = uT2 has been used. In turbulent duct flow we
expect
UD7/8"1/8
u @ ————— (24)
T D1/8

where UD is the mean velocity of the flow in the duct and D is the duct

hydraulic diameter [189]. substitution of (24) into (23) and rearranging

vields:
F d @
Moy B (re )8 (25)
F U D
S D
where RGD: UDD/v is the duct flow Reynolds number. Since (ReD)l/8 =0 (1) for
most duct flows of interest, we find
F d.
S oo B2 . (26)
S D

p

If @ is small, such as might be the case near but prior to impacting a surface,
FS is the dominant transverse force as a result of the shear acting on a par-
ticle. Upon rebounding the particle may spin up but, because of viscous dissi-

pation, d_ 9 < Uy and, therefore, Fy < FS again.

pp

while these findings pertain to Rep << 1, they provide general guidance and
suggest that in regions of strong shear, such as walls, the Saffman force may be
large relative to the Magnus force. Whether or not it will significantly
affect particle motion depends on the shear layer thickness. When this is thin,
the trajectory of a rebounding particle that continues spinning after it

emerges from the wall shear layer may be more strongly influenced by the cum-

ulative action of the Magnus force. To show this, consider that according to
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[184] the characteristic time for a e'l decrease in Qp due to viscous dissipa-
tion 1is

t, = d?2/v (27)

M D '

For a shear layer of thickness § the characteristic time for the saffman force is

tS = G/Upn (28)

where Upn is the component of particle velocity normal to the shear layer. The

ratio of these two time scales is

2 2
tM dp UDn d D

~ - (P
i STt A (29)

U
)2 Re
UD D

In a duct flow with Re_ = 105 we find §/D = 0.1 {1s0]. If we assume that

D
Upn/UD =~ 0.1, then tM/tS > 1 provided dp/D > 10'3. For a practical interpreta-

tion, consider that this finding would require that d_ > 200 uym in a duct with

o
D = 0.2m, and this is a common case in many particle-laden industrial flows.

The inclusion of ?M in the force balance for a particle makes it necessary
to know how ﬁp varies with time. For a spinning sphere the conservation of

angular momentum requires

ot
I a‘fE = -1 (30)

where I is the moment of inertia of the sphere about any diameter and T is the

torgue on the sphere due to viscous effects. The appropriate expression for hi

depends on Re, and Re;. For Re, << 1 and all Rep/Rey, analysis in [184] gives

d 3,
T--cu (B @ (31)
T 2 p
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with Cy =8 m For 250 < Rep < 530 and Rer/’Rep ~ 1, Armstrong, et al. [179]
find CT = 0 (100) for anguiar coal particles. For 550 < Rep < 1600 when

0.2 < Rer/Rep < 20, Tsuji; et al. [188] recommend the C; correlation proposed in
[151]. The solution of Eq.(30) requires an initial value for the particle angu-

lar velocity which is generally unknown. This, combined with the uncertainty in

C,, renders the calculation of ﬁp, and hence of EM’ rather inexact [188].

The importance of the Magnus force to erosion has been demonstrated in
{179] using a particle capture technique. These authors mapped the curved tra-
Jectories of angular coal particles of approximately 150 ym diameter rebounding
from flat stainless steel and aluminum surfaces. Care was taken to ensure
stagnant fluid conditions in the vicinity of the target surfaces in order to
minimize the effects of air motion on the particle trajectories. The particle
incidence speed ranged f:om 60 to 100 m/s corresponding to 250 < Rep < 500.
Using a simplified analytical model, the authors considered the behavior of the
smaller particles for conditions typical of the gas turbine environment. From
results such as those shown in Fig. 12, the authors concluded that Magnus forces

could affect the motions of 10 um particles over rebound distances of about

20 mm. However, in estimating the initial particle angular velocity, the

authors assumed U_ = Qp dp/Q, implying that the translational energy of the par-

p
ticle is completely converted into rotational emergy. This assumption results

in unrealistically large values of Qp.
Particle-wall collision phenomena in horizontal tubes at low volumetric
concentrations of particles in a gas stream have been considered in [177].
Individual particle behavior was examined under the assumption of two-
dimensional particle motion. Analysis of particle collisions with the tube wall

led to the conclusion that the dependence of particle trajectories on the Magnus

force 1s more pronounced for conditions of adhesive friction than sliding fric-
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Figure 12. Best fit (line) to experimental data (crosses) for the average trajectory of an angular
coal particle rebounding with spin from an aluminum surface in a quiescent air environment. In
the figure the x- and y-coordinates are parallel and perpendicular to the surface respectively.
The incidence particle velocity and angle were V) = 140 m/s and B; = 30 degrees respectively.
Based on measurements by Armstrong et al. [179].
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tion. This ié because in the case of the former the sign of the Magnus force
changes sign with alternate wall impacts, due to the change in sign of a

rebounding particle’s spin. As a consequence, the mean distance travelled by a
particle between successive wall collisions is shorter, and the energy lost by

the particle to the wall is higher, for conditions of adhesive friction.

3.3.4 Particle-Particle Interactions Near Surfaces

The presence of a solid surface substantially alters the nature of
particle-particle interactions through the boundary constraint and it has been
observed that the rate of surface erosion can actually decrease with Increasing
particle concentration{19,20]. Uuemois and kleis {20] suggested that collisions
between particles respectively approaching and departing from the surface work
to impede the nmet advancement of particles moving towards the surface.

According to them, the collisions create a protective barrier that reduces ero-
sion. A similar argument has been proposed to explaih éoncentration—dependent
erosion results for high temperature hypersonic flows {192]. while it seems
reasonable to suppose that the freguency of such ihter-particle collisions is
favored at high levels of flux, litﬁle seems to be known about the collision
process itself. This is not surprising, in view of the difficulty of measuring
or modeling the random, three-dimensignal interactions among particles advancing
towards, and rebounding from, a surface undergoing erosion in a turbulent flow.

Under idealized conditions, however, it is possible to derive useful analy-
tical results. This has been done by, for example, Andrews and Horsfield (6]
for conditions corresponding to a monodisperse stream of spherical particles
travelling along initially parallel trajectories towards a flat surface. The
authors’ analysis is limited to low particle concentrations (low flux) and,

because it ignores fluid friction effects, is limited to relatively inertial
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particles (A >> 1). The authors further assume that, in the absence of colli-
sions among particles approaching the surface and particles departing fraom the
surface, all particles approach the surface at velocity Vi and angle Bl and,
upon rebounding, depart from the surface at velocity Vo, and angle B8,. For these
conditions the authors derive an expression for the mean free path, km, of a
particle approaching the surface before colliding with a particle departing from
the surface:

NG A SN (32)

m
m dpnlﬂz

In this expression a = 7 - Bl - By, and the Q’s are the frequencies of spheres
moving along an approaching trajectory (Ql) or departing trajectory (92] with
respect to the surface.

Assuming elastic collisions and that 8, = B,, the expression for

km becomess

L -5, -2 2 |
Ay = dp Np cos® (n/2 - Bl) (33)

where Np is the number of particles per unit volume in the flow. Reguiring
that an approaching particle should travel a distance km with angle 8, prior to
collision, Eg. (33) pravides a relation between particle size and concentration.
Of course, this result is specific to the sand-blast type flow configuration
idealized by the authors and is subject to the assumptions mentioned.

Relations describing the self-scattering of a dilute ensemble of moving
spheres for the sand-blast configuration were also described in (36].
Scattering was modeled by presuming elastic collisions between pairs of spheres

the orientation of which, at the instant of impact, was taken to be random. Fraom

the results for the relative energy of the scattered spheres as a function of
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scatter angle, two especially interesting observations emerge: a) Except for a
very small fraction of spheres, one of each pair of spheres which collide
returns to strike the surface, the second sphere having a finite probability of
doing likewise. b) Because the orientation angle between colliding spheres is
presumed to be random, a distribution arises of possible particle speeds and
trajectories for both the particles approaching and those leaving the surface.
The first point is significant in that it supports the idea that inter-

particle collisions at low levels of flux do not necessarily reduce the number

of particles striking a surface. This contradicts the notion that a protective
barrier can be set up at a surface through interparticle collision, as suggested
in [20]. Instead, it can be argued that collisions can reduce the energy con-
tent of approaching particles by transmitting some of this energy to particles
rebounding from the surface. Thus, while the number of surface impacts will
increase with increasing particle concentration in a constant speed jet sand-
blast, the energy per particle can be reduced, thus resulting in less damaging
impacts and reduced wear.

The second point suggests the intereéting possibility of non-uniform sur-
face erosion due to the redirection of particles as a consequence of collision.
Thus, for example, a stream of particles approaching a ductile surface at about
Bl = 250 should produce maximum wear (e]. However, the analysis in {36] shows
that, due to particle redirection, erosion must be integrated over jet blast
angles ranging from 0° to 5Q°, approximately. The opposite is also possible,
that partiqles initially directed along non-damaging trajectoriés can, as a
result of collision, be redirected aloﬁg potentially more erosive routes.

In spite of the relative simplicity of the analysis in [36], which is
devoid of fluid mechanic effects, experiments performed by the authors with

fairly inertial particles appear to support some of their theoretical predic-



59.

tions. The motions of large glass spheres impacting a target of variable incli-

nation angle were investigated photographically. The spheres had d_ = 600 um

P
and a speed of 13 + 1 m/s. The incidence angle was varled over the range
20° < Bl < 50°. The average flux of spheres investigated experimentally was
0.03 - 0.3 gr cem™2 s'l, and was within the low-flux limit of the analysis.
unfortunately, the majority of the collisions observed in the experiment were
between fast arriving spheres and slow stray spheres, which affected the results
and their interpretation. Whether the same observations would apply to par-
ticles in the range of 1 - 100 um impacting solid surfaces in the presence of
strong turbulence effects remains to be shown. The corresponding problem of
indirect particle-particle interactions modulated by the presence of a solid
surface has not been investigated extensively.

while idealized approaches to analyzing particle-particle collisions are
useful, continued work must emphasize the the simulation of more realistic con-
ditions. Future analyses and experimentation should include the investigation
of: interactions among particles of differing sizes, densities and shapes; par-
ticle rotation (prior to and as a consequence of, collision)s non-elastic colli-
sion conditions; three-dimensionalityy the influence of the flow field,

particularly near-wall turbulences high particle concentrations; and particle

fragmentation.

3.3.5 Surface Topography

The result of erosion by particle impact is the alteration of surface
topography. Cracks, grooves and craters with raised edges, scales, et:., are
the product of multiple, irregular, particle-surface collisions. Scarring
of the material surface at the microscopic level has a random appearance, but

large-scale patterns and regularly spaced ripples have been observed (13,193].
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A sfudy by Scattergood and Routbort {194], using 37 um and 270 um diameter
A1203 particles impacting perpendicularly upon (11l) silicon single crystal sur-
faces at 210 m/s shows that the initial transient in the weight loss curve
depends on the condition of the surface prior to erosion. If the surface is
pre-eroded by particles larger than those used subsegquently, a decelerating
transient is observed. An accelerating transient is observed when pre-erosion
is conducted with particles smaller than those used subsequently. The authors
-explained their results by comparing the length scale of the subsurface flaws
with that of the impacting particles. If the characteristic scale of the sub-
surface flaws is smaller than that corresponding to the impacting particle, the
transient accelerates and vice versa. Similar observations have been made in
Liss].

Experiments on the time-dependence of plexiglass erosion by 10 and 30 um
diameter alumina particles at speeds of 84 and 65 m/s respectively, show that
£ o t€ with ¢ = -0.1 [22]. The parameter c is a system constant and was found
to be independent of parficle speed, incidence angle and particle size. The
decrease in erosion with time was attributed, in part, to increasing surface
roughness but, as in [194J, the explanation offered was entirely within the con-
text of a mechanism for erosions "It can be seen that after a few seconds of
erosion the surface is considerably roughened and that particle impingement is
no longer occurring at a normal angle of impingement.” In fact, at an exposure
time of about 120 s, the effective particle-surface incidence angle was about
550 and it is known that for brittle materials a departure from a normal inci-
dence angle reduces erosion [4].

For both brittle and ductile materials, the evolution of surface
topography is important. Observable surface changes due to material removal form

the basis for hypothesized mechanisms of erosion as, for example, in the plate-
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let mechanism of erosion for ductile metals [196-198]. If erosion is accom-
panied by corrosion, the formation of corrosion scale may enhance or inhibit
erosion depending on the particle depth of cut, the rate and nature of scale
growth and the adhesiveness of the scale to the surface.

The above studies focus on the role of surface roughness in mechanisms for
explaining erosion. Except for the interesting turbulent flow study of Mason and
smith [165], little attention has been given to the synergistic effects between
erosion-induced surface-evolving topographies and the associated fluid motion.
The study in (165] centered on large scale changes in the topography of bends.
However, the local influence of surface roughness on fluid and particle motions
was not investigated and this is briefly discussed below.

The *wall region®™ of a developed turbulent flow is characterized by a large
spectrum of scales of motion and vigorous unsteady dynamics [199]. However, the
“average velocity component, Up, of fluld moving parallel to a solid surface can

be expressed as:

hu

T
v

) (34)

U y u
f 1 T

wheres U is the wall friction velocity, defined earlier, y is the normal
distance from the surface, h is the "equivalent™ roughness height and k is the
von Karman constant. The wall region to which Egq. (34) applies is bounded by
40v/u. <y < 0.2 §) where § is the boundary layer thickness. For values

h uT/v > 5 the roughness has the effect of reducing the mean fluid velocity
relative to that which would arise along a smooth wall, and for h uT/v > 70 this

effect becomes pronounced. Appropriate forms for the function f(h uT/V) in

Eq. (34) are sumarized in [200].
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For a pipe flow at room temperature with ReD = 105, the value of the fric-
tion velocity is u. =0 (10 m/s). This means that roughness elements of height
h > 100 ym in air, or h > 10 um in water, will significantly reduce the mean
speed of fluld near a surface (relative to a smooth surface) at this value of
the Reg number. Photographic evidence suggests that»typical values of h for
surfaces roughened by particle impacts range between 1 and 1000 pm. Because of
viscous damping in the sublayer region of the flow, fluids with high kinematic
viscosity, v, are less sensitive than fluids with low v to the presence of
protrusions on a surface. However, in both cases the effect of the roughness is
to retard thermean component of fluid motion and, hence, particle motion
parallel to the surface.

The ultimate consequences to erosion due to surface roughness are hard to
generalize since the particle incidence speeds and angles that determine the
amount and spatial distribution of surface wear depend markedly on X and the
local flow turbulence. Nevertheless, relative to a smooth pipe it seems reaso-
nable to expect that, in an initially rough pipe, particles with x > 1
approaching the pipe wall at shallow erosive angles on average will be deviated
less from their damaging trajectories by the component of fluid motion parallel
to the wall.

Even from such a crude picture, based on a mean-flow interpretation of a
region of flow that is characterized by intense velocity fluctuations distri-
buted randomly in time and over space, it must be concluded that roughness ele-
ments can alter both the magnitude and topography of surface erosion through
their effects on the flow. Such a possibility must be considered when planning
experiments and interpreting observations or when attempting to calculate the

trajectories of particles near a surface.
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3.4 Temperature Effects

Several investigators have argued that localized high temperature con-
ditions created by high speed particle impacts can cause softening and even
melting of metal surfaces at the impact locations [33,201]. On this point there
are two views: a) the fundamental mechanisms governing erosion are mechanical,
if thermal phenomena favor erosion the effect is small; b) thermal phenomena,
namely melting, can significantly increase erosion. Prior to discussing some of
the main studies adopting one of these two points of view, it is important to
note that many of them have employed relatively large particles (dp =0 (1mm))
to induce the thermal effects observed. Whether or not the observations also
apply to smaller particles (dp = 0 (10 um), more likely to occur in erosive
flows, has yet to be established through rigorous similarity considerations and
experimentation.

Some authors claim that metal softening and localized shear deformation
facilitate the formation of deep craters with extended edges from which metal
pieces break off easily during subsequent impacts [20,23,202]. High speed pho-
tographs of the impacts of steel spheres projected obliquely onto mild steel
targets show that target material is detached along a band of intense subsurface
shear [203). calculations of the phenomenon, based on an energy balance on the
sphere, show that it is associated with the high temperatures induced locally by
the impacts. Other authors argue that at high impact speeds a quick melting-
resolidification process of the metal can take place at the particle metal
interface E47,201,204-206J. In this model, as the particle rebounds it removes
solidified metal material which has adhered to its surface. This mechanism is
favored when target surfaces are already at high temperatures.

Against the melting-enhanced erosion arguments are the observations that

high temperatures can increase metal ductility, facilitate particle embedding
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and produce oxide films. A sufficiently ductile metal will allow a grazing
particle to plow along its surface, moving material to either side of the grove,
without actually removing material from the surface. Oxide films and embedded
particles can work to shield a surface from subsequent damaging particle
impacts. However, the results for embeddiné are inconclusive. For example,
while it has been found that embedding significantly reduces particle surface
deposition [183) much of the erosion data available suggests that embedding does
not inhibit wear significantly [33].

The above studies pertain to localized temperature effects produced by par-
ticles impacting surfaces at high speed. The response of erosion to controlled
variations of target temperature has also been investigated
[11,18,31,170,201,207]. Andrews and Field [201] measured the wear of annealed
copper targets impacted by 5 mm diameter hardened steel spheres at speeds
v ranging from 110 to 150 m/s. The experiments were performed in a non-oxidizing
(argon gas) environment and showed that erosion increased with increasing target
temperature aver the range 800-1400°K. However, the authors note that the mass
losses may have been affected by additional temperature increases at the posi-
tions of particle impact.

Experiments conducted in more realistic corrosive environments yield
contrasting results. For example, Ganesan, et al [208] have measured the room
temperature erosion by 30 um sized alumina particles of 304 and 310 stainless
steel specimens previously exposed to a gas mixture of 1% HyS in N, at 6000,
700 © and 800°C respectively. They attribute the differences observed in the
erosion behavior of specimens corroded at different temperatures to differences
in the nature of the scales formed. At low temperature the scales were
crystalline and weakly adherent, whereas at high temperatures they were more

strongly adherent but appeared to be more brittle. Notwithstanding, corroded
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specimens always showed greater initial rates of erosion relative to uncorroded
specimens.

By contrast, Young and Ruff [170] have observed that the erosion of
various types of stainless steel by 5 and 50 um AlZD3 particles suspended in a
gas jet is less at 500°C than at 25°C. The authors attributed the reduction in
erosion to the better protection afforded by the thicker oxide coating formed at
500°C. The comparatively smaller reduction in erosion for the case of the 50 um
particles was attributed to the particle depth-of-cut being larger than the
thickest oxide scale thickness formed which, therefore, offered little protec-
tion. However, the authors’ interpretation is confounded with particle motion
considerations that also work to reduce erosion at high temperatures. A similar
configuration was analyzed by Dosanjh and Humphrey [39] who calculated the flows
of particle-laden gas jets aimed at flat surfaces. They show that increasing
the carrier gas temperature (as Young and Ruffs did, to 300°C for the runs with
the specimens at 500 %) decreases the particle incidence speed (Vl) and angle
(Bl) as well as the particle flux (Fl) to the surface. The reason for this is
readily explained in fluid mechanics terms, by noting that the ratio of momentum
equilibration numbers at the same location between two flow configurations I and

II that differ only in temperature and particle size is:

1M (dpl 2

(35)
‘MroYr G
Ifd.,.=4d and we assume y a Tl/2 (ideal gas) thens
pl = “pII’ H g
A1 T 1/2
Il £ ture effect on A) (36)
T a (TE—) (temperature effect o

1f, however, TI = TII but de # deI then,
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A d
L a CBEE—)Z (particle size effect on A) . (37)
M1 pII

Therefore, small values of A, characteristic of particles that closely
follow the fluid motion and tend not to impact the surface, are moderately
favored by increasing the gas stream temperature and substantially favored by
reducing the particle size. In particular, from Eq. (35) one expects very large
differences in erosion betweeen 5 um particles in a gas jet at 300¢cC and'SO um

particles in a gas jet at 259C (as observed by Young and Ruff) independently of

oxide scale considerations.

There is yet another interesting feature in the observations by Young and
Ruff that is explained by them in terms of the oxidation scales formed on the
materials investigated but which admits a purely fluid mechanical interpreta-
tion. Figure 13, taken from their paper, shows that the erosion by S0 um par-
ticles at 500°C is less than that at 25°C. 1In addition, relative to the results
at 25°C, those at 5000C are displaced towards smaller particle incidence
anglesl; meaning that particles of a fixed size with small incidence angles and
in streams at high temperature will erode equivalently to identical particles
having large incidence angles in streams at low temperature. That this is the
expected result can be shown using the cutting model proposed by Finnie {6} and
the numerical fluid mechanics results obtained by Dosanjh and Humphrey (39].
For incidence angles 18.50 < Bl < 900 the cutting model yieldss

. 2
EeF, vf cos’ 8, (38)
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Lin the absence of experimental values, the particle incidence angle 1s assumed
to be proportional to the acute angle formed by the gas jet and the target sur-
face. ‘

-
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. Figure 13. Erosiomof an isothermal surface by a particle-laden jet of CO, gas as a function of
the blast jet incidence angle. Conditions correspond to a stainless steel target at two tempera-
tures impacted by Al, O particles of diameter 50 um at a speed of 30 m/s. Based on measure-
ments by Young and Ruff [170].
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For two ildentical flow configurations, I and II, that differ only in tem-

perature, E; = EII when

2 2 2 2
(Fl Vi cos 81)1 = [Fl V] cos Bl)II . (39)

The results in [39] show that, generally (F1V12)12DDK/(F1V12)300K < 1 for the
range of By of interest here. It follows from £g. (39) that

(cos Bl)BOOK < (cos Bl)lZOOK and, therefore, that (Bl)BOOK > (BZ)IZDOK . The
conclusion is that the incidence angles of particles in a cold gaé stream must
be larger than those of identical particles in a hot stream to attain the same
rates of erosion. This interpretation of the data in Fig. 13 does not
necessarily imply that the protective oxide film hypothesis of Young and Ruff
l170] is incorrect. The only conclusions to be drawn here are that: a) both
interpretations are valid, but there is insufficient information available, from
this or any other experiment, to rank them in order of importance; and, b)
thermally-induced viscous effects can significantly affect particle motion and
hence erosion in gas-solid flows.

Unfortunately, in oxidizing and other corrosive enviromments, clear and
generally applicable interpretations of the effects of temperature on erosion
are difficult to formulate. The synergistic effects between the two modes of
mass loss are complex, insufficiently documented, poorly understood and, as a
result, difficult to model. Hogmark et al [209] point out that no material has
yet been completely characterized in terms of its corrosion/erosion behavior,
which includes knowings a) the corrosion and erosion properties of the base
materialy b) the erosion properties of the corroded surface layer; c) the
erosion properties of the base material coated with a corroded layer, in par-
ticular the dymamics of the particle-corrosion layer interaction especially when

the latter takes the form of a flaky material of ill-defined material properties
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and mechanical behavior. Suffice it to say that for most systems of practical
interest the fluid mechanics (turbulence especially) plays a critical role.

This is because many surface corrosion reactions are diffusion-controlled. The
rates at which chemical species and particles with A < 1 approach or leave a
surface ultimately depend on the large-scale convective motions which transport
them between regions near the surface and the bulk of the flow, and on the
interaction of the flow with the surface which may be smooth or rough. In this
regard, corrosion scales can behave like roughness elements and will affect the
transport process. There is a considerable body of literature on the subject of
corrosion and, increasingly, more studies are appearing on the subject of

erosion-corrosion [24,209-221].

4,  CONCLUSIONS

Particle-laden fluids are responsible for costly erosion problems of grave
concern to many important industries. The reasons for needing to understand and
control erosion revolve about major issues of economy, safety and resources con-
servation. Certainly, with direct and indirect losses sustained by the industry
and the military amounting to hundreds of millions of dollars annually, the pri-
mary motivation for understanding and controlling erosion is the economic fac-
tor.

This review has centered on uncovering and discussing various, previously
neglected, fundamental issues having to do with the role played by fluid mecha-
nics in erosion by solid particle impact. Emphasis was placed on understanding
physical phenomena which could, in principle, lead to an improved control of
particle motion in order to eliminate, or at least minimize, wear. The review
reveals several major pointss

1. There are numerous instances in the erosion literature, a few of which
have been discussed here, of findings that have been attributed to materials-

related causes but which admit purely fluid mechanics interpretations.
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2. Previous experimental work in erosion has failed to adeguately
control, let alone measure with any degree of accuracy, the fluid mechanics
variables that affect solid particle motion and surface impact. The variables
include the instantaneous velocities of the fluid and particle phases, espe-
cially near the surfaces undergoing erosion; and temperature in non-isothermal
flows.

3. In relation to Point 2, no fundamental experimental study of erosion
by particle impact has yet been undertaken where the characteristics of the tur-
bulence are varied in a controlled and systematic manner over a meaningful range
of the relevant parameters. The experimental methodologies exist, and it is
imperative to conduct such investigations since they will provide the data (and
uncertainty bounds) so necessary for guiding and testing mathematical model
developments that will render erosion predictable in systems of interest to
industry.

4. In his review, Leschziner [79] concludes that computational fluid
dynamics has reached the stage where it can be applied almost routinely to many
single phase flows in highly complex three-dimensional geometries typical of
industrial processes. Even though problems remain, they are of a solvable
nature as research advances have shown. However, direct numerical simulations
of turbulent flows are unlikely to benefit the industry in the immediate future,
and phenomenological modeling approaches will continue to be the workhorse for
predictors of turbulent flows in complex configurations. Extensions of single
phase phenomenological models to two phase flows have already been undertaken
and some have been discussed here. For purposes of modeling erosion by solid
particle impact, lagrangian formulations of the particle phase are preferred to
eulerian formulations since they are based on a physically intuitive force

balance applied to the particle that explicitly allows, for example, the inclu-



70.

sion of lateral forces which can remarkedly alter the trajectory of a particle
near a surface. In this regard, significant progress has been made in the
modeling of mono-disperse dilute systems where particles collide infrequently
among themselves in the bulk of the flow or near the surface undergoing erosion.
However, the corresponding behavior of more realistic concentrated polydispersed
particle-gas flows has yet to be modeled satisfactorily, especially near sur-
faces.

5. There are important aspects of the erosion process that are, at pre-
sent, too complex to model and for which accurate direct measurements are pro-
bably impossible. These relate to particle-particle collisions, and
particle-surface interactions such as rebounding, fragmentation and spin. Here,
innovative experimental and theoretical approaches are sorely needed, but they
must be tempered by weighing the benefits of developing procedures aimed at
measuring or computing details against the value of establishing simpler but
proven approaches that will provide results quickly and with acceptable uncer-
tainties.,

6. Ultimately, the prediction of wear by particle impact must rely on the
formulae derived by the material scientists for calculating erosion. Much of
the early work was experimental in nature consisting, primarily, in establishing
empirical correlations describing the erosion (often accelerated) of very speci-
fic material pairs for very specific experimental conditions. As a result,
little of a universally applicable nature has emerged from this effort. More
recently, significant theoretical advances have been made in the materials area
(not reviewed here) that show promise for the development of more generally
applicable erosion equations. However, it is important to stress that such
research cannot be concluded successfully without close scrutiny and control of

the fluid mechanics aspects of the erosion problem. In this regard, effective
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technical communication between material scientists and fluid mechanicists is

indispensable.
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Numerical Calculation of Particle-Laden Gas

Flows Past Tubes

A numerical study has been conducted for the flow of a dilute particle-
laden gas moving past one or more tubes undergoing erosion. A nonor-
thogonal body-fitted coordinate system was used to calculate three
tube configurations for laminar and turbulent flow regimes. The assump-
tion of one-way coupling allows the calculation of individual particle
velocities from the fluid flow field. The significant effects of turbulent
velocity fluctuations are taken into account by means of the stochastic
separated flow model. The particle flow field information is then used to
predict circumferential distributions of particle flux and erosion. Predic-
tions of trajectories for the case of two in-line tubes show that particles
with inertia numbers A > 1 will strike many tubes in a tube bank due to
particle rebounding from tube surfaces. By contrast, particles with A < 1
are entrained in the bulk flow between tubes. In general, the effect of
increasing the particle-gas suspension temperature is to coupie the
particle-fluid motion more closely through viscous drag and, thus, to
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decrease erosion.

Introduction
The problem of interest .

The erosion of tubes in tube banks by particles suspended in
gas flows is a major problem in the power industry. Such erosion
is especially important in the reheaters and economizers of coal-
fired boilers utilizing fluidized bed combustors. A survey of the
literature on the subject, available in Schuh (1987), has uncov-
ered a considerable amount of work on single-phase flow and
heat transfer for single tubes, but less for the case of tube banks.
In addition, much of what is available for tube banks tends to be
semiempirical or qualitative in nature and often in the vein of
correlations for predicting overall values of pressure drop and
heat transfer. The level of corresponding information relating to
particle-laden gas flows, especially the effects of fluid motion on
particle motion and hence on tube erosion, is virtually nil.

The study reported here is part of a research effort aimed at
measuring and rendering predictable the flow of dilute concen-
trations of solid spherical particles suspended in isothermal gas
streams moving past one or two in-line tubes, or past a tube in a
tube bank. The turbulent flow regime is of special interest for

C. A. Schub is preseatly with Aatron Research and Enginecring, 130 Kifer Court, Sunnyvale,
CA 94086.
Correspondence concerning this paper should be addressed to J. A. C. Humphrey.
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which, computationally, the condition of statistical stationarity
is assumed. The three configurations of interest are shown in
Figure 1. Experimental measurements of the circumferential
distributions of particle flux for the one and two in-line tubes in
the figure have been reported by Schweitzer and Humphrey
(1988) who argue that particle flux, as opposed to erosion where
material properties intervene, is a more fundamental quantity to
determine experimentally for guiding and testing numerical
models for predicting particle motion and surface erosion.

Related work

A review of work pertinent to this study, concerning flow past
tubes and the numerical modeling of dilute particle-laden gas
flows, has been given by Schuh (1987). A summary of his main
findings is provided here.

Particle Tracking and Erosion. The prediction of erosion
requires that individual particle speeds and trajectories be
known. For this, a Lagrangian formulation of the particle equa-
tion of motion is necessary. In order to be able to neglect
particle-particle interactions in such a formulation, the particle
volume fraction of a solid-gas suspension must be less than
approximately 0.001 (Pourahmadi and Humphrey, 1983). In
such dilute suspensions, provided that the average particle size is
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Figure 1. Three flow configurations.

several orders of magnitude smaller than the largest eddies in
the flow, one-way (fluid to particle) coupling may be assumed.
Studies using a Lagrangian formulation approach include
Laitone (1979a, b, c, 1983; Benchaita et al. 1983; Dosanjh and
Humphrey, 1985; Vittal and Tabakoff, 1986; Shuen et al.,
1983, 1985; Ormancey and Martinon, 1984). Laitone’s work
was crucial for demonstrating that fluid mechanic effects alone
account for the 2.0-4.6 range in the exponent, m, of the free
stream velocity, U, in the expression for erosion, E; E « U™. Sim-
ilarly, the study of Dosanjh and Humphrey established the
importance of accounting for the turbulent nature of particle-
laden erosive flows. In that study, the authors point to the need
for performing erosive wear experiments under carefuily con-
trolled fluid mechanic conditions. In contrast to the determinis-
tic approach used by Dosanjh and Humphrey to simulate par-
ticle-turbulence interactions, Shuen et al., and Ormancey and
Martinon have developed respective approaches that account
explicitly for random particle-eddy interactions. The present
study builds upon the type of methodology developed by Shuen
etal. ,
Numerical Calculation of Turbulemt Flow Past Tubes.
While this topic has been the subject of considerable research
for the case of a single tube in a free stream, little work exists for
the cases of two in-line tubes or a tube in a tube bank. Single
tubes have been investigated by, for example, Celik et al. (1985)
and Majumdar and Rodi (1985). The latter show that the
assumption of a statisticaily stationary flow leads to inaccurate
predictions in the wake region when the approaching flow is
irrotational and transition to turbulence must occur in the
boundary layer developing along the tube surface. Notwith-
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standing, highly refined grid predictions of mean flow quantities
obtained with a two-equation model of turbulence, using either
cylindrical polar coordinates or a streamline/potential grid, are
in reasonable agreement with the data available. The laminar
flow experiments of Taneda (1956), Grove ct al. (1964), Acrivos
et al. (1968), and Coutanceau and Bouard (1977), as well as the
laminar flow calculations of Majumdar and Rodi, represent
important test cases for present validation purposes.

Launder and Massey (1978), Antonopoulos (1979, 1985),
Fujii et al. (1984), Chilukuri et al. (1987a, b), and Faghri and
Rao (1987) have calculated tube bank flows. Except for Anton-
opoulos, all of these authors used Cartesian or overlapping Car-
tesian/cylindrical grids to resolve the flows. By contrast, using a
two-equation ‘model of turbulence, Antonopoulos (1979) calcu-
lated staggered contravariant velocity components on an orthog-
onal curvilinear grid. The laminar and turbulent flow calcula-
tions in Antonopoulos (1979), the laminar flow calculations in
Fujii et al. (1984), the laminar flow measurements in Bergelin et
al. (1952), and the turbulent: flow measurements in Achenbach
(1971} are important test cases for the present work. These are
all in-line tube bank configurations.

While Schuh’s (1987) review also includes work performed
on two in-line tube configurations, all of the studies uncovered
were of an experimental nature and none has been of sufficient
consequence to this work to be reported here. Two extensive
reviews of experimental work on flow and heat transfer for sin-
gle tubes and tube banks have been written by Zukauskas
(1972) and Zukauskas and Ziugzda (1985).

Outline of present approach

Following Thompson et al. (1985), we have chosen in this
work to predict the flow past one or more tubes by solving finite
difference approximations to the conservation equations on a
numerically-generated body-fitted nonorthogonal curvilinear
coordinate grid. This avoids the cumbersome use of overlapped
orthogonal grids and the artendant interpolation practices re-
quired to transfer information between grids, as proposed in
some of the references above. By using curvilinear coordinates,
the ease of specifying boundary conditions (one of the reasons
for employing overlapping grids) is retained. Finally, the use of
control functions to specify grid line spacings and shapes allows
an arbitrary degree of distributed grid refinement, so that any -
tube configuration of possible interest can be mapped and com-
puted accurately.

For the turbulent flow calculations at high Reynolds number,
a two-equation (k — €) model was used. In this model, a loga-
rithmic wall function for velocity is employed to approximate
the wall layer. A generalization of the Boussinesq assumption
fixes the dependence of the stress on the rate of strain via an
isotropic turbulent viscosity. In contrast to the work of Majum-
dar and Rodi (1985), here the flow approaching the tube(s) is
turbulent. This obviates the need to predict transition to turbu-
lence on the tube surface. Implicit is the assumption of a statisti-
cally stationary flow and, while this is incorrect for one or two
in-line tubes in a free stream, it is not an unreasonable supposi-
tion for the case of a tube in an infinite tube bank. In any event,
the assumption is necessary if a practical numerical simulation
of the problem is to be achieved.

A Lagrangian-formulated deterministic particle equation of
motion is solved via an advanced Runge-Kutta method to pre-
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dict particle speeds and trajectories once the fluid flow field is
known. The effects of turbulence on particle dispersion are
included by superposing a random distribution of turbulent
eddies upon the calculated mean flow field, as in Shuen et al. By
tracking a statistically significant number of particles, released
at different initial locations, overall pictures of particle flow
fields, surface fluxes and erosion are obtained. The gas-solid sus-
pensions investigated arc assumed to be in thermal equilibrium.
Because particle response time to a change in fluid motion
depends on viscosity, calculations of the particle flow fields for
different values of a prescribed fluid viscosity correspond to
fluid flow fields evaluated at differemt but uniform tempera-
tures. Upon striking a tube surface, a particle is forced to
rebound according to prescribed restitution relations. Particle
fragmentation and/or particle rotation are not considered. The
restitution relations employed are the simplest that will provide
qualitative pictures of real phenomena.

Fluid-Phase Numerical Procedure

This section summarizes the main features of the numerical
procedure developed to calculate the fluid phase flow field. By
necessity it is brief. A detailed exposition of this and related
material is available in Schuh (1987).

Grid generation

To generate nonorthogonal curvilinear coordinate grids, we
have followed closely the work by Thompsan et al. (1985, 1986,
1987) and the references therein. Coordinate line generation
can be accomplished by a variety of procedures including alge-
braic, elliptic, graphical and hyperbolic generation methods.
The elliptic method was chosen for this work because of its abil-
ity to produce grids in a reasonable amount of time with control-
lable line and point distributions on the geometry of interest. In
this method, the following Poisson equations can be solved for
the coordinate lines ¢ and n in a two-dimensional physical
domain

ve-82p (1)
I

vy - E1 (2)
g

However, it is computationally advantageous to solve for x and
y, the cartesian coordinates, for fixed values of { and n with the
following equation

gnlrg + Pry) + g (v + Or)) — 2851, = 0 3
in the transformed or computational domain. The control func-
tions (source terms P and Q in Egs. 1-3) are used to control the
spacing of the { and 5 coordinate lines, respectively. Two meth-
ods were used to control the spacing in this work. The first
attracts lines to a point or a line by using equations for P and @
wherein the magnitude of the attraction (or repulsion) and the
rate at which it is damped can be separately prescribed. The sec-
ond method involves derivative line spacing control functions,
which are used to maintain the same spacings between coordi-
nate lines in the interior of the calculation domain as the spac-
ings imposed on the boundaries of the domain. Of the two, the
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fFigure 2. Examples of curvilinear coordinate grids used
tor the three flow configurations.

derivative line spacing approach was the preferred method in
this work. For some of the turbulent flow calculations requiring
grid points very near a tube surface, a combination of the two
methods was necessary in order to obtain an acceptable distribu-
tion of points in front and behind the tube.

Grids are generated in three steps.

o First, a point distribution is chosen on the boundary.

e Then, the interior of the grid is generated by solving Eq. 3.

¢ Finally, ends are added with the aid of cubic spline interpo-
lation (Press et al., 1986).

The ends are made up of two rectangular cells and an interpo-
lated region between the three points on the end of the interior
grid. This procedure is fast and straightforward, while providing
orthogonal boundaries which eases the implementation of the
outflow and periodic boundary conditions. Figure 2 shows exam-
ples of the grids used in this work.

Transport equations and boundary conditions

For steady, two-dimensional, incompressible, constant prop-
erty, turbulent flow the modeled transport equations written ina
conservative form relative to an arbitrary curvilinear coordinate
system are:

Continuity of mass

(VgpU"y ~ 0 (4)

1 momentum
(VE(U'u — ng'u)lg + (ygPlp — (ypPla =0 (5)

v momentum
[VE(oU's — 1g"v))e — (xePlp + (xpP)a =0 (6)
Vol. 35, No. 3 AIChE Journal



Turbulent kinetic energy, k
l@(pu-‘k - %g"'ky)L, — VgG + VgCppe =0 ()
k

Dissipation of turbulent kinetic energy, ¢
g € &
VE|pU'e - 2 gle)| - VEC G+ ECP7 =0 (8)
¢ 3

Generation of turbulent kinetic energy, G
G = pat (Ul + ul)

) 1
Wy = = yau)y ~ (ypu)g]
1 )
U - T [~ (xat)p + (xpu)el ®)

where

xX'=x and x*=y
' =¢ and Fwn
Ued . (ui +v))

& =Vt

gi=d-a (10)

Here the two-equation (k — ¢) model of turbulence of Laun-
der and Spalding (1974) has been used; see also Rodi (1982,
1984). In this model:

u, is the effective viscosity

He= i+ fhy an
u, is the turbulent viscosity

kl
#o= Cup— (12)

and the following are empirically determined (or numerically
optimized) constants from Rodi (1984):

a, =1

C,-009 C =144 C=192 Cp=1

6, = ——————==and x = 0.40 (13)
(C, - CHVC,

The boundary conditions for the flow fields are shown in Fig-
ure 3. For the single tube or the two in-line tubes, u, v, k, and ¢
values are prescribed at the inlet boundary and the flow is
assumed to be fully developed at the outlet boundary. The top
and bottom boundaries of the solution domain {except for the
tube surface) are taken as symmetry planes. On the tube sur-
face, the fluid velocity is zero. For turbulent flow calcuiations,
the equilibrium approximation is used to fix boundary condi-
tions for k and ¢ in the region between the tube surface and the
first grid node adjacent to it (Launder and Spalding, 1974).
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Figura 3. Boundary conditions for the fiow fleld.

In the laminar fow calculations, only the continuity, u
momentum, and » momentum equations are solved with the vis-
cosity set to the molecular viscosity, g, = u. For all cases, the
boundary conditions are implemented by using source terms,
modification of the convection and diffusion derivatives, or other
changes. The velocities, &, and e are prescribed on the inlet plane
for the single tube and in-line pair of tubes, so their respective
equations are not solved .on this plane. However, the pressure is
required on the inlet plane (it is used in the pressure derivatives
in the momentum equations on the second plane) so the con-
tinuity equation is solved to determine the pressure on the inlet
plane. (The solution method for the pressure field is discussed in
a separate section.) The outlet: boundary condition of fully
developed flow is implemented by not solving the momentum
equations at the exit plane, but by setting the values of the veloc-
ities at the exit plane equal to those at the plane directly
upstream, and then adjusting these velocities to ensure that con-
tinuity of mass is preserved. (In the code, this is implemented by
using a grid that is Cartesian for the last three planes and copy-
ing the « and v velocities from the plane before the outlet to the
outlet plane.) The conservation of mass at the exit plane is
assured by correcting the u velocity profile on this plane. For
fully developed turbulent flow, the k and e values are also copied
from the plane directly upstream of the exit to the exit plane
without modification. Like the first plane, the pressure is
required on the exit plane so the continuity equation is also
solved on the exit plane. The v velocity on the top and bottom
symmetry planes and on the tube surface is zero. Therefore the
v-momentum equation is not solved on the top and bottom
planes. The p, u, k, and € equations are solved on the top and
bottom symmetry planes. A very detailed description concern-
ing the practical impiementation of these boundary conditions in
finite difference form is available in Schuh (1987).

Finite difference approximation

The u, v, £, and e equations can be written in identical form
according to

[VE(oU'¢ ~ Tg'¢ )]s — b =0 (14)

where ¢ is an arbitrary variable, thus admitting a common solu-
tion procedure. The equivalent finite difference form of this gen-
eral equation is readily obtained by a cell or volume integration
following the rules and guidelines in Patankar (1980). The

Vol. 35, No. 3 469



result is

Appp = Aydy + Asps + Agdp + Aydw + S, (15)
where subscripts NV, S, E, and W denote the grid points adjacent
to P. The upwind-central differencing scheme discussed by
Patankar (1980) was used to derive the convection-diffusion 4
terms in Eq. 15 for the nonstaggered grid used in this work. (The
grid used here will be detailed further later.) Detailed expres-
sions for these terms and for linearized forms of the source
terms, S,, are given in Schuh (1987).

The application of Eq. 15 to each variable at each point on the
calculation grid yields a set of equations that are solved itera-
tively. This is accomplished by repeated applications of the tri-
diagonal matrix algorithm in its standard form (Patankar,
1980) for single and two in-line tubes, and in its cyclic form (Pa-

'tankar et al., 1977) for the case of a tube in an infinite tube
bank.

Treatment of pressure

The calculation of pressure proceeds along the lines of the
SIMPLE algorithm of Patankar (1980) by making pressure cor-
rections from iteration to iteration, until the velocities calcu-
lated in conjunction with the corrected pressure field satisfy the
momentum and continuity equations simultaneously. There are,
however, two important differences:

1) A central difference scheme is used for the pressure deriva-
tives in the momentum equations in both the present work and in
Patankar’s work. This scheme has a 2Af’ dependence on the type
of nonstaggered grid used here, while it has a A¢' dependence on
a staggered grid. A 2A¢ dependence results in a pressure oscilla-
tion when velocities arc averaged to obtain the flux into the con-
trol volume used in the pressure calculation. (It is exactly this
problem that the staggered grid was created to solve. The stag-
gered grid does not require averages of the velocities to obtain
the fluxes into the control volume used in the pressure calcu-
lation.) To obviate velocity averaging at the control volume
walls, a Jocalized solution of the momentum equation is calcu-
lated at each control volume wall. The localized solution of the
momentum equation has a Af' dependence in the direction of the
two nodes normal to the control volume wall (this is the wall that
the flow passes into or out of the control volume) and a 2A¢
dependence in the tangential direction. The use of the localized
solution of the momentum equation eliminates any pressure
oscillations in the solution.

2) Pressure corrections of the velocities, as performed by
Patankar (1980), are dispensed with, since they do not improve
the convergence rate enough to offset the added cost of com-
puting them.

Solution algorithm

The overall solution algorithm is iterative in nature and per-
forms the following steps:

1) Guess an initial velocity and pressure flow field. For this,
use a flow field from a previous solution or set all the variables
equal to the inlet values except for the tube surface where ¥ and
D are set to zero.

2) Calculate a new u velocity field.

3) Calculate a new v velocity field using the same A, 4, Ag,
Auw Sp, and C, values from the u velocity iteration. (The use of
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the same coefficients is allowed by virtue of the uniform nature
of the grid in the transformed { — # plane.)

4) Calculate the pressure correction and obtain the new pres-
sure field.

5) If the flow is turbulent, calculate new & and ¢ fields and
update the viscosity field.

6) If the calculation has not converged, go to step 2.

Convergence is checked by monitoring the sum of the residu-
als for each variable over the entire calculation grid. The numer-
ical solution is taken as converged when the largest of the resid-
ual error sums is less than 5.0 x 107%,

Miscellaneous matters

Location of Variables. The use of a curvilinear grid requires
that all the dependent variables be calculated and stored at the
intersection of grid lines (the nodes) rather than at staggered
(between nodes) grid locations as in Patankar (1980). (This
requires the special treatment of pressure described earlier.)

Underrelaxation. All variables are underrelaxed by factors
ranging between 0.3 and 0.8 to stabilize and accelerate the cal-
culations.

Localized Solution of the Momentum Equations. The local-
ized solution of the momentum equations is calculated for « and
v at two locations relative to each grid point. The location
between neighboring points on the &' grid lines is referred to as
the u location and the location between neighboring points on

u Lomtion

v Loation

Location of ® vuum ma the « locstion control valuown Locathon of 6 volues ma the » lacation contred velusee,

Figure 4. Control volumes used for the localized solution
of the momentum equations.
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the £ grid lines is referred to as the v location. These are shown
in Figure 4 along with their respective control volumes. This
nomenclature of ¥ and v locations is similar to that used in stag-
gered grid configurations. The u« and v velocities are calculated
at both of these locations by the substitution in Eq. 15 of coeffi-
cients derived from flow quantities at the neighboring grid
points only. The grid points are indicated for the two control vol-
umes shown in Figures 4b and 4¢. The calculated u and v veloci-
ties at these locations are referred to as localized because they
are calculated by using the flow field values from the neighbor-
ing points only while the « and v velocities at the intersection of
the grid lines are calculated by using an equation solver that
includes the global effect of the flow field. Further details are
available in Schuh (1987).

Pressure at the Tube Surface. The pressure calculation pro-
cedure used in this work results in a slight skewness in the iso-
bars at the tube surface. This is not a serious limitation because
as the grid is refined the skewness decreases.

Algorithm Performance. All of the calculations were runona
Digital Equipment Corporation Micro VAX II with 6 Mega-
bytes of memory and a floating point accelerator running Ultrix
version 2. The memory requirements for a 119 x 350 grid are
109,568 bytes for the text segment, 18,432 bytes for the initial-
ized data, and 2,885,528 bytes for the uninitialized data. This
gives a total memory requirement of 2.87 Megabytes or 506
bytes per grid node. The code uses double precision with 8 bytes
per storage location on the Micro VAX II which results in 63
storage locations per grid point. Typical values of convergence
time and number of iterations for laminar and turbulent flow
are given in Table 1.

Grid Limitations. The grid generation procedure used in this
work has difficulty generating grids that change smoothly on the
symmetry plane ahead of and behind a tube in the tube bank
with spacings less than 1.5 tube diameters. The problem is only
serious in a small region for the turbulent flow regime, where
jagged mean flow streamlines can result.

Particle-Phase Numerical Procedure
Egquation of motion

The following equations are used to describe the motion of an
arbitrarily accelerated particle in the fluid flow field

dr

ek LR
-0, (16)
du,,
My —2 = g + Co o p|U = Up (U = Upd e (17)

The second equation is the result of a force balance in which,
due to the large value of the ratio o,/p (2.25 x 10° for glass
particles in air), acceleration-dependent drag terms (the added
mass and Basset history integral terms) and the lift forces (such
as the Magnus and Saffman forces) are negligible. Also smalil
are the pressure gradient forces omitted in the equation. Thus,
gravity and drag are the only forces determining the motion of
the particle. Equation (17) is taken from Clift et al. [1978],
where it is shown that the terms neglected are indeed small com-
pared to those retained. Furthermore, Equation (17) is only
valid for non-interacting particles.

It is assumed that the particles are spherical for which, in the
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Tabie 1. Characteristics of Algorithm Performance on a
Micro Vax II for Maximum Residual Error of 5.0 x 10-*

Numerical
Case CPU Hours Iterations Grid

Laminar Flow*
Single Tube (Re « 40) 17.8 1,080 119 x 38
Laminar Flow**
Tube Bank (L/D) -~ 2,

Re = 100) 344 3,699 61 x 40
Turbulent Flowt
Single Tube (Re - 2.94 x 10%) 28.7 2,026 91 x 28
Turbulent Flowi
Tube Bank (L/D) = 2,

Re - 2.56 x 10Y) 12.2 1,511 §5 x 25

*Calculation initislized by setting the velocity at all grid points to the inlet vaiue
and pressure to zero.

**Calculation initialized by setting the velocity at all grid points to aoe half the
average velocity at the minimum cross section and pressure o zero.

tCalculation initialized by setting all variables at all nodes to the inlet valucs
except pressure which was set to zero.

$As in ** above, but with good estimates of the values for k and .

creeping flow regime, Stoke’s formula for the drag coefficient
may be used:

24
Re,

Cor = (18)

Since this formula is only valid when the particle Reynolds num-
ber, Re,, is much less than unity, an empirically determined
correction factor f is employed when Re,, = 0(1). In this work,
the following correction factor f given by Boothroyd (1971) was
used

1 + 0.15 Rep® 0 < Re, =200
£=10914 Rel™ + 0.0135 Re,, 200 < Re,, = 2,500
0.0167 Re,, 2,500 < Re,, (19)

Introducing m,, and A, as defined in the Notation, Eq. 17 is
rewritten as

au
e g+lw-u,

dt (20)

where 7 is the particle response time. It is convenient to define a
non-dimensional particle response time, or momentum equili-
bration constant A, according to:

U ref

A~
L.,

(21)

where L, and U, ;are a characteristic length and velocity of the
flow field respectively. The quantity X is the ratio between a
time-scale characteristic of the mean particle motion and a
time-scale characteristic of the mean fluid flow.

Solution algorithm and boundary conditions

The fourth-order adaptive step size Runge-Kutta scheme in
Press et al. (1986) was used to solve Egs. 16 and 17 subject to
the specifications of initial particle location and velocity.
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Figure 5. A particle impacting and rebounding from the
tube as dsefined by a series of straight lines.

Special care is required when the particle approaches the tube
surface or any other boundary. Figure 5 shows a sketch of a par-
ticle impacting and rebounding from the surface of a tube which
is defined by a series of straight lines on the curvilinear grid.
Because the solution scheme is parabolic in time, a trial and
error scheme was implemented to determine the instant and
position of impact. For this, a small region around the tube of
thickness 6, is defined. When the particle first approaches the
surface, the solution algorithm is unaware of its presence and
forces the particle to cross the surface. When this happens, the
particle is returned to its previous position, the step size is
decreased by a factor of 2, and computation is retried. This pro-
cedure is repeated until the particle falls into the §, region previ-
ously defined. Assuming that the particle velocity remains con-
stant within §,, Euler’s method is used to determine the position
and time of particle impaction (this reduces to finding the inter-
section of two straight lines). Finally, the velocity of the
rebounding particle is calculated assuming constant restitution
coefficients for the normal and tangential components of the
velocity. Referring to Figure 3, the rebound velocity, U,,, is cal-
culated by first determining the normal (w,) and tangential (w,)
velocity components at the boundary from the following equa-
tions

W, = u, cos f + v, sin b

W, = —u,sind + v, cos § (22)
The rebound velocity components normal and tangential to the
wall are then calculated using the appropriate restitution coeffi-
cients e, and e, according to

’
W, -ew,

W = ew, (23)
Finally, the rebound velocity components in the original coordi-
nate system are computed according to

pe

i’
Upe

u, = w,cost — w,sin 8@

= w,sin 8 — w) cos 8 (24)
Both restitution coefficients are set to unity at symmetry pianes,
thus simulating a new particle entering the calculation domain
from the opposite direction.

When the particle is very small (A < 1), it may rebound from
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Closest
Grid Point

Figure 6a. Particle location and the nearest grid point on
a curvilinear grid.

the wall several times. In this case, §, must be very small and a
very small calculation time step must be used. In this work, §,
was set to 0.005D.

Interpolation of properties on a curvilinear grid

The fluid velocity along the trajectory of a particle must be
found by interpolation. Special care is required since the grid
used for calculating the velocity field is nonorthogonal. In the
present study, an algorithm embodying the following steps was
used:

1) Find the grid point closest to the current particle location.
(This is called the search step.)

2) Find the cell in which the particle is located, Figure 6a.

3) Divide the cell found in step 2 into four triangles by
defining point c(x,, y.) in Figure 6b as

Xo=Yelx, +x,+x,+x) and y =Yy, +y,+¥,+y)

and then find the triangle in which the particle is located.
(Triangle @ —~ b — ¢ — ain Figure 6b.)

ra

3.0

Figure 6b. Division of the grid cell containing the particle
into four triangles and the center point
c(x,, ¥.).
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4) Assume that properties at the center of the grid (point c in

Figure 6b) are the mean of the values at the corners of the cell.
Linearly interpolate for properties at the particle location using
the values at the corners of the triangle a — b — ¢ — a as shown
in Figure 6b.)
This procedure ensures continuity of the interpolated properties
from cell to cell. It has also proven to be fast to execute numeri-
cally. The details of this searching algorithm are given in Schuh
(1987).

Influence of turbulent fluctuations

The effect of turbulence on particle dispersion may be
neglected when the characteristic particle response time is large
compared to the characteristic time of the turbulent fluctua-
tions, i.e., when

T leppy (25)

If we assume that the time scale of the turbulent fluctuations is
commensurate with the time scale of the mean flow, that is,

s St 26
u U,.,f ( )

we find that Eq. 25 is equivalent to
Ax»l @n

In order to account for the effects of relative slip velocity fluc-
tuations and turbulent dispersion when the particle response
time is comparable to the time scale of the turbulent fluctua-
tions, i.e., when A = 1, a stochastic separated flow model (SSF)
was used. This model requires an estimate of the mean turbulent
characteristics of the flow, which can be obtained anywhere in
the flow from the field calculations by extending the interpola-
tion procedure described above to include the kinetic energy, &,
and its rate of dissipation, ¢. Particle trajectories are then com-
puted by solving the instantaneous momentum equations (Egs.
16 and 17), and superposing random velocity fluctuations on the
mean flow field to simulate instantaneous properties of the con-
tinuous phase.

The influence of turbulent fluid phase fluctuations on particle
trajectories is accounted for through random particle-eddy en-
counters. However, it should be emphasized that the actual par-
ticle motion within an eddy is modeled deterministically, as
described by the instantaneous momentum equation for the par-
ticle. For this, the velocity fluctuations are taken as constant
during a particle-eddy interaction.

The key clement of the SSF model is to specify eddy proper-
ties and particle-eddy interaction times in terms of the mean
flow field characteristics. The present approach is along the
lines of the work by Shuen et al. (1983). The characteristic
velocity fluctuations and lifetime associated with each eddy are
found at the start of the particle-eddy interaction. The former
are obtained by making a random selection from a probability
density function for velocity. For simplicity, the velocity fluctua-
tions arc assumed to be isotropic, with a Gaussian PDF havinga
standard deviation equal to v(2/3)k. However, at any instant
the x and y velocity components are not necessarily equal.

A particle is assumed to interact with an eddy for a time
which is the minimum of either the eddy lifetime or the time
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required for the particle to cross the eddy. These times are esti-
mated by assuming that the characteristic size of an eddy size is
equal to the dissipation length scale,

Ci“k”z
L= (28)

€

with a lifetime given by

L

L,
tEDDY";,'" 5
ok
3

Due to the stochastic nature of the procedure, many particles
have to be simulated in order to obtain an acceptable representa-
tion of the average particle flux distribution over the tubes. In
the present work, 40 particle trajectories were calculated per
each of 100 starting locations uniformly distributed over the
inlet plane of the calculation domain, for a total of 4,000 particle
trajectories.

(29)

Results and Discussion
Tesr cases

Excellent agreement was found between measurements and
calculations of the fluid phase for all the laminar flow cases
investigated. For a single tube, these include comparisons of: the
width and length of the recirculation zone behind a tube as
visualized by Taneda (1956) for Re = 26 and 40, and computed
by Majumdar and Rodi (1985) for Re = 40; the centerline
velocity downstream of the tube as measured by Coutanceau
and Bouard (1977) for Re = 40; the pressure distribution on the
tube wall as measured by Grove et al. (1964) for Re = 40; the
shear stress on the tube wall as measured by Acrivos et al.
(1968) for 64 < Re = 150. For a tube in a tube bank these
include comparisons of the flow streamlines for Re = 10 and 100
[(L/D) = 2.0]; the flow streamlines and pressure profiles for

1.50
,Couta.nccau and Bouard [1977]
1.5 /
<
Pl B 1.0 +~
kit
E15
S8 05 -
EE
B3 Grid | Grid Points in | Total Number
g 0.50 Size One Dismeter of Points
ol S1x 18 5.20 918
67%23 8.05 1541
79x23 10.48 1817
0.5 + 93% 28 12.45 2604
119% 38 18.10 4522
0.00 | I L
0 5 10 15 20

Grid Concentration Downstream of the Tube

Figure 7. Effect of grid refinement on the recircuiation
length for Re - 26.

Grids used are generated with derivative line spacing with curvature
terms only ([J) and derivative line spacing with both curvature and
spacing terms (x ).
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Re = 120 [(L/D) = 1.5]; the coefficient of drag as a function of
Re for different L/D. .

These comparisons, discussed in detail by Schuh (1987), were
important for establishing the effects of grid refinement on
numerical accuracy for flows free of turbulence model uncer-
tainties. Figure 7 is an example of the type of exercises con-
ducted for single tubes and a tube in a tube bank to generate
grid-independent numerical results.

For turbulent fluid motion, comparisons were made with: the
channel flow velocity measurements of Laufer (1950) at Re =
61,600; the tube bank calculations of streamlines and turbulent
kinetic energy of Antonopoulos (1979) for Re = 10° [(L/D) = 2]
and Re - 10° [(L,/D) = 2.06 and (L,/D) = 1.38]; the surface
pressure and shear stress distributions measured for a tube in a
tube bank by Achenbach (1971) for Re = 4 x 10° (L,/D) = 2.0
and (L,/ D) = 1.4]; the coefficient of drag as a function of Re for
a tube bank with (L/D)} = 2.0 as correlated by Zukauskas
(1972) and computed by Antonopoulos (1979). For the reasons
stated in the Introduction, no attempts were made to predict
flows involving transition to turbulence on the tube surface.

The agreement with Laufer’s data and that of Antonopoulos
at Re ~ 10° was quite good. Discrepancies between present cal-
culations and Antonopoulos’ results at Re = 10° were traced to
the effects of grid nonorthogonality on numerical diffusion.
Thus, we found that by neglecting terms in the turbulence model
that account for grid skewness, better agreement could be
obtained with Antonopoulos’ results. We note that Antonopou-
los’ method requires an orthogonal grid and provides no means
for accounting for nonorthogonality if and when this arises in
the practical implementation of the code.

The comparisons conducted with respect to Achenbach’s
pressure data are shown in-Figures 8a and 8b. We consider these
results to be good indicators of the ability of the code to resolve
turbulent fows in tube banks. Grids more refined than 75 x 28
did not yield results better than those shown. The largest dis-
crepancies between measurements and calculations of pressure
arise toward the front and rear of the tube, where the assumed
law-of-the-wall relation least applies. (This was expected and is
a well known failing of the present turbulence model. Notwith-

o Experiment, (Achenbach {1971])
Present Calculation (75x28 grid)

0.4

0 au [}

0.00

Q22 F

P~ Poue

[P
-z‘f’“m":::

-4
06 -

SERE

1.0 L
0.0 X

Figure Ba. Pressure distribution on a tube surface for
Re - 4 x 10°% (L/D) = 2.0, and {L/D) -~ 1.4
caiculation.
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Figure 8b. Shear stress distribution of a tube surface for
Re - 4 x 10% (L/D) = 2.0, and (L,/D) - 1.4
calcuiation.

standing, all the qualitative features of the experimental curves
are well-represented by the numerical results.) The lack of
agreement in pressure suggests that the predicted velocity fields
in these regions will also be in error but by a smaller amount
proportional to the square root of pressure. This will result in
overpredicted velocity magnitudes in the stagnation region and
underpredicted values in the wake, which will modify particle
trajectories in these regions accordingly.

The particle tracking capabilities of the numerical procedure
were checked against the analytical results provided by Laitone
(1983) for the case of stagnation point flow. Figure 9 shows the
very good agreement obtained for three different values of A. For
X\ =< 0.25 a particle never reaches the surface. For the case A =
0.5 we have allowed the particie to rebound with vaiues of e, =
1.0 and e, = 1.0 set for the restitution coefficients in Eq. 23.

1.0

0.8
06
y
¥ 04 -
02 +
0.0
0
a Analytical, (Laitone [1983])
Present Calculation
Figure 9. Comparison of calcufated particle paths with

the analytical solution from Laitone (1983) for
stagnation point flow.
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Turbulent flow past one and two in-lines tubes

Figure 10 shows the results predicted using the procedure
described above, for the flow of air past two in-line tubes. The
calculation conditions correspond to those of the particle flux
experiments of Schweitzer and Humphrey (1988); Re = 2.94 x
104, (L,/D) = 4.1, and (L,/D) = 5.0 with (k/U%) = 0.021 and
(en/U2) = 7.28 x 1077 at the inlet, T = 300 K, P = 101.3 kPa.
A grid consisting of 117 x 28 nodes was used. More refined
grids did not yield significantly different results. Particle trajec-
tories were simulated using these flow field results for A = 0.1,
0.5, 1.0, and 10.0 both neglecting and considering the effect of
turbulent velocity fluctuations. These values of A correspond to
glass beads, p,, = 2500 kg/m’, of 4.09, 9.15, 12.9, and 40.9 um
in diameter. The results obtained neglecting the effect of the
fluctuations are discussed

Figure 11 shows predicted trajectories for particles unaf-
fected by turbulence for different values of A, corresponding to
the flow illustrated in Figure 10. Gravity acts to the right in the
figures (in the direction of the flow). The particles were released
at the entrance to the calculation domain (not shown in the fig-
ure) in increments of 0.1D above the bottom symmetry plane
with velocities u,, ~ u,. The first particle was released at a slight
distance from the symmetry plane so that it would move into the
flow field. Fluid flow conditions were the same as discussed for
Figure 10. The restitution coefficients were settoe, = ¢, = 0.3 in
these and all subsequent calculations. These values of e, and e,

1

Figure 10. Flow fiaid calcuiation using: a. 117 x 28 grid;
b. streamlines; c. isobars; d. turbulent kinetic

anergy contours.

Streamline contour intervals are 0.025 and 0.1 for the bulk flow,
and 0.001 for the recirculating flow. Isobar contour interval, (P —
P/ (oU?), is 0.2. Turbulent kinctic energy contour interval,
100(k)/(U?2), is 1.0. The left- and righthand planes shown are at
(x/D) = 17.7 and 26.6, respectively.
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==\ S~

Figure 11. Particle paths for two in-line tubes showing
the effect of the particie response time on col-

lisions with the downstream tube.
Left- and righthand planes shown are at (x/D) = 17.1 and 26.7,
respectively.

were determined by matching calculated rebound heights with
corresponding photographic data in Schweitzer and Humphrey
(1988). The results show that particles with A > 1 are fairly iner-
tial and experience substantial rebounding from a tube surface.
The results for A = 10 show that rebounding particles can cross
the flow symmetry plane. Where this occurs, mirror-image par-
ticles are reintroduced in the flow, some of which will impact the
second in-line tube.

Particle fluxes to the first of two in-line tube surfaces are
shown in Figure 12 for A = 0.5 and 10. They are compared to the
theoretical maximum particle flux, which occurs when A = = for
which all the particies released within 14 D of the bottom sym-
metry plane strike the tube. Due to the curvature of the tube the
resulting flux for this case has a cosine dependency on 6. The
particle fluxes were calculated by releasing 100 particles at
equally spaced intervals from the centerline to !, D above the

1.0

0.4

)2

.0

1 1 3 2 €&« 2 &

Flow

HH

Figure 12. Particle fluxes to the surface of the first tube
of two in-line tubes with (L,/ D) = 5.
Flow field conditions correspond to those of Figure 10.
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bottom symmetry plane and counting the number of xmpaec(tis
occurring over 10° intervals on the tub_c surfa.ce. As cxpcc:tl .
the particle flux decreases with decreasing J\ since the particles
become more responsive to the flow field in passage past the

tubes.
A comparison of the particle fluxes to the first of two in-line

tubes for two different fluid temperatures is shown in Figure
13a. The particles are 9.15 um in diameter, which corresponds
toA=05atT-300K,and A = 0.22at 7 = 1,000 K, due to the
dependence of u on temperature. The velocity at the inlet plane
is the same for both cases. At T = 1,000 K, the particle flux is
larger for 8 < 20° and smaller for # > 20° compared with the 300
K case. This is explained by the stronger coupling through vis-
cosity at 1,000 K. For 8§ < 20°, particles deviating from the
streamlines strike on the front of the tube. As they rebound with
a decreased velocity, they interact with the flow field, which
forces them to hit the tube again. This process is repeated sev-
eral times until the particles finally escape, usually by sliding
along the tube surface. On the other hand, for § > 20° the par-
ticles follow the streamlines closely and do not strike the tube.
The particle speeds and impact angles at the instant of impact
can be used to determine the relative wear on the tube surface by
using Finnie’s (1959, 1960) cutting wear model. This model was
used by Dosanjh and Humphrey (1985) to predict the erosion of
a plate by a particle-laden turbulent air jet. Given the impact
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Figure 13. Temperature effects on the particle fiux to the
surface of the first of two in-line tubes and on
its erosion, for the same particle size and inlet
velocity: d,, = 9.15 um, U_ = 19.2 m/s.

a. Angular distribution of flux to the surface.
b. Angular dependence of surface erosion.
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information, the volume of material removed per unit time per
unit area, @, is given by

N 2
—%—’f&' sin? 8 0.0° < 8 71.5°

0-{. (30)
—f—'zf‘#&‘-‘f’- [sin (28) ~ 3 cos? 8] 71.5° < 8 < 90°

where ¢ is a wear model constant that depends on the material
properties. The wear due to particle impact can be normalized
by dividing @ by (V,m,u2/6y), so that the actual value of ¢ is
not required. In point of fact, ¢ may depend weakly on 7 for the
types of materials from which the tubes in a heat exchanger tube
bank are likely to be made. For constant impact velocity, the
model predicts maximum wear for impacts at 3 = 73.2° relative
to the surface normal.

Figure 13b shows the relative wear of the first of two in-line
tubes due to particles in flow fields evaluated at T = 300 K and
1,000 K. These results show less erosion for the tube in the high
temperature flow due to the stronger coupling, through viscosi-
ty, between the particle and the fluid motion. Both the extent
and position of maximum wear are predicted to be strongly
dependent on temperature.

Attention is now turned to the effect of the turbulent velocity
fluctuations on particle motion. Figures 14 a, b and ¢ show the
calculations performed for three values of \ using the flow field
results presented in Figure 10, this time considering the effects
of the fluctuations on the particles. In each case, 20 particles
were released at the entrance of the calculation domain (not
shown in the figure), at a single location '/, D above the bottom
symmetry plane. These figures show that the importance of the
fluctuations diminishes as X increases, as predicted by the argu-
ment leading to Eq. 27. However, examination of Figure l4c
reveals that even though a given fluctuation does not affect the
motion of the particle significantly when X = 10 (as indicated by

Figure 14. A comparison of particle paths for two in-line
tubes showing the effect of different values of
A on the particle response to the turbulent

fluctuations.

Fluid flow conditions correspond to those of Figure 10. Left- and
righthand planes shown are at (x/D) =~ 15.8 and 25.4, respec-
tively.
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the relatively smooth trajectories), the random cumulative ef-
fects of the fluctuations result in different trajectories for dif-
ferent particles released at the same starting location. It is also
interesting to note that, for A = 0.1, someof the particles hit both
the first and the second tube, a behavior not predicted when the

effects of the fluctuations are ignored (sce Figure 11). However,

for A = 0.5 and 10 the overall patterns of the deterministic and
fluctuation trajectories is strikingly similar even though the
individual particle trajectories differ.

Figure 15 shows a comparison between particle fluxes over
the first of two in-line tubes for the conditions of Figure 10 with
A = 0.5 and 10. The theoretical maximum for particles with A =
o is also shown. The effects of the turbulent fluctuations were
considered by means of the SSF model with 40 particles being
released at each of 100 equally spaced locations between the top
and the bottom symmetry planes, for a total of 4,000 particles.
Particle impacts were added over 10° increments on the tube
surface and, as for the deterministic case, the flux to the tube is
observed to decrease with decreasing A.

The effect of temperature on the particle flux for two in-line
tubes corresponding to the conditions of Figure 10 is shown in
Figure 16a. Multiple reboundings are not present in this case
since, following the first rebound, the fluctuating velocity field
carries a particle away from the tube surface. The correspond-
ing erosion comparison is shown in Figure 16b, where higher
erosion rates are predicted for the fluctuating case than for the
non-fluctuating. This is attributed to the higher particle veloci-
ties induced locally by the fluctuations.

Turbulent flow and particle paths in a tube bank

Figure 17a shows the streamlines for the flow past a tubeina
rectangular tube bank with Re ~ 25,600 and (L/D) = 2.0. Par-
ticle trajectories for different A are illustrated in Figures 17b, ¢
and d. The trajectories have been calculated for nonfluctuating
flow conditions for A = 0.1, 1.0 and 10. (corresponding to par-
ticle diameters of 9.26, 29.3 and 92.6 um, respectively). Three
flow field cycles are computed for each A. In the first cycle, the
particles are released at y = Yo D with a velocity equal to the
fluid velocity at that point. For each of the two subsequent
cycles, the particles reenter the calculation domain at y locations
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Figure 15. Particie fluxas to the surface of the firat of two
in-fine tubes with (L,/D) = 5.
Flow ficld conditions corraspond to those of Figure 10.
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Figure 16. Temperature offects on the particle flux to the
surface of the first of two in-line tubes and on
its erosion, for the same particle size and inlet
velocity: d, = 9.15 um, U_ = 19.2 m/s.

a. Angular distribution of flux to the surface.
b. Angular dependence of surface erosion.

corresponding to the previous y locations on the exit plane, and
with the corresponding particle velocity at the exit plane. As
expected, for low A a particle is diverted and never hits the tube.
However, with increasing A the particle trajectories become
complex due to tube reboundings that induce crossings of the
symmetry planes.

Conclusions and Recommendations

A numerical procedure has been developed and tested that
calculates 2D, steady, constant property flows in nonorthogonal
body-fitted curvilinear coordinates. [The entire code is listed
and documented in Schuh (1987) and is available on tape or
IBM PC diskette from the authors at the University of Califor-
nia, at Berkeley.] It has been applied to predict laminar and tur-
bulent flows past one and two in-line tubes, and past a tube in an
infinite tube bank. For the turbulent flow cases, a two-equation
(k — €) model was used that relates the Reynolds stresses to the
strain field via an isotropic turbulent viscosity. A logarithmic
law-of-the-wall relation was used to connect the shear stress at
the tube wall with the velocity in the turbulent part of the flow.
Although prone to error in the vicinity of the separation point on
the tube, the turbulence model has yielded results in good quali-
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{a) Streamlines

W) 1.0

Figure 17. Flow field and particle paths for flow in a tube
bank with Re = 2.56 x 10*and (L/D) = 2.

a. Streamline contour intervals are 0.025 and 0.! for the bulk flow
and 0.001 for the recirculating flow.
b, ¢, d. Trajectory of a particie released between two tubes with: a.
A=0.1;b. A= 1.0;andc. X = 10.0

tative agreement with the test cases examined. Testing in the
laminar flow regime has yielded results in excellent quantitative
agreement with the measurements and calculations of others.

The assumption of one-way coupling has allowed the predic-
tion of particle speeds and trajectories for dilute noninteracting
particle-laden gas flows for some of the tube configurations
examined. For this, a deterministic particle equation of motion
formulated in Lagrangian coordinates was used. The calcula-
tions yield the necessary impact velocity information from
which to evaluate particie flux to, and erosion of, tube surfaces.
The predictions show that particles in flows with A < 1 follow the
streamlines fairly closely, while those with A > 1 do not. As a
result, the latter induce higher rates of wear than the former and
are more likely to rebound from several consecutive tubes in a
tube bank. Because the value of X decreases with increasing gas
viscosity, particles in flow fields at high temperatures are
expected to follow the streamlines more closely and, as a result,
erode less.

The cffect of the turbulent velocity fluctuations was explored
using a simplified SSF model. Calculations show that the effect
of the fluctuations is very important for A < 1, since these par-
ticles are very responsive to changes in the flow field. Over long
times, the history of the fluctuations can also affect the trajecto-
ries of inertial particles (A > 1).

For fixed Reynolds number, the characteristics of the com-
puted fluid flow fields show a strong dependence on the spacing
between tubes, especially in the mean flow direction. Thus, in
closely spaced tube configurations the front of a tube is shielded
from direct particle impacts by the tube ahead of it. The opti-
mum tube spacing in a tube bank represents a compromise
among the wear, pressure drop and heat transfer requirements
of the bank. The present numerical procedure provides a valu-
able design tool for investigating arbitrary tube configurations
and flow conditions of practical interest.

Acknowledgements

This research was sponsored by Martin Mariette Energy Systems,
Inc. (Subcontract #19X-55936C) under their Principal Contract with
the U.S. Department of Encrgy # DE-AC05-840R21400. Additional
support was received by the second author in the form of a scholarship
from MARAVEN S.A_, subsidiary of Petroleos de Venezuela S.A. Both
sources of support are gratefully acknowledged.

478 March 1989

Notation

A = convection-diffusion coefficient, Eq. 15; also used as area
A, - projected area of the particle
@' = contravariant base vectors
a, -~ covariant base vectors
b = source term in general convection-diffusion equation, Eq. 14
C, ~ constant for the dissipation term in the turbulent kinetic energy
equation, Eqs. 7 and 13
Cp, ~ drag coefficient for the particle, Eq. 18
C, = local cell mass imbalance
C, = constant for the generation term in the dissipation of turbulent
kinetic energy equation, Eqs. 8 and 13
C, = constant for the dissipation term in the dissipation of turbulent
kinetic energy equation, Eqs. 8 and 13
C, = constant for the turbulent viscosity equation, Eqs. 12 and 13
D ~ diameter of a tube
d,, = particle diameter
e, = normal restitution coefficient
e, = tangential restitution coefficient
F = nondimensional particle Flux over the tube surface, F = (N,,/
N,A8)
f = correction factor for the Drag Coefficient, Eq. 19
G ~ generation of turbulent kinetic energy, Eq. 9
& = square of the Jacobian
g” = component of the contravariant metric tensor
£, = component of the covariant metric tensor
g ~ acceleration due to gravity
Vg = Jacobian
i = index—i = 1, 2, and 3 for three dimensions and i = | and 2 for
two dimensions
i = unit base vector for the cartesian coordinate system
j = index—j = 1, 2, and 3 for three dimensions and j = 1 and 2 for
. two dimensions
J = unit base vector for the cartesian coordinate system
k = turbulent kinetic energy
L - distance between the centers of two tubes in a rectangular infi-
nite tube bank with equal longitudinal and transverse spacing
L, - longitudinali distance between the centers of two tubes in a rec-
tangular infinite tube bank
L, = transverse distance between the centers of two tubes in a rectan-
gular infinite tube bank
L., ~ characteristic length of the flow field
L, = integral dissipation scale
m - erosion proportional to the fluid velocity to the power m
m,, = mass of the particle
N, = number of particles that hit the tube in a given angle intervai of
the tube surface
N, = number of particles released at the entrance of the calculation
domain between the bottom symmetry planc and 14 D
P « pressure
P - source term in the elliptic grid generation equation that controls
the verticle lines
Q ~ volume of material removed per unit time per unit area by N
particles each of mass m,,, Eq. 30
Q - source term in the elliptic grid generation equation that controls
the horizontal lines
Re ~ Reynolds number, (pu, D/p)
Re,, - particle Reynolds number, (p|U ~ U,|d,./u)
r = vector location of a point, 7 = xi + yJ
t = time
tepoy = lifetime of a turbulent eddy
S, = source term for the convection-diffusion, Eq. 15
S, = source term for the point of interest in the convection-diffusion
equation
U' = contravariant velocity component
U, , = reference velocity
U = vector velocity of the fluid
U,, = vector velocity of the particle
u = x component of the fluid vector velocity
' - velocity scale of the turbulent fluctuations
u_ = free stream velocity for single tubes and two tubes in tandem,
average velocity at the minimum cross section, 4,,, for infinite
tube banks
u, = x component of the particle vector velocity
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uj,, = x component of the particle vector velocity after rebound
v = y component of the fluid vector velocity
v, = y component of the particle vector velocity
v, = y component of the particle vector velocity after rebound
w, = particle velocity component normal to the boundary
W, = particle velocity component normal to the boundary after
rebounding
w, = particle velocity component tangential to the boundary
w, = particle velocity component tangential to the boundary after
rebounding
x = Cartesian coordinate location
y = Cartesian coordinate location

Greek letters

B = particle impact angle relative to surface normal

[ - general diffusion constant, Eq. 14
A8 ~ angle interval on the boundary surface

& = small distance or number

¢ = dissipation of turbulent kinetic energy

{ = another name for £

7 = another name for £

§ ~ angle on the boundary surface, Figure 5

x = Von Karman constant

A = nondimensional particle response time, or momentum equilib-

rium constant, Eq. 21

p = dynamic viscosity

u, = effective dynamic viscosity, Eg. 11

u, = turbulent viscosity, Eq. 12

& = ith curvilinear coordinate

p = density of the fluid
p, = density of the particle

o, ~ constant in turbulent kinetic energy equation, Egs. 7 and 13
g, = constant in the dissipation of turbulent kinetic energy equation,

Fgs.8and 13

T = particle response time, v = (p,d2,/18x)

¢ - arbitrary variable, u, v, P, k, and ¢, Eq. 14

Y = wear model constant, Eq. 30

Subscripts

E = value at the point to the east of the control volume
N = value at the point to the north of the control volume
pt = particie }

S = value at the point to the south of the control volume
W = value at the point to the west of the control volume
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Nomenclature

Roman symbols

A; Convection-diffusion coefficient. i=N, §, E, W, P node locations.

At Constant in Van Driest relation for mixing length.

al Contravariant base vectors: a7=VC".

al x-components of contravariant base vector a’: al=gle;+alie;.

al/ y-components of contravariant base vector al: al=glie;+alie;.

a% x-components of contravariant base vector a2 a?=a%e;+a%¢;.

a% y -components of contravariant base vector a2: a’=a%e}+a% ey.

b Source term in the general convection-diffusion equation.

Cy,Ca Cp Turbulence model constants.

D Diffusion coefficient in curvilinear form: D=(Yg I'g¥). Also diameter of tube.

ez Unit base vector in x -direction for Cartesian coordinate system.

e Unit base vector in y -direction for Cartesian coordinate system.

F Convection coefficient in curvlinear form: F=(Vg pU?).

G Generation of turbulent kinetic energy (defined in text).

gy Component of the contravariant metric tensor.

Vg The Jacobian of the x-y to {-n transformation.

g 12term Cross terms involving g!2 and g2!. Treated as a source term.

h Heat transfer coefficient.

i Index -- i = 1 and 2 for two dimensions. Equations with indices are written using the
Einstein summation convention.

j Index - j = 1 and 2 for two dimensions. Equations with indices are written using the
Einstein summation convention.

k Turbulent kinetic energy.

Turbulent mixing length.



Nu Local Nusselt numnber.

Nu Mean Nusselt number.

P Non-periodic component of pressure. Also production of turbulent
kinetic energy (defined in text). Note that 2 =—p%-.
P Total pressure: p=P —Bx1.

Pr Prandt]l number.

Pr, Turbulent Prandtl number.

Re Reynolds number (Rez-’f{?-). Periodic boundaries: u=u ;-
Non-periodic boundaries: u=u;..:. ’

Sy Source term with no ¢» dependence in the convection-diffusion equation.

Sp Source term with linear ¢» dependence in the convection-diffusion equation.
T Temperature.

17 Local reference temperature (defined in text).

U x-component of the fluid velocity (a mean quantity for mrbuleht flow).

U Contravariant velocity component: U¢ =a7-(Ue;+Ve;).

Ui, U; Components of Cartesian velocity vector. For turbulent flow U; or U; refer to the
mean velocity.

w;, u; i orjcomponent of fluctuating part of turbulent velocity field.

14 y-component of the fluid velocity (a mean quantity for turbulent flow).
x Cartesian coordinate location.
¥ Cartesian coordinate location,

1
y* Non-dimensional distance from the wall in turbulent flow: y+=£,’—[~ti‘;—"} 2,

Greek symbols
o Thermal diffusivity.
o, Effective thermal diffusivity: o, =o+a;.

O Turbulent thermal diffusivity.
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B Parameter to specify the linear, non-periodic part of the pressure: B:%L;-
r General diffusion constant.

£ Dissipation of turbulent kinetic energy.

d Curvilinear coordinate location. ({={!).

n Curvilinear coordinate location. (m={2).

0 Non-dimensional temperature. Also angle around tube from stagnation point.
X Von Karman constant.

A Used in solving for 8. (Defined in text).

Ao A from last iteration.

v Kinematic viscosity.

Ve Effective kinematic viscosity: ve.=v+v;.

\7 Turbulent kinematic viscosity.

Q Used in solving for 8. (Defined in text).

p Density of the fluid.

b Summation.

c Source term of the non-dimensional energy equation.

Gk, 0c Turbulence model constants.

Tw Shear stress at the wall.
) General (arbitrary) variable.
Subscripts

E,W,N,S§ Value at the point to the east, west, north, or south of the control volume.

Eb, Wh,Nb, Sb Value at the control volume boundary to the east, west, north,
or south of the control volume.

P Grid point of interest in the control volume.
Other symbols

oo A large number, set to 10%° in this work.
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max(a .b) Maximum value of the values a and b.
11 Absolute value

lp Evaluated at the point P.



Introduction

The aim of this project has been 1o evaluate computationally, for a variety of
flows and tube configurations, erosion by particles of tubes in a cross-flow. This work was
begun by Michael Schuh et al. {1,2], who succeeded in calculating laminar and turbulent
flow across single tubes, tube pairs, and tubes in in-line banks (these configurations are
shown in Figure I); and from this information calculated isothermal particle trajectories,
fluxes, und erosion. The computer codes developed by Schuh et al., called CLEW, consist-
ed of three parts: GRID, a curvilinear grid generator to set up the computational domain;
FLOW, a code for calculating both laminar and turbulent flow around tubes; and PARTI-
CLE, a code for calculating particle paths, fluxes, and erosion.

In the present work the calculation procedure has been extended and modified to
predict laninar and wrbulent flow and heat transfer around tubes, and particle paths in
non-isothermal Hlows. The code in its present form, now called CLEW-T. consists, as be-
fore, of three parts: GRID, the curvilinear grid generator; FLOW-T, a code for calculating
faminar and turbulent flow and heat transter; and PARTICLE-T, a code for calculating pur-
ticle paths, Hluxes, and crosion in flows with heat ransfer, allowing for variation of viscosi-
ty and thercfore drag) with temperature, The majority of the changes and additions were
made in FLOW-T. There were two major modifications here: first, the turbulence models
were changed for better resolution of the boundary layer region; second. a heat transfer
code was implemented which was able to calculate on a curvilinear grid the heat transter
from single tubes, tube pairs, and (most importantly} tubes in banks. The only signihcant
changes to PARTICLE-T were the inclusion of a lemperature-varying viscosity, and a tem-
perature interpelation scheme for evaluating temperatures at points not on the grid nodes.

Calculation procedure

Finite ditference forms of the steady, two-dimensional, constant property equa-
tions for momentum and energy are solved on non-staggered, curvilinear coordinates. Note
that the solutions are steady solutions, which in reality do not exist for flow around
cylinders at Reynolds numbers in excess of 40 (3]. The results here can be regarded as
averaged solutions with respect o the unsteady vortex-shedding phenomenon of cylinders.
The curvilinear coordinates allow specification of boundary conditions on complex shapes
or on shapes which would otherwise require the simultaneous use of two types of coordi-
nate systems (such as rectangular and cylindrical).

The procedure for calculating particle trajectories in a non-isothermal flow fol-
lows this sequence:

1. Set up the calculation domain and generate the curvilinear boundary-fitted coordi-
nates. (Use GRID).

2. Solve the momentum equations (making use of continuity and the turbulence
model) to find the distribution of velocity components and pressure. (Use FLOW-T).

3. Solve the energy equation {with the turbulence model) to find the temperature dis-
tribution and heat transfer. (Use FLOW-T).
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4. Calculate the particle trajectories resulting from the drag force acting on the particle.
(Use PARTICLE-T). '

Note that each step makes use of the calculations performed in the previous steps. In par-
ticular, the energy equation is solved for a given flow field (forced convection). The parti-
cle trajectories are then calculated for the same given velocity field, but now assuming a
variation of viscosity given by a functional dependence on the calculated temperatures. All
calculations reported here are for tlows of air.

The fluid phase momentum equation to be solved is the constant-property
Navier-Stokes equation:

U, -1 ap D U,
U ,,,,,, —_— e e T ve.,,,,,
an

- p‘ A, ox; ’ ()

where v, is the effective kinematic viscosity which includes turbulent cffects (discussed
below). The energy equation employed is the constant-property energy cquation for a non-
dissipating medium:

ar 9 atl
A G 2
U, By, ", (aT } R ' (2)

where «, is the effective thermal diffusivity, and includes the effects of turbulence (also dis-
cussed below).

These two-dimensional elliptic convection-diffusion equations for momentum
and energy reyuirc boundary conditions on all four planes of the compulational domain: the
inlet and outlet planes and the top and bottom symmetry planes (the bottom symmetry plane
includes the tube surface). The same boundary regions also apply to the elliptic & and &
convection-diffusion equations, which are solved in conjunction with the momentum equa-
tions during the computation of turbulent flows.

There are two general cases considered: a non-periodic case and a periodic
case. For the non-periodic case the values of the variables are specitied at the entrance
plane, while a fully developed situation (in which the derivatives of the variables with
respect 1o x become zero) is specified at the outlet plane. For the periodic case the values
of the variables at the entrance plane are set equal to the values of the variables at the exit
plane, while a constant (specified) pressure drop across the calculation domain is used to
force a forward flow. In both cases, periodic and non-periodic, wall boundary conditions at
the tube wall are given, while the remainder of the lower boundary and the entire upper
boundary are taken to be planes of symmetry where the transverse velocity and the deriva-
tive of all variables with respect to y equal zero. These boundary conditions are shown in
Figure 2. The tube boundary condition for the velocity is simply the no-slip condition,
U=Vv=0. The temperature calculations assume a constant tube wall temperature, T=7,. The
wall boundary conditions for the & and ¢ variables of turbulent kinetic energy and dissipa-
tion of turbulent kinetic energy are not as simple. These will be discussed in connection
with the discussion of turbulence models below.
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The ftinite difference forms of the equations are solved using the tri-diagonal
matrix algorithm (TDMA) [4]. For the periodic configurations a cyclic tri-diagonal matrix
algorithm is used |3]. The flow tield solution is found iteratively, following this sequence

[1]:

1. Imitialize the variables: Set U, k, and & equal to the specified inlet plane valuecs
everywhere in the flow field. Set P=0 and V=0 everywhere.

2. Caleulate new U and V velocity fields sequentially.

8]

. Update the pressure field to enforce continuity.

4. Calculate new turbulent £ and ¢ fields. Use the new values to re-calculate the tur-
bulent viscosity. v, (this 1s explained below).

5. Check lor convergence. If the sum of the residuals is larger than the specitied con-
vergence value return to step 2 and repeat the iteration.

The method for solving for the temperature field is similar. Some differences arise due to
the more complex form of the source terms for the periodic tube bank case. The solution
procedure for the cnergy cquation is discussed below, under the section dealing with the
formulation ol the periodic energy equation.

Laminar flow calculations are performed using this same sequence, and using
the samc codes. For laminar calculations the £ and e equations are not solved. and the
effective Kinematic viscosity is set equal to the molecular kinematic viscosity of the fuid.
Laminar heat transfer calculations are performed by the same method as turbulent heat
transfer calculations, but without the exira complexities of a turbulent thermal ditfusivity.
For the laminar calculations the effective thermal diffusivity is simply the molecular thermal
diffusivity of the fluid.

Turbulence models

In the carlier work by Schuh [1] a two-equation k-¢ model of turbulence was
used to determine the turbulent momentum transfer. Boundary conditions at a tube wall
were established through a wall function velocity approach. Essentially, this fixes the
values of & and ¢ adjacent 10 the physical boundary when the assumption of an equilibrium
layer flow is invoked. In the present work this procedure for calculation of the turbulent
flow field has been moditied, particularly with regard to the tube wall boundary conditions.
The two-equation k-¢ model is retained for modelling the turbulent flow, but in the wall
boundary layer region a Prandtl-Taylor mixing length model [6] is used instead. The length
scale for this mixing length model is determined from the Van Driest relation [7]. The use
of a Prandtl-Taylor mixing length model near a tube wall allows for detailed calculation of
velocities in the tube wall boundary layer, giving a more accurate picture of the flow condi-
tions near the tube. Since heat transfer is largely determined by the nature of the {luid
mechanics in the region very near the tube surface this improved boundary layer resolution
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is a necessary preliminary step for establishing a valid procedure for heat transfer and tem-
perature calculations,

The time averaged i-component momentum equation for turbulent, constant pro-
perty flow in Cariesian coordinates is

U, 1 9P D

,—.——»A?+’—‘,
7 ax; p ax,  dx;

3

"""" ~— U, ll/

U, J

where ¢/ and P are the mean values of velocity and pressure, and U is the fluctuating value
of velocity. We use the notion of a turbulent kinematic viscosity, v,, to relate the turbulent

stress, u,u,. to the mean velocity gradient:

+ 7 kS . (4)

oU, dU, 2
wu,=—v B SRl
Y "oy, ay, 37
oy, v, , . ,
Then, neglecting 5y and F terms and using continuity, the time averaged momentum
\ v
equation can be re-written as
U, ~1 3P 3 U 1P 9 o,
Up 5 i= g m vy o s s ey, (5)
Iy, p dy, dy, ax; poox oy,

2
where ;ko“, has been absorbed in the pressure term. In order to use this cquation as a
basis for calculation it is necessary to know the field variation of the turbulent momentum
diffusivity, v,. For this we invoke the turbulence models described below.
In the region ncar the tube wall the Prandtl-Taylor mixing length hypothesis [6,
8] is employed. For a two-dimensional shear flow this states that

_alfau e (a0} fav)

where / is the mixing length evaluated from the Van Driest relation [7]

I:x_\r(lwcxp[i’y;]] . (7)

y is the coordinate perpendicular to the wall, and
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k=0.41 .

In the regions where the k—¢ model is used, the turbulent momentum diffusivity
is evaluated from

V=G (%)

where ¢, is a constant of proportionality (C,=0.09) [[, 8]. Values of £ and & are deter-
mined from the numerical solution of the & and ¢ transport equations {8]:

Ak ! V. ok |
U= e | =520 S G Cpe (9)
dx; Ay | op Ay, P
e d | Y. de - | =
U/ f%,z,gi, — f_E_ _C[ E'W'G#_Cl ,'E«, , (1())
A, dy, | op dy; kp k

where o, o., C,. C., and ¢, are empirically determined constants. ¢ is the generation of
turbulent kinetic energy, k:

au, [au, au,
' (1)

G: T S e
Py dx; | oy, N dx,

The near-wall boundary conditions for & and ¢ are determined by matching the
respective expressions for v, at the interface of the two calculation regions, where the wall
boundary layer meets the core flow. This interface is taken to be at y*=50. Setting v, in
the Prandtl-Taylor calculation domain equal to v, in the k—¢ calculation domain and assum-
ing that production of turbulent kinetic energy equals dissipation of turbulent kinetic
energy, i.c.

v.P e (12)

where



P
(-8 0%

C,.?

3
e=1°p? (14

The & -+ boundary conditions are shown in Figure 3.
For turbulent heat transfer calculations we use the notion of a turbulent Prandtl
number,

where «, is the wurbulent thermal diffusivity. Following Arpaci and Larsen [10] we take
Pr,=0.9.

The time averaged energy equation for turbulent,two dimensional, constant pro-
perty, non-dissipating flow is

ar (- ar
= e | 5
Tx; oy [ ] ’ (1)

where U and T are the mean values of velocity and temperature, and « and + are fluctuating
values. 1t we define the turbulent thermal diffusivity according to:

t=—a 2L (16)

ar a3 aT | _ d oT
Y a},"'a.r,f ((a'+a)8.rj J B dx; {a, dx, ] (7

with



Values of v, are calculated throughout the flow field during the momentum equation solu-
tion procedure, using the Prandtl-Taylor mixing length model near the wall, and using the
two-equation k-¢ model in the core. Values of «, are therefore known before the heat
transfer calculations are begun.

With the turbulent modelling of the hcat transfer thus implemented, the next
major difticulty has been to solve, on curvilinear coordinates, for the heat transfer in banks
of tubes.

Periodic heat transfer on curvilinear grids

The method employed to calculate heat transfer for the periodic case (tube in a
tube bank) is based on the paper by Patankar et al. [S). Their procedure uses a generaliza-
tion of the idea of fully developed flow and heat transfer to include configurations with
periodically changing boundaries. For a boundary which varies periodically in the x-
direction they define

B(x,y )=~ -, (18)

[Ty =TI U 1 ay
T — (19)
frovay

yi

T)=T,+

dT(x) i :
ALxy= i e e (20
dv ot T,

where 7, is the wall temperature, and T(x,v) is the temperature of the fluid. 7. is a local
reference temperature defined so that it will be a function of x only. The use of the abso-

lute value (of U) in the definition of T; prevents possible division by zero in a recirculating
flow. A is a non-dimensional parameler defined for convenience in working with the non-
dimensional cnergy equation given below. In Cartesian coordinates the non-dimensional
energy equation is written as [5]:

dx K v h 3_\ e X

29 .20 i[ f?_,"] _a[ 39):6, (20



where

dx ox

dar, (
o=A {2(1‘, [ﬁ] ~U6+9%gi} +o, 6 {/\%»&-} . (22)

In a region of periodically varying boundaries, #, and therefore also A, will be periodic
quantities, with one period corresponding to the length of the calculation domain [5]. This
energy equation has two unknowns: 6 and A. A second equation is therefore needed, this

coming from the definition of 7,

¥z Y2
Jrutay=fetuviay . (23)

¥y Y1

To solve for &, then, it is necessary to also solve for A, However, & does not
appear cxplicitly in equation (23). An equation for A(x) is obtained by integrating the non-
dimensional cnergy equation with respect to y. In finite difference form the equation for
A(x) is obtained by summing the columns of grid nodes in the y-direction. The finite
difference solution of the non-dimensional energy equation is found by following the itera-
tion scquence given by Patankar et al. [5]:

1. Initalize the variables: set 6=1.0 and 2=0.0 everywhere.

o

. Solve the finite ditference equation for 8 and let 6/=86.

[turay
. Evaluate Q= ‘—:»'mvw-m and let =080,
[e1u1dy

AJ

(98]

4. Solve the finite difference equation for A.

A

. Check for convergence. If the sum of the residuals is greater than the specitied con-
vergence valuc return to step 2 and continue to iterate.

When the converged solution is found Q will be cqual to one for all x, and equation (23)
will be satistied. The indirect use of the second equation, equation (23), is analogous to the
indirect use of the continuity equation to solve for pressure in the momentum equations.

In a curvilinear coordinate system the method is essentially the same. Now,

however, the periodicity occurs in the ¢-direction, and the equdtion for A is found by
integrating with respect to n (which translates in finite difference form to summing the

columns of grid nodes in the n-direction). We therefore redetine T, and A so that they will
be functions of & only:



9.

(3.n)y-1,
B(v.v)=6(5,ni= j e {24
T AS)-T,
n:
ju‘(g,n)—TWﬂUldn
e (g R ——— (25)
[1utdan
h
o dT () 1
Ay ¥)=A(L)=— = - (26)
& rH0-T,

The energy equation in curvilinear coordinates is wrilten {11]
[“’;‘PU ‘T-pa.g” T;J} =0 27

s - A - . —
where U'=a'-(U/é +Ve,) 1], a' arc the contravariant base vectors (a'=V{*) , and ~g and gV
are the metric coetficients of the curvilinear coordinates [12]. Using the above definitions

of @, T, and 4 the curvilinear form of the energy equation can be re-written as [11]

[VE(pU‘O-‘pagg‘/a;,)]gl:c . (28)
where
=48 [(paeﬁzgl1);.+(pa‘.«1';g’2)€z—p‘\/;b’1} + (29)
dA

+2pa,Ng(e! (95,.+g139;;)+poz‘.8g1 "e (A )
5

This non-dimensional energy equation can be solved using the periodicity of & as a boun-
dary condition on the inlet and exit planes of the computational domain. The solution pro-

cedure follows the sequence given above. Because T, has been redefined here for curvi-
linear grids, however, the parameter Q, which is used during the iteration process to guide
the variables toward the proper solution, must also be redefined. The definition of Q is now

motivited by the following equality, which comes directly from the detinition of 7.

N2 n:
jwun:jewldn. (30)
uh n
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This equality must be satisfied when convergence is achieved. To force this condition to
" hold, then, we define

j LU 1 dn
Q= #f"‘““"““‘“‘ (31)
j 61U ldn
™

in analogy with the earlier Cartesian definition of €, and use the iteration sequence from
Patankar:

1. Initialize the variables: set 6=1.0 and A=0.0 everywhere. The flow field variables
come from the previous solution of the momentum and k4 and ¢ equations.

2. Solve the tinite difference equation for 8. Let 6/=6.
N
f LU ldn
3. Evaluate Q= ,,n"“ —— -~ . Let 6=Q6",
j 61U dn
m

4. Solve the finite difference equation for 4.

. Check for convergence. If the sum of the residuals is greater than the specified con-
vergence value return to step 2 and continue 10 iterate.

n

Q will everywhere equal one when the converged solution is found.

Note that this method assumes periodicity of the non-dimensional temperature
for all regions of the tlow. In reality there will be a developing region where the assump-
tion of periodicity will not be valid. If we look at tubes far enough downstream, however,
this effect will be negligible, especially for configurations which have short thermal
entrance lengths (such as heat transfer in banks of tubes).

In the periodic calculations it is necessary, upon finding a converged solution
for 8, the non-dimensional temperature, to evaluate the actual (dimensional) temperature
distribution at some region within the tube bank. Viscosity can then be taken as a function
of temperature in calculating particle trajectories through the flow.

The method used to evaluate actual temperatures is similar to that given by
Patankar [5]. In the present work, however, the method is modified 10 make use of the cur-
vilinear formulation of the energy equation, with the variables defined above. A solution of
this equation gives values of @ and A everywhere in the computational domain. Integrating

the definition of 4 with respect to § gives the expression for 7(Z):



11 -
THE)y=T,=(TO-T, rexp {jug‘)dg'] ) {32)
(0]

c:=() is the inlet plane of the periodic domain. We specify the local reference temperature
< p p pecity P

T:(0) at this planc as a parameter of the problem. Now T.(£) and 8(Z,n) are known every-
where in the region of interest. The temperature T(x.v)=7(J.m) is obtained from the
definition of a:

Te,)=T(§,m=0(S nUNT(E)-T,)+T, . (33)

For the non-periodic case the dimensional energy equation is used, with boun-
dary conditions given by a specified inlet temperature at the inlet plane and a fully
developed temperature profile at the exit plane. The solution is found by iterating until con-
vergence is achieved. There is no need to calculate A or Q.

Discretization of the equations

Computations are performed in the {—n domain. The curvilincar coordinates in
real (Cartesian v-yv) space are mapped into {-n space where the unit grids have an arca
equal 1o one, and sides of length one {12]. The grid nodes, where the values of all vari-
ables are specified, are located at the intersections of the grid lines (see Figure 4). The cal-
culations arc therefore performed on a non-staggered grid. Boundary values are given al
the boundary grid points which, for the non-staggered grid, lie dircctly on the boundary
lines.

The generalized convection diffusion equation in curvilinear coordinates is writ-
ten [1, 12] for an arbitrary scalar quantity ¢ with the source term b

I}/’;(PU"P—[‘KU@;J] “~b=0 . (34)

Expanding this gives
foal)! [P e L
(Ngpl ¢)gl~(VgFg lP;c);;*(‘Vgrg ¢;2);,+ (35)

— ) 27
+(NgpU0) - (NgTg™ 0,1 i~ (Vg T g0 )=t
Here, as before,

U'=g4'(Ué A+VE,)



and

dimensional calculation domain. For convenience the symbols ¢=¢' and n=¢*, are also
used in the text.

Define
g 121erm=(NgTg"0., +(VgTg? o), (36)
s0 that
(‘V[;pU](p)§;+(“J/:t,:puz¢)g;—(“/:g:rgl1‘?‘;1);|—*(“/:Q_Fg22¢§2)gz=b+g 12term 37

This allows the cross-terms involving ¢'? and ¢' to be treated as source terms.

To discretize this equation we follow the method given by Patankar [4] and
integrate it over a unit control volume (see Figure 4). The discretized form of the equation
requires the evaluation of derivatives at the control volume boundaries. If we assume a
piecewise-linear profile for the variable and use central differencing to evaluate the deriva-
tives we obtain the desired form of the discretized equation. Values of the various parame-
ters, as well as the variables, at the control volume boundaries are obtained [rom the
piecewise-linear profile assumption. The source term b+g 12term is assumed to be constant
throughout the control volume. The discretized form of the equation is [1}:

Appp=ApdptAy dw+AyPoy+AsPs+S, (38)

S +Spop=b+gl2term ,

ap= 5 WepUY)| 5= 5 (2pU") |yt 5 (epUB| =5 (VepUh)| 5, +
s - . 3 -
+(vgTg'h Eb+(~[;1“g”) Wh+(~/§l“g2~) Nb+(~.@r‘g~2) o SP

1
Ag=(gTe'| - WepUh) , .
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- Lo
Aw:WgI"g“) Wb+';'(‘\/‘_g’pUl) Wh

[ )
An=(NeTR™) |y, Nb

| AL
-5 (VepU?)

N

o T2 LI NTE
Ag=(~Nglg™) st 5 (NgpU~)
By continuily, and using the curvilinear relation from Thompson [12] for the divergence, it
can be shown that
ey = [ 1 a 3.
Ng(Va)=(NgpU' ) HNgpUT)a=0. {39)

In finite difference form this expression becomes

o~ i~ I~ i~ ‘
, (NepUh) 55 (NepU") wot 3 (NepU?) w5 (NgpU?| =0 . (40
Therefore,

AP=A5+‘4W+AN+‘AS_—SP . (41)

Define the convection terms by

F=(NupU") (42)
and detine the diffusion terms by

D=(gTg") . (43)
Then the above can be written

AE:D‘,—-;— F,,

1
szDw"f‘ ; Fw N
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Ay=D,——F

n

19 | —

1
A5-DS+§‘FA. s

where

D,=(Vgrg")

D,=(NgIg')

o
D,=(Ngl'g™)

D= (WeTe™)

Eb >

Wh ?

Np

Sk ?

F,=(NgpU"

Fo=(NgpU

F.o=(gpU?)

we

Nb

Fe= et

Now we redetine the A coefficients using the hybrid scheme. This scheme prevents diver-
gence of the code by modifying the finite differencing method. In the derivation above it is
assumed that the value of ¢ at a control volume boundary is given by the weighted average
of the values of ¢ at the two grid points adjacent to the control volume boundary. At high
Reynolds numbers, however, this assumption is not valid; the values of ¢ at the control
volume boundary will be very near to the values of ¢ at the grid point just upwind of this
boundary. The upwind scheme uses these upwind grid point values at the control volume
boundary and dispenses with the averaging. In the hybrid scheme the finite differencing
method is varied according to the relative magnitude of convective and diffusive effects.
When the convective terms, £, are larger than twice the diffusive terms, 2D, the upwind
scheme is usced. If the ditfusive cffects are larger, or it convection and diffusion are on the
same order of magnitude (F<2D), then the finite differencing method is as given above: the
value of ¢ at the control volume boundary is taken (o be the weighted average of the values
of ¢ at the grid nodes adjacent to the control volume boundary. The hybrid scheme is
implemented by adjusting the A coefficients as follows:

F, F,
Ag=max | (- 1.D |50, (44)
£ol F, <
Aw=max f | == Dy o5 (45)




F, | ] £,
Ay=max || - Dl - 5 (46)

— / -

F, F,
As=max > D, e (47)
Ap=Ap+Ay tAy+Ag—Sp+max((F,—F+F,~F,)0) . (48}

The only term which remains to be specified is the source terin b+g12term.
Integrating over the unit control volume (which leaves the source terms unchanged for the
case of the assumed stepwise profile) and then using central differencing to evaluate the

derivatives gives the result tor ¢ 12rerm:

w Oaw—sw )jl + (49)

| I 4 e 12
eV 2ierm= 3 [(N’g e b(cp_w-g~¢_g£)~(*/i:1 "

4\1(‘?;\«'[5”"17;\/%')"(‘\’Jé'rfs'll)’ S(PsE—Osw "}

1 [ I Ri]
+ (vel e "
1 L

The discretized form of the source term & depeads on the continuous form of H. We are
principally concerned with three cases: 1. the momentum equations, in which b is related
to the pressure gradient; 2. the £ and ¢ equations for turbulent kinetic energy and dissipa-
tion of turbulent kinetic cnergy, in which b comes from the gencration and loss of turbulent
energy and dissipation of turbulent energy (10]: and 3. the energy equation, in which 5
results from the non-dimensionalization of the periodic form of the encrgy equation.

Consider first the U-momentum equation. In Cartesian coordinates the equation
to be solved is

(U'pU—-p U ) +P =B, (30)
where
p=—Bx'+P . (51

p(x.y) is the total pressure, which is equal to the periodic pressure P(xv,y) plus a pressure-
drop term -Bx'. The pressure-drop coefficient B is specified as an input to the problem.
The flow rate in a periodic calculation is determined by the magnitude of g. For the non-
periodic case g=0. The V-momentum equation is similar, but does not contain the g-term:
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(UpV = V) 4P =0 . (52)

In curvilinear coordinates these momentum equations become, respectively,

[Ne(pU' U~/u(g"/U;,)]g,+(y,;‘f’)gl—(_vgxP)gF“/gﬁ , (53)
and
(N (pU Vit g Vel o= (P ) (g P ) =0 (54)

For the I/-momentum equation the source term is
b=vyp P P 55
= )‘a’l _(_\gl );l+(};' )gl ) (33}
and for the V' -momentum equation the source term is
b:(.\'gzp);v‘(,\';lp);: . (36)
ar ar . . . . . - N .
The =~ and ---- terms in curvlinear form come from the expressions for derivatives given

X dJy
by Thompson [12]. For a general variable ¢:

oot (2] (2] | [Wore) o (i) ).
oo b][2) (0] J- g (Rl o))

The last equality in both equations comes from the relations

b 9x 98 L ox_dn_ o
Ng on oy Jg 95 Ay

Applying central differencing in the {-n space to the terms of the equations for 2"? and
ax

do

— gives
dy g
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Jdx Tay £ # N s

; |,, 2vg | p
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= - [az]ﬁg JON—aNg | ostaliNg| op-al/Ng ,w}

v, 24p . ! S E W

This gives the discretized form of the source term for the ¢/-momentum equation.

. l IR Vi ZII IOV
/):‘yqﬁ—1 (d 'Nyg) EI’E—(a Ng)| Pt aTiNg) NPN“W— Ng) SP5 .
For the V -momentum equation,

1 - > 5,
h== {(a”*/;)lﬁ-l’g—(ulf~le) WPw*r(a‘“/;) NPN~(11“’W)I_,.P5} :

2

Sp=0 for the momentum equations, S0 S,=b+g 1 2term.

(59)

(60)

(61)

The convection-diffusion equations for turbulent kinetic energy & and dissipa-

tion of turbulent kinetic energy ¢ are given in curvilinear form as [1)
{«/g(pU‘k-pa(g"kg,)] g.'“““/«;'G +NgCppe=0,

and

"

f’—' ] o /r— - 8 ’l_ - ?l
NelpUte—pa.gVe,,) C,—~gc, kG+~g(.3p P =0,

The source term for the k-equation is then
—
b:w@G—w’gCups .

For the e-equation the source term is

b=AgC, fG-—«/}Clp% .

-

. . . k .
From the relation given earlier, v,=C, ——, these become, respectively,
£

(64)

(65)

(66)
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Aﬁ— ~ P kz
b=NgG-NgCrCpup o (67)
and
b:@CIG{““‘{;CzP'i; : (63)

t
Discretizing as before gives, simply,

-

k.-
b:@lpclp—@pcﬁcﬂpﬁf , (69)
t P

-

bZJ:;lpC]GIP’f —‘\GIPC‘lP (70)

€p
4 kP

G is the generation of turbulent kinetic energy. In cartesian coordinates this is

i )’ L (av) (v vy
‘PV“{?‘(a.‘-)*2[9,»-}*(3}'*%” . (7ThH

G is evaluated at the grid point P, so in discretized form we have to evaluate:

2 PYs, 2
+| = : (72)

To this end, the derivatives of the velocities are evaluated from the derivative expressions
from Thompson given above.
From the expressions for the source terms b we see that S, and Sp for the & and

., U

4+ —
a.\'j C)Ul

G=pv,
J

U

Jx

v

- IV
Gp=pv,lp|2 °[L)~‘~ -
ox

= ay

P P

£ equations, respectively, are

S

P

=J§lpGp+g12term ) (73)

L ke
Sp=-Ng1pCoCup i (74)
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la A
Su=NgpCiCGlp IP ty12term | (75)
¢ vilp
' L &P
Sp=—aglpCop— . (76)
€ kP

Finally we must consider the energy equation. In Cartesian coordinates the
non-dimensional energy equation is

(U'pb—pa,8,.).=0 . (77

o is the source term which results from non-dimensionalizing the periodic energy equation.
In curvilinear coordinates,

[Ne(pU*0-par,g”8, ) =0=b | (78)

where

b=c=18 [(pay‘w';g' ’ ):.+(p(¥.‘,~‘f§g1:)<;~p~’;[/' ‘] + (79)

R , dA.
+2)xpae~’/;(g”9;,+g'-9§;)+pa‘,6g"s’;(}xw%g) .

For the computations we let A2=2414,~A} where 1 is the current value of A (to be solved
for) while A, is the value of A from the last iteration. This keeps the finite difference equa-

tion for A linear in A (no A* term):

a:x{e [(pae@g”);.+(pae~’§g‘2);z—p~’;b"} }+ (80)
-kk{ZpatJ;(gl1Gg.+g‘29§;)-+~2}tl,pae8g”'J;g;) +

dr ~
t pa, 8¢ 'Ng-ilpa,6g''Ne |

Using the stepwise profile assumption for this source term, with central differencing to
evaluate the derivative of A, gives
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b=0QAp+PAy+RAL+S | (81)

where

A

Q=6p {% [(pa.z*/—.s.:g”)‘ E-(pacﬂg”)' W] + ; [(pae gg‘z)’ N-(pm@g’z)’ J ~pAg [(a“u)l p+(aiv)

i 1
+2PacJ§ [g”?(QE”QW)“*’SQ;(QN_GS)} +2P‘1elo“/—§g”9f )

1
R=7 paeg 6y

P=-R=- pae‘\/gg”‘)l’ »

W=

S=-peri e Vg .

Here we have used the metric factors @' and o'/ defined by Schuh [1] as

-
1

a =a1'e;+a’je;. ,
with the definition of U! [1}],

hard . .
U'l=a' -(Ue;+-Ve;,):a“ U+a'v .

For the non-dimensional cnergy equation, then,

S,=QAp+Phig+RAg+g12term (82)
and
S
=2 3
Sr p A (83)

The cquation for A, which is solved together with 6, comes from summing the
equation for 8 over all j nodes (summing in the n direction). The equation for 8 can be



written
ApBp=AL 0, +Ay Oy +tANOy +A;05+g 1 2term+QAp+ PAy+RAL (84)
or for the entire field of points
AP‘_JGPWZAE‘JG,H.j+AWL!8_1_/-+AN,J6,J+1+ASN]9,./_1+g 2eerm; ;+Q, A+P A +R AL . (85)

Now summing over j gives

- [ZQl/) A:::Z (”‘AP,_}91,j+AEl_161+l‘/+AW,‘191~1,/+AN,491,_/+1+A};A_J91./—]) + (8())
/ J

+2g eerm, + (ZR,_}) At (ZP‘J) Aoy
i J

I

Define
A=- (EQU) ,
7
B, = (ZR,_,) ,
Wi
(j/: (ZPI/) = Bl >
J
D,:z‘g’ term, ;+
!
+ 3 [~ap, 0+ A, O A B PN, 0t )
J
so that

A1A1381A|+]+C1’11—1+D1 . (87)

This is the finite difference equation for i, which is solved together with the un-summed
energy equation for 8.
For the non-periodic dimensional energy equation in curvlinear coordinates,
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[VE(PU'T*P%’”T;I)] 0, (8%)

=
the source termm b is zero. Then

S.=g2term , (89)
and

SPSO . (90)

Implementation of the boundary conditions.

There are four types of boundary conditions around the calculation domain, as
shown in Figure 2. These are:

L. the tube surface, where the variables are held at specified valucs,

Jo
2. the 1op and bottom symmelry planes where %i— =0 and V=0,
ay

3. the fully developed exit plane (for the non-periodic case) where 2;33{220’ and
oxT

4. the periodic case in which the values of the variables at the inlet planes are matched
1o (set equal to) the values at the exit plane.

At the inlet planc of the non-periodic flow region the values of the variables are specified as
parameters of the problem. The non-periodic inlet plane grid nodes are therefore not part of
the solution domain. All boundary values are given at the boundary grid points, which lie
directly on the boundary lines for the non-staggered grid.

At boundaries where the variables are fixed at specified values, the A
coefficients for the boundary points are modified, and the variables are set to the required
values. For a boundary grid node the finite difference equation of a general variable ¢ at
the point is

Aptp=Apdp+Ay oy +Ay N +As 5 +S, . o1

For a bottom boundary such as the tube surface Ag is zero. Likewise, for a top boundary
Ay is zero. This is an equation which will be solved for ¢p. We require, however, to fix ¢,
to a particular specified value ¢p, . This is done by setting the variable, coefficients, and
source terms as follows:

OP=Pp, i, (92)



Sp=—00 (93)

S,=o00p . (94)

ity

Here we have used the terms Sp and S, which are components of the total source term:
b+g 12term=S,+Sp¢p . (95)

Sp is the source term with linear dependence on ¢p. Sp can be absorbed into the A,
coefficient to give [4}):

Ap=Ap+Ay+Ay+A, -Sp . (96)

S, is the source term without linear dependence on op. In practice, oo is a very large

number. The CLEW-T codes use co=10.

Symmetry is imposed at the top and bottom boundary planes by moditying the
Ay and Ag coctlicients. At a symmetry plane the node above a boundary node will have the
same values of the variables as the node below the boundary node, i.e. oy=05. Likewise, the
convection and diffusion coefticients for the up and down directions will have equal values
al a symmetry boundary node, i.e. Ay=A;. For a top symmetry boundary node, then. the
finite ditlerence equation reads

Appp=ApOp+ Ay ow+ AN Nt A +S, = A 0p+ Ay 0w +2A595+S,, (97

while for a bottom symmetry boundary node the finite difference equation is

ApPp=Apop+Ay Ow+ANONTASOs+S, =ArOp+ Ay ow +2AxOn+S, (98)

We therefore modify the A coefficients at the symmetry boundaries as follows: for a top
symimetry boundary

AN:O (99)

As=2Ag , (100)
and for a bottom symmetry boundary,

As=0 (101)
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To accomodate the implementation of the inlet and exit boundary conditions the
grids are generated so that they will be lefi-right symmetric about the center of the calcula-
tion domain and Cartesian for the last three columns of grid nodes. The grid is N+1
columns long, but the finite difference equations are only solved in the region from /=2 to
i=N. The i=1 and i=~N+1 columns of grid nodes are used to set the inlet and exit boundary
conditions. Note that although the inlet and exit plane are not solved for by the tri-diagonal
matrix algorithm, their values do affect the values of the variables at the adjacent grid
columns through the Ag and Ay coefficients at =2 and i=N.

For the non-periodic calculations the inlet variables at i=1 are imposed as
parameters of the problem. The fully developed exit condition is imposed by copying the
values of the variables in the 7+~ column into the i=N+1 column. For the periodic calcula-
tions the periodic boundary condition is imposed by setting the variable values in the first
two columns of nodes equal to the variable values in the last two columns of nodes. This is
done by copying the i=2 column values into the ;=N+1 variables, and copying the i=N
values into the /=1 variables. In addition, the cyclic tri-diagonal matrix algorithm is used o
solve the matrix of finite difference equations from ;=2 to /=N during periodic calculations.

For the matching of the £ and ¢ valueg at y*=350 the method of modifying the A
coefticients is the same as that for setting the boundary values at the tube surface. For the
k and ¢ equations, however, the boundary condition is at v*=50, not at the tube surface.
The values to be specified as boundary conditions come from the Prandt-Taylor mixing
length model with the Van Driest relation for mixing length, as discussed earlicr. The
matching equations arc

e=tE (103)
1
(o
and
3
e=’P* (104)
where

fav, av) (au) (av)
Pm[ By+ax) +2{E)x] +[ay]}

At grid nodes where y*<50 the £ and e variables are kept at these values. The nodes just

below y*=50 become the boundary nodes for the k and e equations. The nodcs further

. ]
below the y*=50 line are nol used. -j{-{
ay

are evaluated from the discretized

P



form of the curvilinear derivative expressions as discussed earlier in connection with the
discretization of the source terms for the momentum equations.

Heat transfer results

Most of the turbulent flow calculations have been performed for the case of a
tube in a tube bank. Fortunately, for this case the difficult problem of predicting the poimt
of transition to turbulence ceases to exist. At Reynolds numbers of 40, vortex shedding in
the wake of a cylinder begins. At about Re=150 the shed vortices begin a transition to a
turbulent state, and for Reynolds numbers greater than 300 the shed vortices are fully tur-
bulent [3]. At still higher Reynolds numbers (on the order of 1000) the wake region ig

fully turbulent immediately behind the cylinder {13]. At Reynolds numbers above 107 the
boundary layer on the cylinder becomes turbulent before separation [14]. The flow in a
bank of tubes will therefore be in a turbulent state for Reyolds numbers greater than about
1000. Tubes away from the entrance to the bank will see a state of fully developed tur-
bulence, so that it is not necessary to attempt to calculate a point of turbulent transition on
such downstream tubes. The calculations performed here assume fully developed turbulent
flow at the inlet to the calculation domain. It is worth noting that most practical applica-
tions involve banks of tubes rather than single tubes or pairs of tubes, so that the conditions
simulated here have very practical applications and implications.

Notwithstanding, one turbulent calculation was performed for a tube not in a
bank. This calculation was for an approaching turbulent flow at a Reynolds number based
on tube diameter ot 100,000. The single tube Re=100000 case was run as part of the code
verification procedure. for comparison 10 experimental values of Nusselt number obtained
for this configuration.

Plots of the flow fields tor a single tube, in-line pairs of tubes and a tube in a
bank have been given in Schuh [1]. Heat transfer results for single tubes are presented here
on plots of Nusselt number (Nu) versus increasing angle from the stagnation point on the

. . N1 o
tube (8). For tubes in banks the results are given as ;Vfl, where Nu is the mean Nusselt
u

number over the tube. This is the way the experimental results for tubes in banks are
presented in the literature [15]). This method of presenting the results also overcomes any
ambiguities in the definition of Nusselt number. Specifically, the Nusselt number is defined

hD . o~ . . .
as Nu= It where # is the heat transfer coefficient which satisfies the relation ¢g=hAT. In a

tube bank it i1s not clear what temperature difference the AT should refer to. If it is defined
as AT=T,.—T,. then the appropriate definition of a bulk temperature in this complex, re-
circulating flow is unclear. If, on the other hand, it is defined as AT=T,,,,—~T,., then (for
the constant tube wall temperature case) the heat transfer coefficient 4 will not be the same
for tubes ncarer the front of the bank as it will be for tubes further from the front. To over-
come this difficulty ail experimental and numerical results for tubes in banks are presented

as For single tubes the absolute Nusselt number is given, where the Nusselt number is

Nu
. hD . . . .
detined as Nu:—-z-k~—, with D representing the diameter of the tube. Isotherms are also shown

for both the single tube and the tube bank configurations.
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Laminar calculations were performed during the development of the calculation
procedures and codes for comparison to the experimental results of others. These checks
were performed to assure that the method of solving for temperatures and heat transter is
valid and accurate. Turbulence models were then introduced for higher Reynolds number
flows. Schweitzer [12] gives a more detailed discussion of the laminar results.

The laminar heat transfer from a single tube at Re=120 was calculated for a flow
of air entering with a free strcam temperature of 320 K. The tube wall temperature was
fixed at 300 K. The streamlines and isotherms from this calculation are shown in Figure 5.
Figure 6 shows a comparison of Nusselt numbers from the calculated results with the exper-
imental results ot Eckert [16]. The plots show Nusselt number as a function of angle from
the stagnation point at the front of the tube. The calculations compare extremely well for
all points on the tube except for the very front and rear. The deviation from a smooth
curve (and from the experimental results) al these points is due to the extreme distortion of
the curvilinear grid at these corners. The distorted grid introduces convergence difficulties
and errors in interpolating values and evaluating derivatives. Errors in the Nusselt number
plots can be seen on all of the calculated results at the front and rear of the tubes, although
the relative magnitude of this error varies considerabley. Sometimes the result is over-
prediction of heat transfer at the stagnation points (as in the Re=120 case), while at other
times the result is under-prediction of heat transfer at these points (as in the Re=10° case).

The case of a tube bank in a laminar flow of air at Re=450 was calculated also.
In this tube bank the ratio of distance between tube centers to tube radius is given by
L

. N - . . .
»5:1.5. The normalized Nusselt numbers (ﬁff-) for this flow are shown in Figure 7,
L

together with the experimental results from Zhukauskus [15], and the calculated results
from Wung and Chen [17, 18]. The figures compare well qualitatively, but the curves do
show some differences. The largest discrepancies occur near the front and rear of the tube,
where the oscillating vortex shedding of a real flow would be expected to give higher heat
transfer rates. This may account for the under-prediction of heat transfer by calculation.

. . N
The resulting lower mean Nusselt number raises the peaks of the curve of ﬁii $0 that the
u

curve maintains the correct shape, but becomes higher and lower in magnitude at its
extremes. The calculation by Wung and Chen, which is also based on a steady-flow model,
suffers from the same problem. It is interesting then to note that the magnitudes of the
present calculations are very close to those of the calculation by Wung and Chen.

Figure 8 shows a plot of the Nusselt numbers for a single tube in a turbulent
free stream of air at a Reynolds number of 100,000. The calculations can be compared with
the empirical data from Achenbach [14]. The data from Achenbach is for an approaching
laminar flow, while the calculated results are for an approaching turbulent flow. Taking the
minimum Nusselt number point as the point at which separation occurs, the calculation
shows separation at about 100 degrees from the stagnation point, while the data from
Achenbach shows separation at about 85 degrees. The greater momentum of the turbulent
boundary layer in the calculations delays the separation point 15 degrees. In addition, the
levels of turbulence in the calculations and the experiments are not the same, and the values
of the Nusselt numbers are therefore different. This difficulty is compounded by the fact
that Achenbach fails to define the heat transfer coeffiecient used in the definition of the
Nusselt number. It is therefore not possible to compare the experimental and calculated
results exactly. The significance is that the shapes of the curves compare well, although the
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distortion of the curvilinear grid at the front and rear of the tube affects the calculated
Nusselt numbers, causing under-prediction of heat transfer at the front and rear stagnation
points. Given these shortcomings, however, it is worth noting that the calculations do give
qualitatively reasonable results in terms of the general shapes of the plots. Perfect quantita-
tive comparison cannot be expected in such a high Reynolds number regime, where levels
of turbulence in cxperiments are not well controlled, and are not reported with the experi-
mental results.

Figure 9 shows the calculated isotherms for a Re=140,000 flow in a tube bank

with an aspect ratio of b =2.0. Figure 10 gives particle trajectories for this tlow.

Particle trajectories

Particle trajectories are calculated with the procedure developed by Schuh and
Schuler {2]. Their method was modified by the addition of a temperature-varying viscosity
for the carrier fluid, air, and an interpolation procedure for evaluating the temperatures of
points not on the grid nodes. For isothermal calculations the viscosity is lixed at the value
it would have for some intermediate temperature. If, for exampie, the highest temperature
in a calculation were 515 K, with the lowest temperature being, say, 400 K, then the
viscosity would be held at the value of viscosity for air at, say, 500 K. Flux and erosion
calculations were not performed for tubes in banks because of the arbitrary nature of the
imposed particle release points.

Particle trajectories for the Re=140,000 tube bank flow of Figure 9 are shown in
Figure 10. Here, the dashed trajectory shows the calculated particle path for a particle in the
non-isothermal flow, to be compared with the solid trajectory which shows the particle path
for the same particle in an isothermal flow. The configuration is an in-line tube bank, with
a tube spacing to tube diameter ratio of two. The effect of temperature-varying viscosity in
the non-isothermal flow is small but apparent. The cooler air near the tube surface, with its
fower viscosity, is not quite as effective as the isothermal flow at deflecting the particle
from its path. The result is that the particles in a non-isothermal flow are not cntrained in
the bulk flow between the cylinders as quickly as are the particles in the non-isothermal
flow.
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Summary

Solid particle deposition on one and two in-line tubes has been mea-
sured. Experiments were conducted in a vertical duct containing the tube(s)
oriented perpendicular to the mean flow. Dilute particle concentrations
corresponding to 40 or 97 um glass beads, at mass loading ratios less than
0.007, were investigated. Air approaching the tube(s) at 18.5 m s™! and 1.4%
turbulence intensity was used as the carrier fluid. Various differences
observed in the circumferential depositions for the two bead sizes are attrib-
uted to the fivefold difference between their respective inertia numbers. In
the case of two in-line tubes, the wake of the first substantially alters the
deposition characteristics of the second. Some photographic evidence of this
effect was obtained.

1. Introduction

The erosion of material by solid particle impact is a serious problem in
chemical plants, coal combustion equipment and heat exchangers when
operated in contaminated environments. Of special interest here is the study
of dilute particle suspensions flowing normal to a tube bank. Such flows
exist in the convective zone (or free-board) of a fluidized bed combustor and
in primary superheaters, reheaters and economizers of coal-fired boilers.
These systems present complex erosion problems of great practical conse-
quence and considerable fundamental interest.

In contrast to the relatively large number of experimental and compu-
tational investigations conducted to clarify the single-phase flow and heat
transfer characteristics of tube bank configurations, little work of compar-

*QOn leave of absence as Harrison Professor of Mechanical Engineering, University of
Liverpool, U.K.

0043-1648/88/83.50 © Elsevier Sequoia/Printed in The Netherlands
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able extent has been done to improve the understanding of the correspond-
ing particle impact erosion problems.  While interesting in their own right,
numerical studies of particles impacting single tubes, such as have been
performed by Tilley [1], Healy [2], Laitone [3], and Vittal and Tabakoff
[4], are of limited value for rendering predictable the erosion of tubes in
tube banks. Similarly, the experimental data available, particularly those
pertaining to particle motion in turbulent flow, are of limited use for ad-
vancing fundamental insight of important basic mechanisms. This is because
in attempting to simulate systems of practical (industrial) interest, various
factors such as temperature, particle size and concentration, material proper-
ties and fluid flow conditions (especially turbulence, unknowingly) are
frequently varied simultaneously. Thus often the experimental task is
reduced to simply obtaining a correlation for erosion, in terms of the inde-
pendent variables, that is highly specific to the system under investigation.
See, for example, Tsai et al. [5], Bauver et al. [6], Gilmour et al. [7] and
the various references therein.

The measurement of erosion, particularly as a quantity for guiding and
testing numerical model developments for predicting particle trajectories in
two-phase flows, is not as fundamental a measurement as particle deposition.
In the erosion process, the properties of the materials involved, the topo-
graphy of the surface being eroded and the particle shape, and interactions
between approaching and rebounding particles affect the erosion measurand
(mass or volume of material removed, depth of penetration etc.). To deduce
from erosion measurements the characteristics of particle flow is extremely
difficult.

By constrast, regardless of how erosion takes place or the particle-
surface mechanisms that control i, the particles must first arrive at the sur-
face. Therefore particle deposition on the surface, a quantity considerably
easier to predict (and to measure), is the preferred measurand in this study.

To our knowledge, an in-depth study of particle-laden erosive flows in
tube banks has not yet been performed. This is not surprising given the
complexity of the problem. It is the purpose of this work to overcome partly
the knowledge gap by performing an experimental investigation of a simpler
flow configuration using a very simple measurement technique.

In the experiment, attention is focused on the flow of air at high speeds
through a vertical duct with two in-line tubes of discretely variable spacing
aligned normal to the flow. (The single-tube configuration is also docu-
mented as a reference standard.) The air carries a dilute concentration of
glass beads of mass loading I' < 7 X 1072 and of mean (gaussian distributed)
diameter of either d, = 97 um or d, = 40 um. (Here I" equals mass particles/
mass air.) The speed and turbulence intensity of the air approaching the
tubes have been held constant at 18.5 ms™! and 1.4% respectively, for the
data provided here. (The turbulence intensity is defined in Section 4.)
Experiments at 5% turbulence level were also performed but the results
obtained were not considered reliable enough to be included in this work. In
addition to the particle deposition measurements, flow visualization experi-
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ments were also performed using an argon ion laser light sheet to illuminate
the glass beads.

2. Experimental apparatus

A schematic of the experimental apparatus is provided in Fig. 1. Air at
high speed is drawn from a stagnation chamber into a vertical duct of square
cross-section (hydraulic diameter D =10 cm) by a continuously variable
speed, axial flow, Lansom blower. Measurements of the air velocity through
the duct are obtained with a static pressure pitot tube connected to an oil
manometer. The air speed used in the experiments was 18.5 m s™!, although
higher speeds could be achieved. The blower was sound proofed for ease of
operation.

A four-to-one contraction at the duct inlet is followed by two fixed
screens of discretely variable spacing used to generate the turbulent air flow
condition. The screen characteristics are as follows: width of grid element, b
= 3.175 mm; distance between grid element centres, M = 6.845 mm. Two in-
line tubes of diameter d = 2.42 cm are located downstream of the screens in
the vertical duct. The spacing between the tubes is discretely variable and the
first, upstream tube, is placed at x = 8.8D duct diameters downstream from
the last screen. The axes of the tubes are aligned normal to the main flow (as
well as to two facing side walls) and contained in the duct centre.

Particles of either diameter d, = 97 um or d, = 40 um (approximately)
are introduced into the duct flow by gravity feed from a hopper whose mass
flow vs. time has been previously calibrated. The flow of particles is control-
led by the size of the orifice through which they pass. The particles fall onto
two successive orbitally vibrating screens (isolated from the vertical test

Particle Hopper
E;, vibrating Screen

%ﬂr/Sfcgnuflon Chamber

Particle laden
Gas Flow

Additional
Blower Inlet Filtering Umt Converging Inlet
Man:fold /
Air Bleed £ 4~ Diffuser
Pu— _.— Flow Test Section
i
Vent to
Afn%?osphere | . «— Particle Filter Box
Cyclone
j Particle

Separator
Blower ~ Motor

T ===} e— Vibration Mounts

Fig. 1. Schematic of experimental apparatus and flow test section.
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section) which. distribute them evenly over the duct cross-section. A filter
box downstream of the duct test section removes most of the particles from
the flow. A cyclone separator removes those particles that have been
comminuted and have escaped the screens in the filter box. Additional filters
at the end of the diffuser connected to the blower ensure that very small
particles that might damage the blower are removed. The filtered air from
the blower is exhausted to the atmosphere.

3. Measurement procedure

Of the two tubes placed in the test section, one is constructed from
steel and is perfectly circular while the other is machined from aluminium.
The cross-section of the latter is shown in Fig. 2 where it is seen that 36
shallow grooves of triangular cross-section are evenly distributed around the
periphery of the tube. Crisco shortening (hydrogenated palm and soya oil)
is carefully packed into the grooves and serves to trap any particles that
strike a groove cross-section. After an experimental run, the Crisco~particle
mixture is carefully removed from a groove and placed on a pre-weighed
screen. The Crisco is then melted using a heat' lamp and removed by carefully
washing with a warm mixture of isomer hexanes (C4H,s). The mass of
particles remaining after washing is dried and then weighed on a Mettler
balance to within 4 X 107° g. In this way, the circumferential distribution
of particles deposited in the grooves around the aluminium tube during an
experiment can be determined. Although laborious, the procedure is simple,
accurate and inexpensive.

Fig. 2. Side and end views of machined aluminium tube with triangular grooves for
capturing particles. ’

The tubes are positioned at their respective locations by insertion
through snug-fitting holes in two facing walls of the test section. By aligning
two marks, one on a tube and one on a wall, the relative orientation is main-
tained between a tube and the flow. For experiments involving a single tube,
the aluminium tube was always used. For experiments involving two tubes,
the aluminium tube was always the second (downstream) tube. The walls of
the vertical duct are constructed from thick transparent Plexiglass, 9.5 mm
thick, for ease of optical access.
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4. Experimental results

The measured results are shown in Figs. 3 - 6, The experimental condi-
tions are given in the figure captions. The quantity

_ 100
= 24172 —
B (u ) : Us g W

is the per cent streamwise turbulence intensity based on the bulk average
velocity Uy through the duct; Re,; (=dUyg/v) is the Reynolds number of the
flow based on the tube diameter d and Rep (=DU,/v) is the Reynolds
number of the flow based on the duct diameter D. The quantity v is the
fluid (air) kinematic viscosity taken at 25 °C.

In egn. (1), (©2)¥? is the r.m.s. of the air flow velocity fluctuations.
This can be determined from a knowledge of the grid characteristics and the
bulk average velocity as explained in Nandascher et al. [8].

The curves in Fig. 3 represent the.total particle mass captured by a
single tube as a function of the particle mass injected into the duct. This
shows that by the time 10 g of particles (97 um in diameter) have been
injected into the duct, for the experimental conditions investigated, a “‘sur-
face saturation condition has occurred with the tube having captured about
0.57 g of particles at this time. These data suggest that after one or two
layers of particles are embedded in the grooves, further embedding is
inhibited, presumably by rebounding of the particles from encrusted portions
of the tube surface. The figure also suggests that particles, 40 um in diameter,
saturate the surface of the tube faster than the larger particles, 97 um in

u

U 4,971

05

Total mass coilected {Grams)

0TI TR % s 1 -180 ) o 90 180

Mass of particles injected {Grams)

Fig. 3. Total particle mass collected on a single tube as a function of the mass of particles

injected into duct. Relevant conditions are: x/D =8.8; Rez = 28 500; Rep =117 000;
U=14%;Ug=1849ms!; T =681 x1073,

Fig. 4. Circumferential distribution of normalized particle deposition on the surface of a
single tube. Conditions are as specified in Fig. 3. Total mass collected: ®, 0.5318 g (97
Um); ® 0.1464 g (40 um).
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Fig. 5. Circumferential distribution of normalized particle deposition on the surface of the
second of two in-line tubes spaced 5d apart. Conditions are as specified in Fig. 3. Total
mass collected, 0.1125 g.

Fig. 6. View of particle flow past two solid smooth cylinders (black disks) spaced 5d
apart. Flow is from top to bottom. The centre black disk is a plug. dp = 97 um. Condi-
tions are as specified in Fig. 3.

diameter. This is fo be expected because it can be shown that the smaller
particles (40 um in diameter) have more than twice the coverage area of the
larger particles (97 pm diameter) for equal mass fluxes. The conclusion is
that particle deposition measurements using this technique must be limited
to low values of the total particle phase mass to avoid a bias in the periph-
eral distribution of the deposition measurement. The maximum run time
that avoids the surface saturation condition must be determined experi-
mentally as a function of the flow and configuration conditions. The total
injected particle phase mass is a function of the size of the particles used.
Figure 4 shows the circumferential distribution of particle deposition,
7, to a single tube normalized by the particle deposition measured at § = 07,
Yo, on the tube. These data are especially interesting for three reasons: (1)
for both particle sizes they show a maximum deposition at 0° (correspond-
ing to the stagnation point on the tube); however, a projected area (or
cosine) fall-off between 0° and 90° is only shown by the larger, more
inertial, particles; (2) they show a small, but measurable number of particles
impacting the tube past the +90° locations; (3) they show that the larger
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particles (97 um diameter) are more likely to impact the tube than the
smaller particles (40 um diameter). The third result is to be expected because
of the large particle inertia number, A, for the 97 ym particles; Ag;/Ay0 =
5.88. The particle inertia number is defined as

_ Pt Ua @
18: D

where p, is the particle density, u the air viscosity and the remaining vari-

ables are as defined above.

The first of the above three points illustrates the fact that the small
particles deviate from the trajectories of the larger, more inertial, particles
and should not be expected to display the same cosine dependence. This is
important because the ductile metal erosion of tubes is dependent on
particle impact angle; see Bauver et al. [6]. The second point illustrates the
possibility of particle re-entrainment in the wake region of the tube, where
some particles are redirected towards, and embedded in, the tube’s rear
surface.

Results for the deposition of particles on the second of two in-line
tubes are shown in Fig. 5. The conditions stipulate particles 40 um in dia-
meter and tubes spaced 5d apart from their centres. The protective influence
of the upstream tube was noted in two ways: (a) by a reduction in the total
particle deposition on the second tube relative to the first (not evident from
the plots because of the choice of normalization); (b) by the reduction in
relative deposition to the second tube around the 0° location as a result of
the protective influence of the wake from the first (upstream) tube. The
mass of particles, 40 um in diameter, deposited on the second of two in-
line tubes spaced 2d apart from their centres was too small to be measured
by the present technique.

A typical flow visualization result is shown in Fig. 6. The conditions
stipulate particles 97 um in diameter and solid smooth surface tubes spaced
5d apart from their centres. Three black disks are visible in the photograph.
The centre disk is a plug. The top and bottom disks are the ends of tubes.
The dark bars emanating to the right of the tubes are shadows created by the
laser light sheet. The halo above the upstream tube is formed by particles
rebounding from the tube surface. The extent to which the upstream tube
shields the downstream tube from impacting particles is clear from this long-
term exposure.

The photograph also illustrates why we consider the deposition measure-
ments with the 97 um particles, to the second tube in an in-line tube arrange-
ment, to be inaccurate. Some of the particles striking the upstream tube
rebound from the test section wall and are redirected towards the second
downstream tube. The particles, 40 um in diameter, did not exhibit this behav-
iour. Therefore the results given in Fig. 7 for the deposition of particles on
the second of two in-line tubes spaced 2d and 5d apart using particles, 97 um
in diameter, should be considered with caution.



Fig. 7. Circumferential distribution of normalized particle deposition (dy = 97 um) on the
surface of the second of two in-line tubes spaced as indicated. Conditions are as specified
in Fig. 3. Total mass collected: 0.3555 g (2d); 0.3422 g (5d). Cylinder spacing: ® 2d; &,
5d.
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