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Recently, the needs for developing non-ozone-depleting, no-greenhouse-effect heat pump systems 
and for exploring the potential of new high-temperature superconducting materials have prompted 
a renewed interest in the study of magnetic heat pumps. The new materials can provide the high 
magnetic field that an effective superconducting magnetic heat pump requires, and magnetic heat 
pumps do not use freon for a working fluid. Traditionally, magnetic heat pump concepts have been 
successfully developed and used for refrigeration applications at temperatures near absolute zero 
degree. In these cases, a temperature lift of a few degrees in a cryogenic environment is sufficient 
and can be easily achieved by a simple magnetic heat pump cycle. The working media are usually the 
chemical compounds of gadolinium. To extend magnetic heat pumping to other temperature ranges 
and other types of applications in which the temperature lift is more than just a few degrees requires 
more involved cycle processes dependent upon the thermomagnetic properties of the working media 
and the availability of a high magnetic field. This report documents our efforts to study the 
thermophysics of magnetic heat pumps, including a survey of literature, a study of thermodynamic 
cycles and cycle thermal losses, and an analysis of pulse magnets. The regenerative cycle has been 
identified as the most efficient, with a maximum of 42% loss in coefficient of performance at 260 K 
cooling temperature and a maximum of 15% loss in capacity at 232 K cooling temperature for the 
constant field (magnetic Ericsson) cycle, between 200 K and 320 K, as compared with the ideal 
regenerative cycle with gadolinium as the core material. 





1. INTRODUCITON 

The concept of the magnetic heat pump is based on the principle of magnetocaloric effect 

of magnetic materials, in which entropy, and therefore temperature, changes when a material is 

magnetized or demagnetized. When a soft magnetic material is in its natural (i.e., zero magnetic 

field) state, the magnetic dipoles in the material are in a relatively disordered state; if a magnetic field 

is imposed upon the material, the dipoles align with the field and are transformed into an ordered 

state, and a decrease in entropy (corresponding to an increase in temperature) occurs. Conversely, 

if a magnetic material is suddenly demagnetized by being removed from a magnetic field, an increase 

in entropy and a corresponding decrease in temperature will occur. 

The origin of the concept of magnetic cooling can be traced back more than a half century 

to the 192Os, when Giauque [l] and Debye [Z] independently proposed using the magnetocaloric 

effect of magnetic materials for refrigeration to produce ultra-low temperatures. In 1933, Giauque 

was able to achieve a cooling temperature of 0.5 K down from 3.5 I( by using the magnetocaloric 

effect [3]. His method was to cool a paramagnetic salt to 3.5 K in a magnetic field and then to 

demagnetize it adiabatically to achieve 0 5  K This adiabatic demagnetization method is a one-shot 

or single-step refrigeration process that does not provide continuous cooling. It is still being used in 

low-temperature physics experiments to create temperatures extremely close to absolute zero. 

The possibility of building a heat pump using the magnetocaloric effect was apparently first 

suggested in 1949 by Daunt [4), who combined two isothermal and two adiabatic magnetization and 

demagnetization processes to form a magnetic Carnot heat pump cycle that is capable of providing 

the sustained cooling. However, the laboratory experimentation was not performed until 1975, when 

Brown built and tested a reciprocating magnetic heat pump assembly using gadolinium as the working 

medium [5] . Brown's study of magnetic heat pumps was aimed primarily toward near-room- 

temperature spaceconditioning applications. Since then, many experimental and analytical studies 

have been done on the heat pump concept, and the end-use applications vary from 4 K in the liquid- 

helium temperature range, such as the study of magnetic refrigerators by Barclay 161, to 400 K, such 

as in the production of low-pressure steam for industrial heating by the Idaho National Engineering 

Laboratory [q. 
Like the magnetic properties of materials, the temperature change caused by the 

magnetocaloric effect is highly dependent upon a strong magnetic field. Strong fields created by 

superconducting magnets are often preferred and are probably necessary for many practical 

applications. The complexity and relatively high cost of traditional superconducting magnets (which 
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must be cooled by liquid He) are among the factors that have affected interest in magnetic heat pump 

development. The discovery of high-temperature superconductivity shows promise for achieving not 

only higher magnetic fields than before but also for being a simpler and less costly option (which may 

be cooled by liquid NJ. Continued advancement in new superconducting materials research will 

enhance the viability of magnetic heat pump technology as well. In view of the recent rapid progress 

in the superconductivity area, we have investigated many possible options for magnetic heat pump 

concepts that could utilize the newly discovered materials and technology. A test rig for a 

superconducting magnetic heat pump was assembled using an existing low-temperature 

superconducting magnet. This was an internally supported effort by the ORNL Exploratory Studies 

Program. Noticeable temperature lift was achieved. However, the existing magnet is not designed 

for the pulse-DC mode of operation needed in the test setup. Sustained experimentation of 

regenerative magnetic heat pumping was not fulfilled in the initial internal R&D study. 

This report documents our study, with DOE sponsorship, of the thermophysics of magnetic 

heat pumps, which includes a survey of literature, a study of thermodynamic cycles and cycle thermal 

losses, and an analysis of pulse magnets. The temperature lift that can be achieved by a magnetic 

Carnot cycle is limited by the obtainable strength of the magnetic field. Temperature lifts beyond 

those that can be attained by a magnetic Carnot cycle will have to be done by other cycle processes. 

Three magnetic cycles capable of higher temperature lifts were analyzed. We found that the ideal 

regenerative cycle is the most efficient one studied, and that the performances and capacities of other 

cycles could be increased substantially in certain operating-temperature ranges. Several cycle thermal 

losses (identified in previous studies [6,8] but not analyzed) were examined. Estimated power losses 

of a pulse-magnet design to be used in a mechanically static magnetic heat pump were also 

investigated. 
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2 LITERATURESURVEY 

V. C. Mei 

2 1  SOOPEOFTHEREVIEW 

A Literature search was performed. Communication with people in this field through personal 

contacts provided valuable up-to-date information. 

Earlier work, that done before 1976, mostly invohed the application of the magnetocaloric 

effect in the cryogenics field with temperatures close to absolute zero. It is only recently that 

magnetic heat pumps (MHPs) have been considered for applications with a temperature range from 

20 K to near room temperature [1], such as hydrogen liquefaction, cooling of high-temperature 

superconducting devices, cooling of industrial chemical processes, industrial and domestic 

refrigeration, and air-conditioning. This effort concentrates on publications in this temperature range, 

and thus eliminates most of the publications because magnetic heat pumps are traditionally used in 

the low-temperature cryogenics field. 

The current review is divided into several categories including literature dealing with 

m theories about the MHP, 

m magnetocaloric materials and their properties, 

operating cycles, 

m existing experimental data, and 

m system concepts. 

The cost and availability of some of the commercially available materials used above 273 K 

are discussed in detail in reference [2]. 

MHPs are an application of the :magnetocaloric effect" that some materials have in a 

magnetic field Reference [l] provides a good summary of MHP theories. The magnetic moment 

and its interaction with thermal and mechanical properties are basically adding the term "magnetic 

work" to the internal energy equation [I, 3 4 1 .  The entropy change associated with temperature and 

magnetic field can be considered in three respects: lattice entropy, electronic entropy, and magnetic 

entropy [7-91. 
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Lattice entropy: the entropy associated with the vibration of the molecules, which is also a 

function of temperature. It is complicated to calculate because it involves the application of 

Debye temperature (which is a material property) and Debye function [7-91. 

Electronic entropy: the kinetic entropy of the electrons. It is a function of temperature. 

Magnetic entropy: the entropy change caused by the spin of the molecules when the material 

is magnetized under the magnetic field. It involves the strength of the magnetic field, 

material properties, temperatures, Curie point, and the application of Brillouin function [lo, 
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111. 

To calculate the performance of an MHP system, all three entropy components must be 

considered. Besides, many heat transfer problems are involved in actual MHP systems. Reference 

[3] describes in detail two heat transfer models of a regenerative magnetic refrigerator. With some 

modification, these models can be used to calculate the performance of regenerative MHPs [12]. 

Some of the losses of MKP systems were discussed in reference [13]. 

23 MATERIAISANDPROPERTIES 

Whether a material is suitable for MHP application depends on its "magnetocaloric effect" 

around the Curie point. The following list shows materials that have been used or considered for the 

MHP for the above-mentioned temperature range. 

Material Curie Temperature (K) 

Dysprosium (Dy) 
ErAl, 
HoAl, 
DyAI22 
Thulium (Tm) 
D Y 4  
Ho,Si, 
Erbium (Er) 
Europium (Eu) 
Holmium (No) 
Terbium (Tb) 

17 
22 
42 
51 
55 
70 
76 
83 
88.8 
131 
230 

Reference 
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Materials to be used above 273 K are: 

Material Curie Temperature (K) Reference 

Gd,Si, 
Gadolinium (Gd) 
Gd3A12 

336 
29 1 
282 

Many other materials are available that have Curie points in the temperature range of 

interest. Reference [9] lists some materials that can be used above 300 K. Of those materials, 

however, only Gd has been well studied. Information for others is very rare. There might be other 

material problems. For example, Tb  is an anisotropic material for which the tests are still ongoing 

[24]. Some experimental results indicated that it is possible to control the Curie points of complex 

magnetic materials using the ferromagnetic material series (251. Reference [26j shows the Curie 

points of R-Y (rare earth metal and yttrium) alloys as a function of alloy material composition. 

References [SI and [27-301 show a variety of examples of some pure ferromagnetic rare-earth 

elements and alloys whose Curie points vary from 24 K to near room temperature. Some materials, 

such as chromium and manganese, are considered strategic materials. Use of a large quantity of such 

materials may interfere with government policy [31]. 

The thermophysical properties of some of the just-discussed materials are listed in reference 

[32]. However, we are still searching for information for some of the materials. Nigh et al. measured 

the magnetization and electrical resistivity of gadolinium single crystals [33]. Appendix A provides 

some of the thermophysical properties of gadolinium as an example. References [34-371 provide 

useful information on the material properties and application of complex magnetic materials in the 

temperature range of 20 K to 77 K 

2 4  OPERATINGCYCLES 

Most magnetic heat pumps operated on the Ericsson cycle between two constant magnetic 

fields, or with one constant field and one variable but controlled field 114, 381. Theoretically, an 

Ericsson cycle with perfect regeneration will have the same efficiency as the Carnot cycle, but with 

a much-extended operating temperature range [39]. The Brayton cycle was discussed in references 

f13] and [39]. Other cycles such as the recuperative cycle and the recuperative Brayton cycle were 

also discussed in reference [39]. 
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25 EXPERIMENTAILDATA 

The heat capacities of some of the materials used for MHPs in cryogenic applications have 

been experimentally measured [15-231. For MHP systems near room temperature, information on 

heat capacities is limited. Brown and Papell [40] tested a regenerative MHP with Gd as the core 

material and with an ethanol and water mixture as the regenerative fluid. The system, under no load 

condition, managed to have an 80-K temperature differential between cold and warm ends of the 

fluid after 50 cycles. However, steady-state operation was not achieved. Experimental data on 

magnetic refrigeration for the temperature range of 20-77 K is also limited. One paper reported the 

test of an experimental unit which used a composite of several sintered aluminum compounds of rare- 

earth metal as the working magnetic material [41]. 

26 SYSTEMCONCEPTS 

In the many feasibility studies, several design concepts were discussed [4, 13, 381. Brown 

provided several Gd core design concepts [38]. Kirol et al. discussed in detail a baseline reciprocal 

machine and counterflow rotary M H P  design concept [13]. Hull and Uherka discussed the magnetic 

field switching concept [42], which has the advantage of having the least amount of mechanical 

motion. This design [42] can transfer the magnetic energy from one inductor to another or from one 

inductor to and from the power grid, or a combination of both. 

27 "GENERIC PUBLICATIONS 

Some publications of general interest in this field that do not fit the above description are also 

collected in the references, such as those on the numerical model [43, 441, that on theory for a 

ferromagnetic heat engine with a ferromagnetic wheel [45], that on a bench scale for a rotary 

recuperative magnetic heat pump [MI, that on preparation and fabrication of rare earth magnetic 

materials [47], and that on recent developments in cryogenic coolers EM]. 

28 THE ENTROPY OF GADOLINIUM 

In order to analyze MHP cycles, one needs to know the entropy change produced in a 

magnetic material when it is subjected to changes in external magnetic field and temperature. Solids, 
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particularly metals, consist of many particles that interact with each other appreciably by means of 

ion spins, lattice vibrations, and conduction electron flow. When the system is perturbed by an 

external magnetic field or by temperature, the entropy will be changed accordingly. Among these 

three interactions, the conduction electron flow is the weakest. The lattice vibration interaction can 

be neglected at low temperatures. However, at higher temperatures, the lattice vibrations and 

conduction electron interactions may be very strong. For a magnetic heat pump to be operated near 

room temperature, all three interactions must be considered. Previous work provided a theoretical 

foundation for computing the entropy of gadolinium. 

Since the m n d  law of thermodynamics allows us to write C dT = T dS, the entropy can be 

calculated in terms of heat capacity (C), if heat capacity is known, 

S - S * = I T E  dT . 
T 

In general, heat capacity can be measured experimentally. The heat capacity of Gd from 15 
to 355 K at zero field was measured by Griffe1 et al. [49]. This experimental data was widely used 

to calculate Gd entropy [23]. In this paper, we have theoretically calculated Gd entropy and then 

compared it with the experimental data. 

We begin with the spin interaction by considering a solid consisting of many identical atoms 

arranged in a regular lattice. Each atom has a net electron spin and associated magnetic moment. 

In the presence of an externally applied magnetic field, the interaction of the atoms with this field 

and neighboring atoms will produce the magnetic entropy that is given by the following expression, 

according to Webs’ molecular-field approximation [50], 

where R is the universal gas constant and 3 is the resultant of orbital and spin quantum numbers. 

= Ngp d B J x ) ,  and (2-4) 
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where 

M is the magnetization, 

pB is the Bohr magneton, 

g is the Lande splitting factor, 

N is the number of dipoles, 

H is the external magnetic field, 

K, is a constant called the molecular field constant, 

k is the Boltzmann constant, 

T is temperature. 

B, is called the Brillouin function. For Gd, g=2 and J=7/2. 

The Gd magnetic (spin) entropy is shown in Fig. 2.1 as a function of H and T. The 

normalized magnetization (Mh&) is shown is Fig. 2.1 as well, where Il&=NgpBJ. Fig. 2.1 shows that 

the Gd entropy increases as temperature increases, but decreases as the strength of the magnetic field 

increases. There is also a sharp cusp near the Curie point (291 K) at zero field. If a higher order 

of spin interaction is included in the Weiss theory, this cusp might be smoothed out somewhat, but 

the work is beyond this study. Brown [ll] applied Weiss’ theory to calculate Gd entropy. 

Next, we consider the lattice vibration interaction by using the Debye approximation [51]. 

The lattice heat capacity is given by the following expression. 

where 8 is defined as the Debye temperature, which is 172 K for Gd [3]. The lattice entropy can 

be expressed as follows. 
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Because of the involvement of singularities, the numerical evaluation of Eq. 2-7 becomes 

difficult. However, EQ. 2-7 can be simplified by integration by parts to the form as follows. 

Notice that SM is a function of T only. When T << e,, C, is proportional to (T/e,J3, and 

sL is proportional to (T&J3 as well. Hence, the lattice entropy can be neglected at temperatures 

much lower than the Debye temperature. 

Finally, from Fermi-Dirac statistics theory [XI, we know that the conduction electron heat 

capacity can be expressed as follows. 

CE=yT T<<Tp, (2-9) 

where y is the electronic constant and TF is the Fermi temperature. 

The Fermi temperature of Gd is about 4OOO K The value of y is about 2 . 5 ~ 1 0 ~  cal/mole K 

Here the average value of Lanthanum (2 .38~10~) and the value of Lutetium (2.7~10") for Gd is 

taken [S2]. Consequently, the conduction electron entropy can be expressed a5 follows. 

The total entropy, S, is then given by the sum of S,, S,, and S:, i-e., 

s,= s, + s, + s, 

The calculated Gd total entropy is plotted on Fig. 2.2 for H = 0, 1, 3, 5, and 7. 

(2-10) 

(2-11) 
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3. MAGlWJW3KORIC CYCLE ANALYSIS 
R. W. Murphy 

Based on classical molecular field principles, theoretical models have been developed to 

provide estimates of magnetization, specific heat, and entropy (shown in Section 28 for gadolinium) 

for a magnetocaloric material within relevant temperature and magnetic field ranges. Comparison 

of model predictions with gadolinium zero-field specific heat data taken from the literature showed 

approximate agreement. Review of the resulting entropy tables in the literature indicated a 

calculational error. Correction of this error provided tables which gave near-Curie-pint entropy 

changes that agreed substantially with those provided by the current theoretical model. For applied 

magnetic fields of 1-7 T, model predictions of isentropic temperature rise for gadolinium were found 

to match available data fairly well. 

With the theoretical model "validated" within these limited ranges, it was translated into a 

thermodynamic cycle methodology to allow comparison of four candidate magnetic heat pump 

approaches for situations with established temperature and magnetic field limits. Each employed 

isothermal processes at the low-temperature (heat absorption) and high-temperature (heat rejection) 

extremes. The candidate approaches differed by using constant entropy, constant magnetization, 

"ideal regenerative," or constant field processes to connect the isothermal portions of the cycles. 

The first three candidates give, in principle, "perfect" or Carnot cooling coefficients of 

performance, but different (increasing in order of listing) cooling capacities. For gadolinium 

operating between 0 and 7 T in a heat pump cycle with a heat rejection temperature of 320 K, the 

model predicted a 42% loss in coefficient of performance at 260 K cooling temperature and a 15% 

loss in capacity at 232 K cooling temperature for the constant field cycle as compared to the ideal 

regenerative cycle. Such substantial penalties indicate that the potential irreversibifities from this one 

source may adversely affect the viability of certain proposed MHP concepts if the relevant loss 

mechanisms are not adequately addressed. 

3.1 BASIC CYCLES 

Magnetic field work is one in the long list of types of work that can be combined with changes 

in heat and internal energy to create thermodynamic cycles of practical use, as in heat pumps and 

heat engines. In place of the pressure and volume variables traditionally employed to represent 

boundary work, applied magnetic field and magnetization are the variables of choice. TO emphasize 
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heat interactions we will compare cycles based on the temperature-entropy plots for the working 

material. We start with a brief review of certain cycles in which boundary work is the only form of 

work considered. 

3.1.1 Boundary work cycles 

When work is limited to that on the system boundary, the traditional form of the energy 

equation for the working material is 

r lu=Tds -p&,  (3-1) 

or 

&&!!+E&, 
T T  

(3-2) 

where 

u is internal energy of the working material, 

T its absolute temperature, 

s its entropy, 

p its pressure, 

v its volume. 

If we postulate that v is a function only of p/T, it is clear that d u n  is a function only of T, 

and, therefore, that u is a function only of T. One consequence of this result is that the horizontal 

distance (entropy difference) between any two constant volume lines on T-s coordinates is 

independent of temperature. If, in particular, we let the function be the equation of state of a 

semiperfect gas, that is, 

v = RT/p , (3-3) 

where R is the gas constant, we find in addition that the horizontal distance between any two 

constant pressure lines on T-s coordinates is also independent of temperature. These relationships 

are illustrated in Fig. 3.1. 

Referring to a graphical representation of these relationships on T-s coordinates, let’s look 

at some traditional refrigeration cycles within specified temperature and pressure boundaries. For 

each cycle, the heat rejection is given by 
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the cooling capacity by 

Q c =  Ti A sip 

the work input by 

W =  Qh - O,, 

and the cooling coefficient of performance by 

cop, = QJ w 9 

(3-4) 

(3-5) 

where 

Tb is the high-temperature limit, 

A sh the cycle entropy change at the high-temperature limit, 

Ti the low-temperature limit, 

A s1 the cycle entropy change at the low-temperature limit. 

For all the cycles, when the cooling temperature equals the heat rejection temperature, there 

is no temperature lift, the various types of legs which connect the isothermal legs vanish, and the 

'cycles" degenerate to a horizontal line (on T-s coordinates), which gives maximum "cooling" capacity 

with no work input. In this situation, of course, the cooling coefficient of performance is infinite and 

the heat rejected equals the cooling capacity. 

The Carnot cycle, comprised of two isothermal and two isentropic legs as shown in Fig. 3.1, 

gives maximum efficiency or coefficient of performance, but may be severely limited in capacity when 

the required temperature lifts are substantial. One way to increase capacity is to employ regeneration 

(storing and recovering heat) on the nonisothermal legs of the cycle. Perfect regeneration (and the 

resulting retention of Carnot coefficient of performance) requires reversible storage and recovery of 

heat (no net entropy generation) which, in turn, implies a fured horizontal distance between the 

regeneration process lines on T-s coordinates. Earlier we identified two types of processes that meet 

this requirement-one (constant volume) as a result of the volume's being solely a function of the 

ratio of pressure and temperature, and one (constant pressure) as a result of a particular form of that 

function. Of course, in general, there are other such processes, but they are not so concisely 

characterized. 

The regenerative cycle employing the constant volume processes is traditionally called a 

Stirling cycle, and that employing the constant pressure processes an Ericsson cycle. From the figure, 
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it is obvious that, within fmed temperature and pressure constraints, the Stirling cycle can substantially 

increase the cycle cooling capacity while maintaining a coefficient of performance equal to that of 

Carnot. Of course, this may require the regenerator to store and furnish significant amounts of heat 

during the cycle. The figure shows that within the same limits even greater capacity is achievable 

(and even greater energy storage required) with the Ericsson cycle. 

3.12 Magnetic work cycles 

In the case of magnetic work cycles, we have 

du = T&+ H d M ,  

or 

where H is the applied magnetic field and M the magnetization of the material. If we follow the 

previous line of reasoning and postulate that M is a function only of Wr, it is clear that, once again, 

d u n  is a function only of T, and, therefore, that u is a function only of T. As before, one 

consequence is that the horizontal distance (entropy difference) between any two constant 

magnetization lines on T-s coordinates is independent of temperature. If, in particular, we let the 

function be the equation of state of a semiperfect magnetic substance, that is, one which obeys the 

Curie Law, 

M = CHIT, 

where C is the Curie constant, then we find, in addition, that the horizontal distance between any two 

constant auplied field lines on T-s coordinates is not independent of temperature. These 

relationships are illustrated in Fig. 3.2. 
Thus, the magnetic equivalent of the Stirling cycle in the boundary work example is clearly 

a cycle composed of two isothermal legs and two isomagnetization legs as shown in Fig. 3.2. As 

before, such a cycle can, in principle, provide Carnot coefficients of performance with capacities 

greater than Carnot. Also as before, there are other nonisothermal legs [for example, the low-isofield 

leg combined with a varying higher-field leg such that the horizontal distance (entropy difference) 

remains constant through the temperature range] that offer perfect regeneration, but isofield line 

pairs are not in that group. 
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If we use a Curie Law material to create a regenerative cycle comprised of two isothermal 

and two isofield legs, we find that the amount of heat removed from the regenerator exceeds that 

stored in it-implying that, in the absence of some additional heat source, such a cycle does not 

represent steady-state system operation. To balance the heat stored in and recovered from the 

regenerator, the high-field leg must be terminated before the minimum temperature is reached and 

replaced with a segment of adiabatic demagnetization, as indicated in Fig. 3 2  When compared to 

the constant magnetization cycle described above, this cycle shows (1) the same amount of heat 

rejection at the maximum temperature, (2) the same amount of heat stored in and recovered from 

the regenerator, (3) a smaller amount of heat absorbed from the refiigeration load, and (4) a greater 

amount of work input to the system. Since the last two results require a reduction in the cooling 

coefficient of performance, the net effect of going from the ideal regenerative cycle to this cycle is 

a reduction in both refrigeration figures of merit-capacity and coefticient of performance. In turn, 

for the present example, these reductions are caused solely by irreversibilities associated with 

imperfect regenera tion. 

At this point we must discuss two real-world factors that affect how we extend the 

examination of magnetic refrigeration cycles. First, even the best currently available magnetic 

materials operating within the maximum realistic field ranges do not show isentropic temperature rises 

sufficient to accommodate typical temperature lifts in the room-temperature range. That is, at 

present even the materials with the greatest magnetocaloric effect will require regenerative cycles for 

room-temperature applications. Second, the best available materials are those that show 

ferromagnetic characteristics and have Curie points in the operating-temperature range; that is, they 

do not obey the Curie Law in the range of interest. 

Accordingly, the approach is to (1) implement a model that, while still simple, simulates the 

important features of realistic material, (2) test the model against available data, and, if the test shows 

reasonable agreement, (3) use the model to investigate certain cycle loss mechanisms. 

3 2  MAGNE!TOCAL€)R.IC MATERIALMODELING 

Consistent with the modeling methodology outlined by Brown [l], the total entropy of the 

magnetocaloric material was assumed to have three independent additive components: lattice, 

conduction electron, and magnetic charge (or spin). The first two components were modeled as 

functions of temperature oniy (Debye dependence in the first case, proportional dependence in the 

second). The 1 s t  component was modeled as a function of temperature and magnetic field according 
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to methods described by Carlin [2]. Corresponding specific heat components were derived directly 

from the entropy formulas. 

3.21 Comparison with existing data 

Initially the resulting model was applied to gadolinium with no magnetic field for comparison 

with the total specific heat data of Griffel et al. [3]. As indicated in Fig. 3.3, the data matched model 

predictions very well at low temperatures, but fell below the model values at intermediate 

temperatures. As the Curie region was approached, the data had a substantially sharper peak 

followed by a considerably more gradual tail than predicted by the model. 

Further review of the Griffel paper showed that the entropy table developed from the specific 

heat data contained an integration error. With this error corrected, reasonable agreement was found 

between model and experimental values as demonstrated in Fig. 3.4. Comparison of predicted 

isentropic temperature rises (Fig. 3.5) and isothermal entropy changes (Fig. 3.6) with data-based 

correlations reported by Benford and Brown [4] showed fair agreement in the temperature range of 

194 to 376 K and magnetic field range of 0 to 7 T. 

3 3  C Y C L E M O D ~ G  

Since the model of gadolinium properties was partially validated by the comparisons with 

experimental data, it was judged adequate to apply to refrigeration cycles of interest to provide simple 

but realistic bases for judging performance. One such exercise involved f i n g  the heat rejection 

temperature (320 K for the example presented here) and magnetic field limits (e7 T here) while 

examining the corresponding energy flows and performance parameters for refrigeration, with the 

cooling temperature varied for (1) a Carnot cycle, (2) a constant magnetization cycle, (3) an ideal 

regenerative cycle, and (4) a pseudo-constant field cycle. 

33.1 Carnot cycle 

In the case of the Carnot cycle, as the wooling temperature drops below the heat rejection 

temperature, the available isothermal entropy change (difference between the entropy oE the low- 

temperature, low-Geld corner and that of the high-temperature, high-field corner of the cycle) 

decreases rapidly, implying a corresponding rapid decrease in heat rejection, an even more rapid 
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decrease in cooling capacity, and an increase in work input as shown in Fig. 3.7. At some lower 

cooling temperature, work input reaches a maximum, while both cooling capacity and heat rejection 

continue to decrease. At some still laver cooling temperature, the entropy of the low-temperature, 

low-field corner of the cycle decreases to that of the high-temperature, high-field corner and the 

"cycle" degenerates to a vertical line that has no cooling capacity, no heat rejection, and no work 

input. Throughout the cooling-temperature operating range, the Carnot cycle maintains the maximum 

cooling coefficient of performance, but, as suggested earlier and indicated in Fig. 3.7, for this example 

the applicable temperature lift is severely limited (zero cooling capacity is reached at approximately 

308 K, representing only a 12-K lift to the heat rejection temperature of 320 K). 

33.2 constant magnetization cycle 

As a consequence of the model employed, two of the additive entropy components are 

functions of temperature only, while the third is a function of magnetization only. This, in turn, 

implies that, as for the Curie Law material above, a constant magnetization cycle is capable of 

"perfect" regeneration and consequent increased cooling capacity while maintaining Carnot coefficient 

of performance. 

From the corresponding numerical example in which the fixed heat rejection temperature has 

been made higher than the material Curie temperature, as the cooling temperature drops from the 

heat rejection temperature toward the Curie temperature, the available isothermal entropy change 

does not vary because we have made the low-field limit zero. This is a direct consequence of the fact 

that the zero magnetization line coincides with the zero field line above the Curie point. As a result, 

the heat rejection remains fured, the cooling capacity falls in a linear fashion, and the work rises 

linearly as Fig. 3.8 shows. As the cooling temperature drops below the Curie point, the available 

isothermal entropy change starts to decrease (limited by the now nonzero magnetization of the low- 

temperature, low-field "corner" of the cycle). In this range, the heat rejection begins to decrease, the 

cooling capacity decreases more rapidly, and the work input decreases from its maximum until the 

cooling temperature reaches a value for which the magnetization of the low-temperature, low-field 

corner equals that of the high-temperature, high-field corner. At this point the "cycle" has collapsed 

to a single constant magnetization curve that has no cooling capacity, no heat rejection, and no work 

input. 

Thus, in comparison with the Carnot cycle, available cooling capacity and temperature lift 

have been increased without compromising the cooling coefficient of performance. As before, 
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however, some reversible provision must be made for the storage and removal of energy during the 

execution of the constant magnetization legs of the cycle. Unfortunately, although capabilities have 

been increased substantially over those of Carnot, the numerical example shows that the maximum 

available temperature lift (that is, the lift at zero cooling capacity) is still only about 42 K 

3 3 3  Ideal regenerative cycle 

To take full advantage of the operating region bounded by the established temperature and 

field limits, it is clear that a different cyclc, denoted "ideal regcnerative" here, is required. For 

convenience in illustration, we have let the nonisothermal legs of the ideal regenerative cycle be 

comprised of a constant low-field (actually zero here) storage path and a varying high-field recovery 

path that maintains a fiied horizontal separation on the T-s coordinates. For this cycle, we have 

As the cooling temperature drops from the heat rejection temperature toward the Curie 

temperature, because we have let the low-field limit be zero, the ideal regenerative cycle coincides 

with the constant magnetization cycle, and, of course, the respective energy flows and performances 

are identical. However, Fig. 3.9 indicates that, in contrast to the constant magnetization cycle, both 

the cooling capacity and the work input remain linear functions of the cooling temperature until the 

cooling temperature falls far enough below the Curie point such that the corresponding isothermal 

entropy change between the high- and low-field limits equals that of the heat rejection temperature. 

As cooling temperature decreases further, the entropy change is set by the (decreasing) low- 

temperature value, the heat rejection begins to decrease, the cooling capacity falls faster, and the 

work input increases more slowly. At some lower temperature the work input reaches a maximum, 

and, from this point on, all three energy quantities decrease toward zero as the cooling temperature 

approaches absolute zero. 

Thus, in principle, the ideal regenerative cycle can extend the minimum cooling temperature 

toward zero, and, for our example, can give cooling capacities equal to those of the constant 

magnetization cycle for cooling temperatures above the Curie point and greater than those of the 

constant magnetization cycle for cooling temperatures below the Curie point. As before, these 

potential improvements have come while the cooling coefficient of performance was maintained at 

the "perfect" or Carnot value. Once again, however, some reversible provision must be made for the 

storage and removal of energy during the execution of the nonisothermal legs of the cycle. 
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33.4 constant-fieldcycie 

In the case of the constant-field cycle, as the cooling temperature drops from the heat rejection 

temperature toward the Curie point, the heat rejection again remains faed while the cooling capacity 

falls, the work input rises, and the cooling coefftcient of performance decreases as shown in Fig. 3.10. 

However, for this cycle, as was demonstrated earlier for a Curie Law magnetic material, the changes 

are more rapid than those of the ideal regenerative cycle because of irreversibilities introduced in the 

regeneration processes. In particular, because an energy balance on the regenerator cannot be 

maintained by following the high-field leg all the way from the heat rejection temperature to the 

cooling temperature, the leg must be terminated and replaced with a segment of adiabatic 

demagnetization before the cooling temperature is reached. As shown previously, when compared 

with the ideal regenerative cycle described above, this constraint results in (1) a smaller entropy 

change during the isothermal leg at the cooling temperature, (2) a reduced cooling capacity, (3) a 

greater amount of work input to the cycle, and (4) a smaller cooling coefficient of performance. 

As the cooling temperature passes through the Curie point, the shapes, but not the trends, 

of the cuwes change. From the previous discussion it should be recalled that, according to the model 

employed here, the zero-field specific heat undergoes a step increase as the Curie point is reached 

from above. In particular, at this temperature the value changes from one smalier than the high-field 

value to one greater than the high-field value. In other words, below the Curie point the material 

at zero field can absorb more heat over a given temperature interval than can the material at high- 

field. Of course, the reverse is true above the Curie point. A consequence of this is that, below the 

Curie point, as the cooling temperature decreases, the portion of high constant-field line that must 

be replaced by the adiabatic demagnetization leg is progressively reduced until some lower 

temperature is reached where no adiabatic demagnetization portion is required at all. At this point 

and for all lower temperatures, the cooling capacity of the constant-field cycle equals that of the ideal 

regenerative cycle. However, for lower temperatures the regenerator energy balance requirement 

leads to termination of the low-field (zero) line below the heat rejection temperature and insertion 

of an adiabatic magnetization leg to complete the cycle. A direct result of the insertion of an 

adiabatic magnetization leg is a decrease in heat rejection. 

In summary, for the example here the constant-field cycle also extends the minimum cooling 

temperature toward zero, but, when compared with the ideal regenerative example, it does so with 

reduced refrigeration capacity within some of that range and with reduced cooling coefficient of 

performance within the entire range. These trends are illustrated in Fig. 3.11, which shows, for 
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example, a 42% loss in coefficient of performance at 260 K cooling temperature and a 15% loss in 

capacity at 232 K cooling temperature €or the constant-field cycle as compared with the ideal 

regenerative cycle. The comparative cycles for these two conditions are presented on 

temperature-entropy coordinates in Figs. 3.12 and 3.13. In any real device many other loss 

mechanisms can affect cooling performance, but such substantial penalties indicate that the potential 

irreversibilities from this one source may adversely affect the viability of certain proposed MHP 
concepts if the relevant loss mechanisms are not adequately addressed. 
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4. cYCL.EENERGYLossEs 

V. C. Mei and G. L. Chen 

In addition to the intrinsic energy inefficiency related to cycle selections, an MHP will 

experience many other losses as well. In this section, the heat transfer mechanism of a reciprocating 

MHP system is derived. Several losses, such as those caused by eddy current, magnetic hysteresis, 

and demagnetization, are calculated or estimated. Finally, the induced magnetic force on a Gd core 

is calculated, which indicates that moving a core in and out of a strong magnetic field could be 

difficult because of the huge magnetic force on the core material. 

4.1 MODEL OF HEAT TRANSFER BETWEEB MAGNEL1[C MATERIALS AND 
REGENERATOR FLUID 

The basic concept of an M X P  is that the magnetic material can be heated up or omled down 

by the application or removal of an external magnetic field, and can dissipate heat to or absorb heat 

from the regenerator. Hence, understanding the heat transfer between the magnetic material and 

the regenerator fluid is vital in real system design. In this section, we derive a heat transfer model 

for the MHP system. The core material is considered as a porous bed in this model. Gd is 

considered to be the magnetic core material. The regenerator tube is filled with fluid and 

reciprocated up (heat reservoir) and down (cold reservoir). Alternately, the core can be stationary 

and the regenerative fluid can be pushed up and down reciprocatively. The following energy balance 

equations are used to govern the system: 

where 

Fluid- 

Gd- 

a is the porosity, 

pr and ps are the densities of fluid and Gd, respectively, 

t is time, 
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x is the horizontal coordinate of the porous bed, 

C, and C, are the fluid and Gd heat capacities, respectively, 

V, is the fluid flow rate, 

T is the fluid temperature, 

€3 is the Gd temperature, 

h is the conductance between the fluid and Gd, 

A is the contact area per unit volume of Gd. 

I, is the effective axial thermal conductivity of Gd. 

The last two terms in Eq. 4-2 are the s o u r e  and sink terms, which represent the 

magnetization and demagnetization processes during which the Gd core temperature changes, where 

Q1 and Q2 are the quantity of heat released or absorbed when the core is magnetized or 

demagnetized. At, and At, are the times needed to complete the magnetization and demagnetization 

processes, respectively. Equations 4-1 and 4-2 were solved numerically. The parameters are listed 

in Table 4.1. 

Table 4.1. Equation parameters 

Value Parameter Units 

a 
h 
A 
Pr 
Cf 
v, 

0.4 
0.99 (237.65) 
0.17 (5.2) 
0.99 (62.4) 
0.31 (1.00) 

7.86 (491.00) 
0.017 (0.055) 
0.66 (5.20) 

3.39 (400.00) 

- 
caVsec-cm2-oC (Btu/h-ft*-O E) 
cm-' \ft-l) 
g/cm (lb/ft3) 
caVg-O C (Btubb-" F) 
c d s e c  (ft/h) 
g/cm' (ib/n3) 
caVg-O C (Btubb-OF) 
caVsec-cm-O C (Btu/h-ft-"F) 

The numerical results of temperature profiles of fluid and Gd are shown for four different 

process stages in Figs. 4.1, 4.2, 4.3, and 4.4. The cycle starts with magnetizing Gd with no fluid 

movement. The Gd increases in temperature at this stage as shown in Fig. 4.1. Then the regenerator 

fluid flows through the Gd and absorbs heat from it (Fig. 4.2). Demagnetization then decreases the 

Gd temperature (Fig. 4.3). After demagnetization, the fluid flows back Erom the left and warns up 

the Gd. 
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Heat loss is one of the important factors related to machine design and operation. Heat 

losses must be calculated or estimated before a system can be realisticalIy designed. Kilrol et al. [l] 

analyzed some loss mechanisms in detail based on the second law of thermodynamics. ,Appendix C 

provides an example of the loss calculation. Here, some of the losses not mentioned by Kirol's report 

are studied, namely eddy current loss, magnetic hysteresis loss, and demagnetization field loss. Some 

losses, such as loss caused by temperature difference between magnetic core material and fluid, 

conduction heat transfer within core material, elc., are actually included in muations (4-1) and (4-2). 
Some other losses, such as fluid mixture C*I I % %  LI by turbulence and heat leaks through walls, are not 

included in this study for the time being because they involve heat pump design and operating 

conditions. 

4.2.1 Eddy current I<xss 

Eddy current will be induced in magnetic metals when the magnetic field is varied. The eddy 

current loss per cm3 in cylindrical matter with sinusoidally varying external magnetic fields can be 

expressed as follows. 

%*&By P, = 
16pC' ' 

(4-3) 

where 

d is diameter of the cylinder, 

p is resistivity (140.5 x lo4 ohm-m at 20"C), 

c is the speed of light (3 x 10" cds) ,  

f is frequency of cycling, 

B is magnetic induction (7 x 104). 

Since the Gd core for this study can be approximately represented by a 4-in. long, 2-in. 

diameter cylinder, the total power loss per cycle (P, x volume) will be 0.76 Jkycle if f=4 and B=7 T. 

Equation (4-3) sugpzsts that the eddy current loss is proportional to the square of diameter, 

frequency, and magnetic field. The loss is small for low-frequency operation, When the frequency 

increases, the loss increases rapidly. Reducing the core material diameter would reduce the loss, as 

would laminating the core. 



The amount of energy loss associated with magnetic hysteresis is readily determined from the 

hysteresis loop area. But the shape of the hysteresis loop is affected by many factors, such as gross 

composition, heat treatment, impurities, temperature, fabrication, stress, etc. Since we do not have 

Gd hysteresis loop data, the loop is assumed to be that of pure iron as an approximation. According 

to the law of Steinmetz for high fields from 0.5 to 15 Tesla [Z], the hysteresis loss of pure iron 

(annealed at 900°C) is as follows. 

P, = 1.2 x 1 0 - 3 ~ 1 . 6  (4-4) 

Hence, the total hysteresis loss (Ph x volume) of Gd core for this study in a 7-T field will be 

1.4 J per cycle, twice as high as eddy current loss. However, this loss can be significantly reduced (by 

several orders of magnitude) by annealing, purifying, and fine fabricating when the Gd core is 

prepared. 

4.23 Demagnethtionfield 

A magnetized finite-size magnetic material can produce an inner magnetic field in the 

opposite direction from the external field. This is called the demagnetizing field, Hence, the true 

field inside a magnetic material could be reduced by the demagnetization factor (D). (This factor 

depends primarily on the shape of the magnetic material [Z].) The true field can be written as 

follows. 

H, =Ha - DM, (4-5) 

where 

H, is the true magnetic field, 

Ha is the applied magnetic field, 

M is magnetization. 

For a cylinder with a dimension ratio (lengtwdiameter) of 2, D is 0.14, which implies that the 

demagnetization field is about 14% of saturated magnetization. However, D varies from place to 

place in the material, decreasing from the middle section of the core toward the ends. To reduce the 

demagnetization field, the Gd core should be designed for a large dimension ratio because the value 
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of D decreases as the dimension ratio increases. Table 4.2 lists the experimentally determined 

demagnetizing factors for cylindrical specimens with different dimension ratios. 

Table 4 2  Demagnetizing factors for cylindrical specimens 

Dimensional ratio Demagnetizing factor 

0 1.0 
1 0.27 
2 0.14 
5 0.040 

10 0.0172 
20 0.00617 
50 0.00129 
100 0.00036 
loo0 0.0000036 

4 2 4  Magnetic fonz induced by external held on the gadolinium core 

From Amp&e’s law, we know that a magnetic force is created on a magnetic material when 

it is exposed to an external magnetic field. This force could be very strong in a high magnetic field. 

To design a heat pump system with a core moving in and out of a magnetic field, one must first 

calculate this force. 

Consider a magnetic material that has magnetization M inside a volume V bounded by a 

surface S: 

in a uniform Be field, the adhesive force on this body can be calculated as follows [3]. 

where d is the unit normal vector. If this body has a right circular cylinder with length L and 

diameter d, and the long axis is parallel to the field Be, the force is 

(4-7) 

It is interesting that the force is independent of core length. 
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Near room temperature, Gd has an M of 0.86 J/I’-cm2. Hence, for the Gd core considered 

in this study (2-in. diameter and 4-in. length), F = 244 J/cm (24,400 N or 5485 lbs) in a 7-T field. 

Under this huge magnetic force, a fned core seems more appropriate than a core moving in and out 

of the magnetic field. 
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5. P W E D  DC M A G M  ANALYSIS 
J. W. Lue and M. S. Lubell 

In order to operate an ideal regeneration MHP cycle using a single-component working 

medium, pulsed DC magnets will be needed. Three aspects of the project regarding the 

superconducting magnets have been pursued during this report period. A superconducting pulse 

magnet has been designed for the next step of the heat pump experiment. The ac losses of such a 

magnet and of the magnet used in the previous test have been analyzed. Finally, a review has been 

undertaken of the energy transfer schemes €or a tandem MHP system that uses two superconducting 

magnets. 

5.1 PULSE M A G m  DESIGN 

The preliminary heat pump experiment reported earlier showed that pulsing a magnetic field 

on a stationary magnetic sample is a good way to achieve the heat pump function. However, the 

magnet used in that test was reconfigured from a magnet designed for dc operation. The pulse rate 

is limited and the loss is high. Based on the available Gd sample, a more compact, fast-pulsed, high- 

field magnet has been designed. 

A magnet with a bore of 9.0 cm (3.5 h), an OD of 21 cm (8.3 in.), and a length of 30.5 cm 

(12 in.) is designed to produce an 8-T dc field at a current density of 12 kA/cm2. Such a magnet can 

then be pulsed stably to 7 T in 0.5 s and down in 0.5 s. A dewar with a reentrant warm bore can 

provide a 6.3-cm (2.5 in.) bore clear through the working space for the sample. The field uniformity 

is within 95% in the 10-cm (4 in.) long working space. It is also estimated that such a magnet system 

including magnet, dewar, leads, and holding structure can be built for $6O,OOO. This price is further 

confirmed by a private manufacturer. The f m  actually said that by using a higher current density 

they can build the magnet system for more than $lO,OOO below our estimate. 

The energy storage of this magnet at a 7-T field is about 200 kJ. To ramp it up in 0.5 s 

requires a power supply rating of at least 800 kW with a current output on the order of 1 kA. Such 

a power supply could cost twice as much as the magnet system estimated above. ORNL has a motor- 

generator which can supply 350 V and 8670 A to the magnet laboratory. Thus, a magnet built with 

a 2.5-kA or bigger conductor can be powered readily by the existing facility. 
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5 2  ACLOSSANALYSIS 

When a superconducting magnet is pulsed or operated in an ac mode, several mechanisms 

cause energy loss in the magnet. These include hysteresis loss in the superconductor, coupling loss 

in the stabilizer of the superconducting strands, eddy current loss in the cable, and eddy current loss 

in the conductor conduit and the coil case. The hysteresis loss comes from work against the pinning 

force as the magnetic field sweeps through the superconductor. It is proportional to the 

superconductor critical current density, the filament size, and the magnitude of the field sweep. It 

does not depend on the sweep rate. The coupling loss comes from induced currents flowing across 

the stabilizer between superconducting filaments. It is proportional to the square of the field 

sweeping rate and the filament twist pitch, and is inversely proportional to the resistivity of the 

stabilizer. The eddy current loss is proportional to the square of the field sweeping rate and the 

dimension of the metal, and is inversely proportional to the resistivity of the metal. 

The cable-in-conduit magnet used in the preliminary MHP test was charged up to 7 T and 

down in a 30 s period to measure loss rate. Numerical calculations resulted in a hysteresis loss of 160 

J, a coupling loss of 20 J, an eddy current loss of 1-52 J in the cable (depending on how well the 

strands are electrically coupled to each other), and an eddy current loss of 8 J per cycle in the conduit 

and the coil case. Thus, there is a total ac loss of 189-240 J. For a continuous cycle at this period, 

this loss would boil off 9-11 L/h of helium. The loss from the large 5-kA leads used for that magnet 

and other background loss was about 16 Wh. Thus, a loss rate of 25-27 L/h was calculated. This 

compared very well with the measured 23 Wh. Similar calculations resulted in 23-24 L/h for the 5-T, 
30-s period run as compared with the measured 24 JJh, and 27-30 wh for the 5-T, 20”s period run 

as compared with the measured 17 Wh. The last measured value is quite far off. It is not clear why, 

except that lead cooling might have changed considerably during that run. 

It is significant that the hysteresis loss was the dominant ac loss for the ramp period used 

before. If that magnet were to ramp up to 7 T and down in a 1.0-s period, the situation would be 

changed completely. The hysteresis loss would remain at 160 J, but the coupling and eddy current 

loss would all go up by a factor of 30. Thus, a total of 1030-2560 J per cycle of ac loss could be 

expected. The big uncertainty comes from the eddy current loss in the cable, because the strands are 

not insulated and the degree of coupling among them are unknown. The two values quoted are for 

the extremes of insulated and completely coupled. This ac loss will boil off 1400-3500 L/h of liquid 

helium in a continuous cycle. Therefore, it is impractical to run a heat pump experiment with that 
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magnet at this cycle rate continuously. Notice also that at this ramp rate the lead and background 

loss become negligible compared to the ac losses. 

Applying the above ac loss analysis to the presently designed pulse magnet, one can find a 

few ways to reduce the loss. The hysteresis loss can be reduced by using smaller superconducting 

filament. A reduction factor of two is quite practical. Using a tighter twist pitch and a resistive 

barrier in the stabilizer can reduce the coupling by a factor of five or more. Insulation or resistive 

barriers between strands can limit eddy current loss in the cable to individual strands. Considering 

these factors, a total loss of about 300 J or less per 1.0-s cycle should be achievable with this pulse 

magnet. This amounts to losing about 0.15% of the stored magnetic energy to the helium 

environment. 

53 TANDEM SYSTEM CONSIDERATION 

Pulsing the magnetic field to harness the magnetic coaling effect alleviates the very diEcult 

mechanical problem of moving the magnetic material in and out of the field. However, large 

magnetic energy is being charged to and discharged from the magnet. For the system to be energy 

efficient, the discharged energy must be saved for reuse. One possible scheme is to devise a tandem 

system in which two heat pump units are run in sequence. The energy being discharged from one 

magnet is transferred to the magnet of the other unit and then transferred back to the first magnet 

in the beginning of the next cycle. Thus, the magnetic energy is conserved and transferred back and 

forth between the magnets. Only some energy losses such as the ac loss discussed previously need 

to be made up. Furthermore, a high-power power supply is not needed in this scheme. 

Methods for transferring energy between superconducting magnets have been studied for 

superconducting magnetic energy storage systems and for powering accelerator magnets and the 

poloidal fieM coils of a Tokamak fusion reactor [l]. Transfer by electronically switched small 

capacitors seems to be most promising and can be readily adapted to the present application. Three 

major variations of the electronic switching method have been proposed: the flying capacitor circuit 

by the Karlsruhe group, the dual inductor-converter bridge by the Wisconsin group, and the chopper 

circuit by the Electrotechnical laboratory in Japan. 

The design principles of these solid state transfer circuits are basically the same. The 

Karlsruhe circuit consists of one capacitor and two thyristor units. The m-phase Wisconsin circuit 

consists of m capacitors and 4m thyristor units. The more complex third scheme has the advantage 

of increasing the number of transfer steps at a lower frequency of the transfer circuit, thus reducing 
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the problems of current rise rate and the acceptable transfer circuit inductance. A single-phase dual 

converter scheme has also been investigated to simplify and enhance the reliability of the inductor- 

converter bridge circuit [2]. The Electrotechnical circuit consists of one capacitor and two chopper 

units. It was shown to be able to transfer energy at a lower voltage and higher speed than the flying 

capacitor scheme. 

A group at KEK (a high-energy physics laboratory in Japan) has used the dual inductor- 

converter bridge circuit to successfully transfer magnetic energy between two 100-H superconducting 

coils [3]. They also found that the main losses in the energy transfer were caused by the thyristor 

forward voltage drops, the protection resistors, and the circuit cables. A transfer efficiency of about 

80% was obtained at a transfer time of 2 s. Since the thyristor loss is linearly proportional to current, 

and the energy increases as current squared, the efficiency should improve at higher energy ratings. 

The Electrotechnical group used a chopper circuit to transfer energy reversibly between a 4-MJ 

storage magnet and a 3-MJ load magnet [4]. Transfer time as short as 1.5 s was achieved in 

transferring 2.5 MJ of energy from one magnet to the other. At this rate, they measured an ac loss 

in the load magnet of less than 0.2% of the stored energy (about the same magnitude as that 

estimated for the presently designed pulse magnet) for the field sweep of 0-5.9 T in 3 s. A transfer 

efficiency of about 93% was reported in that study. 
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ti CONCLUSIONS AND R€XX)Ib4MEWDATXONS 

MHPs, in principle, could be simple, efficient, and reliable. MHPs can have wide applications, 

such as process heating, refrigeration, food processing (at 220 K), chemical manufacturing (160 K), 

liquid hydrogen (20 K) production, and cryogenic cooling from liquid nitrogen (77 K) to liquid helium 

temperatures. Potential energy savings could be on the order of 5-9 billion kWh per year in the 

industrial sector alone, according to a 1987 study El], A possible early market for the technology 

could be in the industrial gas supply area, such as the production of liquid hydrogen. 

The technology of MHP is in its embryonic stage. While progress has been made in recent 

years, many gaps exist in scientific and engineering knowledge, limiting the development of MHPs. 
This study examined thermodynamic cycles and a number of energy loss mechanisms, but is by no 

means comprehensive. The large magnetic force experienced by the rotary and reciprocating designs 

was identified by the system development studies in the past [2, 31; we took a different approach. 

Our emphasis was on system analysis and testing to explore the mechanically static concept in which 

the working medium will be stationary. The heat transfer in the regenerator will be similar among 

the different system concepts, but the system power-loss mechanisms will be different. Magnets will 

be operating in a continuous mode in rotary or reciprocating MHPs, but in a pulsed mode in 

mechanically static MHPs. The power losses for a pulsed magnet have been examined. 

The following conclusions and recommendations may be drawn from the study: 

1. Much of the previous work on MHPs identified by the literature survey focuses on very low 

temperature (around 4 K) applications. Studies of MHPs for applications in other 

temperature ranges are a recent development and references are few. To further the MHP 

technology, expanded research and development efforts are needed. 

From the thermodynamic cycle viewpoint, the magnetic Carnot cycle should be employed if 

the temperature lift in an MHP is small. On the other hand, the ideal magnetic regenerative 

cycle would be a proper choice for large temperature lifts. Proper selection of 

thermomagnetic (TM) materials and intended application temperature ranges need to be 

examined to avoid intrinsic cycle losses before a system design is implemented. To that end, 

the database of thermophysical properties of T working materials needs to be developed. 

W e  examined several types of heat loss caused by thermomagnetic interactions between the 

magnetic field and working medium that had not been analyzed previously, including eddy 

current, hysteresis, and demagnetization losses. However, one of the major heat losses in an 

2 
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M H P  will be in the regenerator. Depending on the operating conditions, the heat flux in a 

regenerator is several times that of the cooling load. Efficient regenerator design is a must 

for regenerative MHPs. Based on the previous studies, a regenerator heat-transfer model was 

modified to simulate the energy flow between the porous working medium and the 

regenerator fluid. To understand the active regenerative heat-transfer phenomena, and, 

further, to derive optimum regenerator design methodology for various applications and 

configurations are two of the most critical needs for making MHPs a viable technology. The 

understanding of loss should be pursued actively. 

The ac loss for a superconducting pulse magnet intended for the test facility for magnetic 

regenerative heat transfer is projected to be as low as 0.15% of the stored magnetic energy. 

Research in pulse magnet design, efficient power transfer between coils, and uses for new 

high-temperature superconducting materials is an integral part of the MHP technology and 

should be investigated in a timely manner. 

4. 
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APPENDlX k Computer code for Analysis of Heat Pump Cycles 
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C. . . . . .THIS PROGRAM (STCYCZ . FOR) 
C.... . .THE SPIN ENTROPY FOR CONSTEJT YAGNETIZATION CYCLE 
C......(STIRLING CYCLE) ANALYSIS. 
C 
C......"NAG" LIBRARY IS USED IN THIS PROGRAM FOR NLTMERICAL INTEGRATION. 
C 
C. . . . . . . . BC=BOLTZMANN I S CONSTANT (JOULE/K) 
C. . . . . . . . M B = B O H R  FAGNETON (JOULE/TESLA) 
C 

1s USED TO THEORETICALLY CALCULATE 

DOUBLE PRECISION Cl,C2,C3,X,RM,T,H,BT,S~ 
COMMON /PAM/WN,H,T,Cl,C2,C3 
DIMENSION HT (30) 
EXTERNAL F 
OPEN (UNIT=2 0 , FILE= I FOR2 0. DAT I , STATUS= I NEW I ) 
OPEN (UNIT=25,FILE='FOR25.DAT1,STATUS=iOLD1) 
READ (25 , * ) RJN , TK, DTK 
WRITE ( * , *)  RJN, TK, DTK 
READ ( 2 5 , * 1 MH , MT , (HT ( I) , I=1, MH) 
WRITE (2 0 , * ) MH, MT 
G=2. 
TC=291.76 
RNUB=9.272-24 
BCe1.38E-23 
C1= (2*RJN+1. ) / (2*RJN) 
C2=1./ (2. *RJN) 

DO 4 0  I=l,MH 
C3=3.*RJN/(RJN+l.) 

H=G*FWUB*(RJN+l)*HT(I)/(3.*BC*TC) 
T=TK/TC 
DO 4 5  K=l,MT 
IF(T.GE.l..AND.H.EQ.O.)GO TO 60 
A=O. 1 
X=C3/T* (H+1. ) 
ESP=l. OE-05 
ETA=O 0 
IFAIL = 1 

CALL C05AJF(X,ESP,ETA,F,1000rIFAIL) 
RM=Cl/DTANH (Cl*X) -C2/DTANH (C2*X) 
SMR=DLOG(DSINH (Cl*X)/DSINH(C2*X) ) -X*RM 
GO TO 7 0  

60 SMR=DLOG ( 8 .  DO) 
m=0 

70 CONTINUE 
TR2=T*TC 
SMR=SMR* 1.9 a7 

WRITE (20,50) HT( I) ,RM, TK2 , SER 
T= (TK+DTX*K) /TC 

4 5  CONTINUE 

40 CONTINUE 
5 0  FORMAT(lX,4E11.4) 

STOP 
END 
FUNCTION F (X) 
DOUBLE PRECISION Cl,C2,C3,X,RMtT,H,EU 
COMMON /PAM/RJN, H, T, C1, C2 , C3 
BJ=Cl/DTANH(Cl*X) -CZ/DTANH(CZ*X) 
F=X-C3* (H+Bs)/T 
REmm 
END 

H=HiO. 1 
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C...DATA FILE FOR25.DAT, IIJPUT FILE OF TOTEN.FOR AND STCYC2.FOR.. ...... 
3.5 50. 0.5 
2 543 0.0 7.0 
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C 
C.. .... THIS PROGRAM (TOTEN-FOR) IS USED TO CALCULATE THE THEORETICAL 
C......VALUES OF TOTAL ENTROPY FOR Gd. 
C 
C......THIS PROGRAM NEEDS TO USE "NAG" LIBRARY FOR NUNERICAL INTEGRATION. 
C 
C * - . 
C. . . . . . . . RMUB=BOHR MAGNETON (JOULE/TESLA) 
C 

. BC=BOLTZMANN ' S , CONSTANT (JOULE/K) 

DOUBLE PRECISION Cl,C2,C3,X,RM,T,H,W,SMR 
COMNON /PAY/RJN,H, T, C1, C2, C3 
DIMENSION HT (30) 
EXTERNAL F 
OPEN (UNIT=20,FILE='FOR20.DAT',STATUS=") 
OPEN (UNIT=21,FILE=1FOR21.DAT1,STATUS=iNEWi) 
OPEN (UNIT=29,FILE=1FOR29.DAT',STATUS=iNEWi) 
OPEN (UNITz2 5 ,  FILE= FOR2 5 .  DAT I , STATUS= OLD I ) 
READ(25,*)WN,TK,DTK 
WRITE ( f  , *) RJN, TK, DTK 
READ(25,*)MH,MT, (HT(1) ,I=l,MH) 
WRITE ( 2 0 ,  * )  MH, MT 
G=2. 
TC=291.76 
RMUBz9.27E-24 
BCz1.38E-23 
C1= (2*FUN-t1.  ) / (2*RJN) 
C2=l./ ( 2 .  *RJN) 
C3=3. *RJN/ (RJN+l. ) 
DO 4 0  I=l,MI 
H=G*RMUB* (RTN+l) *HT(I)/(3.*BC*TC) 
T=TK/TC 
DO 4 5  K=l,MT 

IF(T.GE.l..AND.H.EQ.O.)GO TO 60 
A=O. 1 
X=C3/T* (H+1. ) 
ESP=l.OE-05 
ETA=O . 0 
IFAIL = 1 

CALL C05AJF(X,ESP,ETA,F,lOOO,IFAIL) 
RM=Cl/DTANH (Cl*X) -C2/DTANH (C2*X) 
.SMl=DLoG(DSIKH(Cl*X)/DSINH(C2*X) ) -X*RM 

GO TO 70 
60 SMR=DLOG ( 8 .  DO) 

m=O 
7 0  CONTINUE 

CALL SL (T , SLR) 
SMR=SMl*1.987 
SLR=SLR* 1.9 87 
TK2=T*TC 
SE=2.3E-O3*TK2 

S LT=SMl+ S LRiS E 
WRITE (20,50)HT (I) ,RM, TK2, SLT, SMR, SLR 
WRITE (29, * )  TK2, SLT 

IF(TK2.GE.284. .AND. TK2.LE.300. .AND. HT(I).EQ.7.) THEN 
RGl=SLT 
CM1=3.74+SLR +SE 
CM2=4.0+SLR iSE 

END IF 
WRITE(21,50)TX2,RGl,CMl,CM2 

T= (TK+DTX*K) /TC 
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LOSS CALCULATION 

The loss calculation here is calculated by Kirol et al. [ref. 13 of 
Section 21. Their calculation is based on the second law of 
thermodynamics. They have calculated five different losses: 

1. loss due to heat transfer, 
2. loss due to differences in specific heat, 
3 .  loss due to pump work, 
4. loss due to variable specific heat, and 
5. loss due to differences in specific heat plus pump work. 

Since the methods used to calculate each loss are very similar to 
each other, an example using loss no. 1 (due to heat transfer) is 
provided below to show the procedure of calculation. 

1. L o s s  Due to Heat Transfer 

This calculation is to estimate reduction in efficiency due to heat 
transfer temperature drops alone. 

1.1 

0 

0 

0 

0 

8 

0 

0 

0 

0 

1.2 

1.3 

1.4 

Assumptions 

Core material: gadolinium (Gd) 
Specific heat: 230 J/Kg-K average 
Field strength: 0-9 T 
Entropy change: 14.4 J/Kg-K at Curie Point (293 K). Average 
entropy change is assumed to be 7 J/Kg-K. 
Heat pump operating temperature span: 56 K (100OF) 
Frequency: 1 cycle/s 
Convective heat transfer coefficient between Gd and fluid: 

Working material area: 5 m2 
Cycle operated around the Curie Point 

6,300 W/m*-K 

Required Heat Transfer 

Q = 230 x 56 = 12,880 W/Kg 

Heat Transfer Temperature Drop 

Temperatures (from Fig. 1) 

TI = T2 = 293 + 28 = 321 K 
T, = T, - 0.041 = 320.959 K 
T4 = T, = 293 - 28 = 265 K 
T, = T4 + 0.041 = 265.041 K 
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1.5 Entropy Ca lcu la t ion  for Constant Specific Heat and Field 

TdS = c, (T, - T3) ( S ,  - S,)/WT,/T3) 

L e t t i n g  S4 = 0.0 and S, = 0.0 

t h e n  S, = 4 4 . 0 5 8  
s, = s, + 7 
S, = S, - C, ln(T,/T,) = 6.99 

1.6 H e a t  Flows and Eff ic iency  

COP = QH =5.689 
Q H  - Q L  
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APPENDIX C Transient Heat Transfer Model for a Magnetic Heat Pump 
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C 
C 
C 

10 
11 

C 
C 
C 

600 
C 
C 
C 

21 

25 

C 
C 
C 
C 
14 0 

17 0 
160 

THIS PROGRAM IS MHSYS.1. IT IS FOR THE SIMULATION OF THE MH 
SYSTEM TO BE BUILT. THE EQUATIONS WERE FOR COUPLED TRANSIENT 
HEAT TRANSFER OF FLUID AND GADILIUM- 

IMPLICIT REAL*8(A-Ht0-Z) 

DIMENSION TK ( 60,2 0) , UK ( 60,2 0) 
READ IN THE CONSTANTS 

DIMENSION ~(60,20),U(60,20),TE(60),DELT~(20) ,UD(60,20) ,TD(60,20) 

READ(20,10)CF,CS,ALPHA,VF,RHOF,RHOS,TI 
READ ( 2 0 , 11 ) H , DKS , DI , DX, DT, M , N , DL 
FORMAT(7F10.3) 
FORMAT(2F30.2,F10.4,2FlO.2,2I5,FlO.2) 
PI-53.1415927DO 
A=PI*DI*DI/4.OD0/144.ODO 

SETUP THE CONSTANTS FOR TEMPERATURE CALCULATION. 

FLUID TEMPERATURE CONSTANTS 

C2 = VF*DT/3600.0DO/ALPHA/DX*l2.ODO 
C3 I- 2.O*H*DL*DT/36OO.ODO/ALPHA/F3iOF/CF/A 
C1 1.ODO -C2-C3 

GD CORE TEMPERATURE CONSTANTS 

C5 x: 2.ODO*H*DL*DT/36OO.ODO/(l.ODO-ALPHA)/RHOS/A/CS 
C6 = DKS*DT/3600.ODO/RHOS/CS/DX/DX*l44.ODO 
C4 = l.ODO-C5-2.ODO*C6 
WRITE (6,600) C1, C2 , C3, C4,  C5 , C6 
FORMAT ( 2X, 6F9.4 ) 

READ IN INITIAL FLUID AND GD TEMPERATURE, ASSUMED TO BE UNIFORM 

DO 21 J=l,N 
T(1, J)=TI 
U(l,J)=TI 
UK(1 , J) =TI/l. 8D0 
TX( 1 , J) =TI/l. 8DO 
CONTINUE 
Do 2 5  I=l,M 
TE(1) = TI 
m = 1  

CALCULATE THE TEMPERATURE LIFT, OR FALL, OF GD CORE h7HEN 
MAGNETIZED, OR DE-MAGNETIZED 

CONTINUE 
IF(m .EQ.l)GO TO 160 
DO 170 J=l,N 
U(1,J) = UD(M,J) 
T ( 1 , J )  = TD(M,J) 
UK ( 3 ,  J) =UD (M , J) / 1.8DO 
TK( 1 , J) =TD (M, J)/l. 8DO 
CONTINUE 
DO 4 0  J=l,N 
IF(UK(1,J) .GE.  200.ODO .AND. UK(1,J) .LE. 250.ODO) 
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500 
4 0  
C 
C 
C 

52 

54 
50 

100 
90 
C5 6 
4 5  

750 
760 
C 
C 
C 

60 

770 
660 
C 
C 

C 
C 
C 

C 
C 
C 
C 

* DELTA(J)=6.32D-4*UK(l1J)**2 - 2.146D-1*UK(ltJ) + 21.83D0 
* 2.5766D-3*UK(ltJ)**2 - 1.2179445DO*UX(lrJ) + 151.12708DO 
* 1.380117D-3*UK(lrJ)**2 - 1.0660117DO*UK(l,J) + 209.3300 

IF(UK(1,J) .GT. 250.ODO .mD. UK(1,J) .LE. 293.ODO)DELTA(J)= 

IF(UK(1,J) .GT. 293.0D0 .AND. UK(1,J) .LE. 35O.ODO)DELTA(J)= 

DELTA(J)=DELTA(J) *1.8DO 
UK (1, J) =UK ( 1 , J) *1.8DO 
IF(DMOD(DBLE(MM) ,DBLE(2))+1 .EQ. 2)U(l,J) = U(1,J) + DELTA(J) 
IF(DMOD(DBLE(M?) ,DBLE(2))+1 .NE. 2)U(l,J) = U ( 1 , J )  - DELTA(J) 
FORMAT(2X,I3,3F10.2) 
CONTINUE 

WRITE ( 6,5 00) J, DELTA (J) UK ( 1, J) u ( 1 r J) 

START MARCHING OF U & T IN TIME ''t" AND ALONG GD CORE "X" 

DO 45 I=l,M-l 
DO 50 J=l,N 
IF(J.NE.1)GO TO 52 
T(I+l,J) = Cl*T(I,J)+C2*TE(I)+C3*U(I,J) 
U (I+1 , J) = C4*U (I , J) +C5*T (I, J) +C6*2.ODO*U (I , J+1) 
IF(J.EQ.1)GO TO 50 
T( I+l, J) = C1*T (I , J) +C2*T(I , J-1) +C3*U (I, J) 
IF(J .EQ. N) GO TO 5 4  
U(I+l,J) =C4*U(I,J) + CS*T(I,J) + C6*(U(I,J+1) + U(T,J-1)) 
GO TO 50 
U(I+l,J) =C4*U(I,J) + C5*T(I,J) + C6*2.0DO*U(I,J-l) 
CONTINUE 
WRITE 
CONTINUE 
FOR.MAT(2X,313,2X,3F10.3) 

CONTINUE 

(6,90) XM, I , J-1 , U (I, J-1) , T( I, J-1) , DELTA (J-1) 

IF(U(I+l,J) .GT. 630.ODO .OR. U(I+l,J) .LT.360.ODO)GO TO 125 

DO 750 J=l,N 

fORMAT(2X,313,2F10.2) 
WRITE (6,760)MtMMt J,U (Mi J) T(M, J) 

STORE FLUID TEMPERATURE OUT OF GD CORE 

DO 60 I = 1 , M  
LLFDBLE (M) -DBU (I) +DBLE (1) 
TE(LL) = T(1,N) 
DO 770 I = 1,M,10 
WRITE(6,660)I,TE(I) ,T(I,,N) 
FORMAT(lOX,I3,2F10.3) 

MM=MM+l 
IF(MM .GT. 51)GO TO '130 

START REVERSING THE FLOW & CHANGE THE MAGNETIOC PROCESS 

DO 70 J=l,N 

ADD THE NEXT FOUR LINES TO ASSUME THE EVEN OUT OF FLUID AND ~. - .  

MAGNETIC CORE TEMPERATURE DURING THE GD CORE "STOP" PERIOD 

T(M,J)=(RHOF*CF*T(M,J)+RHOS*CS*UO)/(OS*CS) 
U (M, J) =T (M , J ) 
TD(M,N-J+l) = T(M,J) 
UD (M, N-J+1) = U (M, J) 
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70 CONTINUE 
1=1 
GO TO 140 

C125 RXITE ( 6,lS 0 )  

130 STOP 
C150 FORMAT(' u IS EITHER ~ G E R  THAN 630.0, OR SMALLER * r m  360.01) 

END 
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45 CONTINUE 

40 CONTINUE 
50 FOWAT(lX,6E11.4) 

STOP 
END 
FUNCTION F(X) 
DOUBLE PRECISION ClIC2,C3,X,RM,T,H,BJ 
COMMON / PAM/RJN , H , T I C 1, C2, C3 
W=Cl/DTANH (C1*X) -CZ/DTANH (C2*X) 
F=X-C3 * (H+BJ) / T  
RETURN 
END 
SUBROUTINE SL(TC,ANS) 

H=H+O. 1 

IMPLICIT REAL*8(a-h,o-z) 
INTEGER*4 NPTS,IFAIL,NOUT 
EXTERNAL FA 

NLIMIT=O 
EPSR=l. OE-05 
IFAIkl 
Tl=TC*291.76/152. 

YA=O. 
Y B = 1 -  /T1 
A~&=DO~AHF(YA,YB,EPSR,N,RELERR,FA,NLIMIT, 

1 ifail) 
ANS=ANS*12.*T1**3-3*DLOG(1.-DEXP(-l./Tl)) 
RETURN 
END 
real function f a ( x )  
implicit real*a (a-h, 0 - 2 )  

FA=X**3/(DEXP(X)-l.) 
return 
end 
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C.....THIS PROGRAM (FLOTKQ1.FOR) IS U S E D  TO CALCUATE k j D  PLOT 
C.....THE HEAT REJECTION, COOLI!;G CAPACITY AND WORK INPUT 
C.....FOR IDEAL REGENERATIVE CYCLE. 
C.. . . .PART OF INPUT 
C.. . . ."DISSPLA" IS USED FOR PLOTTING. FILE OF THIS PROGRAM IS THE OUTPUT OF I' TOTEIJ-FOR I t .  

DINENSION T(400) ,QH(400) ,QL(.COO) J'J(400) tQHP(2) pQLP(2) ,WP(2) ,TP(2) 
DIMENSION STO(SO0) ,ST71400) 
C m C T E R  YTITLE * 100, XTITLE* 10 0 , TITLE* 10 0 
CHARACTER CYNA.KE* 10 0 , I.ATNLYE* 10 0 
INTEGER HFIELD, LFIELD, HT 
OPEN (UNIT=2O,FILE='PLoTQl.DAT',STATUS='OLD') 
OPEN (UNIT=25,FILE='FORSP.DAT',!jTATUS='NEW') 
READ (20, * )  HFIELD, LFIELI), HT 
READ ( 2 0, * )  S 1, S2, S3 , S4 , 55 I S 6 
READ(20, *)TITLE 
READ ( 2  0, *) XTITLS 
READ ( 2  0, * ) YTI'ILE 
READ(20,*)CYNME 
READ ( 2 0, * ) YATh'Mi2 
READ(20,*)RXO,RXl,RX2,RX3,RX4,RX5,RX6,RX7 
R E A D ( 2 O , * ) R Y O , R Y l , R Y 2 , R Y 3 , R Y 4 , R Y 6 , R Y 7  

READ(20, *)N 
READ(20,*)TP(1),TP(2),Q~P(l),QHP(2),QLP(l),QL~(2),~P(l),~P(2) 

DO 40 I=l,M 
40 READ(20, *)T(I) ,STO(I) 

DO 5 0  I=l,M 
50 READ(26, *) T7 ,ST7 (I) 

DSTH=STO (M) -ST7 (M) 
DO 70 I=l,M 

DSTZSTO (I) -ST7 (I) 
IF(DSTH. LE. DST) THEN 

QH (I) =HT*DSTH 
QL ( I 1 =T ( I) *DSTH 
W (1) =QH (1) -QL (I 1 

IF (DSTH. GT. DST) THEN 
QH (I) =HT*DST 
QL(I)=T(I) *DST 
w(I)=QH(I) -QL(I) 

E N D  I F  

END IF 

WRITE(25, * )  T( I) , QL(1) , COP 
IF(W(I).GT.O.)COP=QL(I)/W(I) 

7 0  CONTINUE .. 
9 FORMAT(I6,10E10.3) 

CALL COMPRS 
CALL PAGE (11. , 8 . 5 )  
CALL AREA2D(6.0,7.0) 
CALL HEADIN(% REF(T1TLE) ,100,1.5,1) 
CALL XNWE ( %  REF (XTITLE) ,100) 
CALL YNAHE ( %  REF (YTITLE) ,100) 
CALL INTAXS 
CALL FWiME 
CALL THXFRM ( .01) 
CALL GF?AF(Sl,SZ,S3,S4,S5,S6) 
CALL CURVE(T,QH,M,O) 
CALL CURVE(TP,QHP,Z,O) 
CALL DASH 
CALL CURVE(T,QL,M,O) 
CALL CURVE (TP, QLP, 2 , O )  
CALL DOT(T,W,M,O) 
CALL CURVE(T,W,M,O) 
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CALL CURVE ( T P ,  KP, 2,O) 
CALL R L K E S S  ( %  R E F ( Y A T h ' A ? ? E ) ,  1 0 0 , R X O , R Y O )  
CALL R L K E S S  ( %  R E F ( C Y N A ? ? E ) ,  l O O , R X l , R Y l )  
CALL R L K E S S  ( ' H I G H  F I E L D :  $ ' , 1 0 0 , R X 2 , R Y 2 )  
CALL R L I N T  ( H F I E L D ,  'ABUT' ,  'ABUT')  
CALL R L V E S S  ('LOW F I E L D :  $ ' , 1 0 0 t R X 3 , R Y 3 )  
CALL R L I N T  ( L F I E L D ,  'ABUT', 'ABUT')  
CALL R L X E S S  ( ' H I G H  TEMTERATURE: $ ' , 1 0 0 , R X 4 , R Y 4 )  
CALL R L I N T  ( H T , ' A B U T ' , ' A 3 U T ' )  

CALL R I X E S S  ( 'COOLING C A ? h C I T Y $ ' , l O O , R X 6 , R Y 6 )  
CALL R L X E S S  ('WORK Ih'PZT$', 1 0 0 , R X 7 , R Y 7 )  
CALL ENDPL ( 0) 
C A L L  DOXEPL 
S T O P  
END 

CALL RIXESS ( ' H E A T  X J E C T I O N $ ' , l O O , R X 5 , R Y 5 )  
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C . .  . . PA-RTIAL LISTING OF DATA FILE "PLOTWQ1. DAT" , INPUT FILE Of PLOTVQ1. FOR 
7 0 320 
0. 80. 320. 0. 20. 80. 

$' 
' COOLING TEKPERATURE (K) $ ' 
'EXERGY (Cal./g-mOle) $ '  
'Cycle: I d e a l  rEGENERATIVES' 
'Haterial  : GdS' 
10. 10. 10. 10. 10. 35. 35. 35. 
78. 74. 70. 66. 62. 58. 54. 50. 
10. 30. 58. 58. 54. 54. 50. 50. 
271 
0.0000E+00 0.9939E+00 0.5000E+02 0.2828E+01 0.2063E+00 0.2506E+01 
0.0000Ei00 0.9934Ei00 0.5100Ei02 0.2921E+01 0.2198E+OO 0.2584E+01 
0.0000E+00 0.9929E+00 0.52OOE-02 0.3015E+01 0.2335E+OO 0.2662E+Ol 
0.0000E+00 0.5923E+00 0.5300Ei02 0.3105Ei-01 0.2475Ei-00 0.2739E+Ol 
0.0000E+00 0.9917E+OO 0.5COOE+02 0.3202E+01 0.2618E+OO 0.2816E301 
0.0000E+OO 0.9912E+00 0.5500E4-02 0.3295E401 0.2763E+00 0.2892E+01 
0.0000E+00 0.9905E+OO 0.5600E+02 0.3388E+01 0.2911E+00 0.2968E+Ol 
O.OOOOE+OO 0.9899E+00 0.57OOEiO2 0.3481E+01 0.3061E+00 0.3044E+01 
0.0000E+00 0.9893E+00 0.58OOE+02 0.3573E+01 0.3212E+00 0.3118E+01 
0.0000E+00 0.9886E+OO 0.5300Ei02 0.3665E+01 0.3366E+00 0.3193E+01 
0.0000E+00 0.9879E.i-00 0.6000E+02 0.3757E+01 0.3522E+00 0.3267E+01 
0.0000E+00 0.9872E.i-00 0.6100E-kO2 0.38488+01 0.3679E+00 0.3340E+01 
0.0000E+OO 0.9864E.i-00 0.6200E+02 0.3939E+01 0.3838E+OO 0.34132+01 
O.OOOOE+OO 0.9857E+OO 0.6300E+02 0.4030E+01 0.3998E-t-00 0.3485E+01 
0.0000E+OO 0.9849E+OO 0.6400E+02 0.412OE+Ol 0.4160E+00 0.3556E+01 
0.0000E+00 0.9841E+00 0.650OE+O2 0.4209E+01 0.4323E+00 0.3628E+01 
0,0000E+00 0.9833E+OO 0.6600E302 0.4299E+Ol 0.4487E+OO 0.3658B+01 
0.0000E+OO 0.9825E+00 0.6700E+02 0.4387E+01 0.4652E+00 0.376SE+01 
0.0000E+00 0.9817Ei00 0.680OE+O2 0.4476E+01 0.4819E+OO 0.3837E+01 
0.0000E+OO 0.9808E+OO 0.6500S+02 0.4564E+01 0.4986E+00 0.3906E+01 
0.0000E+OO 0.9799E+OO 0.7000E+02 0.4651E+01 0.5154E+00 0.3975E+01 
O.OOOOE+OO 0.9790E+00 0.7100E+02 0.4738E+01 0.5323E.i-00 0.4042E+01 
0.0000E+OO 0.9781E.i-00 0.7200E+02 0.4824E+01 0.5492E+00 0.4110E+01 
O.OOOOE+OO 0.9772E4-00 0.7300E-kO2 0.4910E+01 0.5662E+00 0.4176E+O1 
0.0000E+OO 0.9762Ef00 0.7400E+02 0.4996Ei01 0.5833Ei-00 0.4242E+01 
O.OOOOE+OO 0.9752E+OO 0.7500E+02 0.5081E+01 0.600CE+00 0.4308E+Ol 
0.0000E+OO 0.9743E+OO 0.7600E+02 0.5165E+01 0.6176E+00 0.4373€+01 
0.0000E+00 0.9733E4-00 0.7700E+02 0.5249E+01 0.6348E.i-00 0.4437€+01 
0.0000E+00 0.9723EiOO 0.7800E+02 0.5333Et.01 0.6521E+00 0.4501Ei01 
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e... ..THIS PROGRAM (PLOTWQ2.FOR) IS USED TO CALCUATE AXD PLOT 
C.....THE HEAT REJECTION, COOLING CAPACITY AND WORK INPUT 
C.....FOR CONSTANT FIELD CYCLE. 
C.. . . .PART OF INPUT FILE OF THIS PROGRAM IS THE OUTPUT OF " TOTEN.FOR ' I .  

C.. . . ."DISSPLA" IS USED FOR PLOTTIKG. 
DIKENSION T(700) ,QH(700) ,QL(700) ,W(700) ,QHP(2) ,QLP(2) ,KP(2) , ' i P ( 2 )  
DIMENSION STO (7 00) , ST7 (700) 
CIIARACTIER YTITLE*100,XTITLE*10O,TITLE*100 
CHARACTER CYNiWE*100,~ATN~E*lOO 
INTEGER HFIELD, LFIELD, HT 
OPEN (UNST=20,FILE='FLOTWQ2.DAT~,STATUS=~OLDt) 
OPEN (UNIT=25,FILE='FOR99.DAT',STATUS='NEW') 
READ(20, *)HFIELD,LFIELD,HT 
R E A D ( 2 O t * ) S l , S 2 , S 3 , S 4 , S 5 , S 6  
READ ( 2  0, *)  TITLE 
READ(20,*)XTITLE 
READ (2 0, * ) YTITLE 
READ ( 2  0 , *) CYNAIKE 
READ ( 2 0 I * ) MATNANE 
READ(20,*)RX0,RX1,RX2,RX3,RX3,RX41RX5,RX6,RX7 
R E A D ( 2 0 , * ) R Y O , R Y l , R Y 2 , R Y 3 , R Y 6 , R Y 7  

READ(20, *)M 
READ(20t*)TP(1) tTP(2) tQHP(1) rQHP(2) tQLP(1) ,QLP(Z) ,WP(l) ,KP(2) 

DO 4 0  I=l,M 

DO 5 0  I=l,M 
40 READ(20,*)T(M-I+1) ,STO(M-I+1) 

50 READ ( 2 0 , * ) T7 I ST7 (M-I+ 1) 
DSTH=STO (1) -ST7 (1) 
1=1 
st.jMo=o. 
SUM7=0. 

60 SUMO=SUM0+0.5*ABS( (T(I+1)+T(I))*(STO(I+l)-STO(I))) 
SUM7=SUM7+0.5*ABS( (T(I+l)+T(I))*(ST7(1+l)-ST7(1))) 
I=I+l 

70 

ao 

IF (SUM7. GE. SUMO) THEN 
X=I 
SUMG-0. 
SUM7F=SUM7 
SUM7F=SUM7F-O.S*ABS( (T(K)+T(K-l))*(ST7(K)-ST7(X-l))) 

SUML=SUM7F 
K=K- 1 
GO TO 70 

IF(SUM7F.LE.SUNO)CO TO 80 

IF(SUML.NE. 0. ) DELSVM=(SbXO-SUM7F)/ (SUML-SuM7F) 
IF (SUML. EQ. 0 .  ) DELSWM=l. - (SUM7-SuMO)/ (SUM7-SUM7L) 
QH (I) =HT*DSTH 
QL(I)=T(I)*(sTo(I)-(ST7(K-l)-ABS(ST7(K-l)-ST7(K))*DELS~~)) 
W(I)=QH(I)-QL(1). 

END IF 
IF (SUM7. LT. SUMO) THEN 
QH(I)=HT* (DSTH- (SUKO-SUM7)/HT) 
QL (I) =T (I) * (STO ( I) -5t7 (I) ) 
W (1) =QH (1) -QL( I) 

END IF 
IF (W (I) . GT. 0. ) COP=QL( I)/W( I) 
WRITE(25,*)T(I) ,QL(I) ,COP 
IF(I.GE.M)GO TO 8 5  
sm7L==suM7 

GO TO 6 0  
9 FORNAT(16,10E10.3) 
85 CALL COMPRS 
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CALL P A G E ( 1 1 .  ,8.5) 
CALL AREAZD (6.0,7.0) 
CALL HEADIN ( %  REF (TITLE) ,100,l. 5 , l )  
CALL X N M E ( %  R E F ( X T I T L E ) , 1 0 0 )  
CALL YNAKE(% R E F ( Y T I T L E ) , 1 0 0 )  
CALL INTAXS 
CALL FRAKE 
CALL THKFRM ( .01) 
CALL G R A F ( S I , S 2 , S 3 , S 4 , S 5 , 5 6 )  
CALL CURVE(T,QH,M,O) 
CALL CURV&(TP,QHP,Z,  0 )  
CALL DASH 
CALL CURVE (T, QL,  M ,  0 )  
CALL CURVE ( T P ,  QLP,  2 , O )  
CALL DOT(T,W,M,O) 
CALL CURVE(T,W,M, 0) 
CALL CURVE (TP, WP, 2,O) 
CALL RWiESS ( %  REF(I'S,TNAHE) , lOO,RXO,RYO) 
CALL RLMESS ( %  REF(CYNANE) , 1 0 0 , R X l , R Y l )  
CALL R m E S S  ('HIGH F I E L D :  $ ' , 1 0 0 , R X 2 , R Y 2 )  
CALL RLINT (HFIELD,  'AXJT' , 'ABUT' ) 
CALL R M E S S  ('LOW F I E L D :  $ ' , 1 0 0 , R X 3 , R Y 3 )  
CALL R L I N T  ( L F I E L D ,  'ABUT', 'ABUT') 
CALL R W E S S  ( 'HIGH TEKPERATURE: $ ' , 1 0 0 , R X 4 , R Y 4 )  
CALL RLINT (HT, 'ABUT', 'ABUT') 
CALL RLMESS ( 'HEAT REJECTION$',lOO,RX5,RY5) 
CALL RLXESS 
CALL RUvlESS ('WORK INPUT$ ' , lOO,RX7,RY7)  
CALL ENDPL( 0 )  
CALL DONEPL 
STOP 
END 

( 'COOLING CAPACITY $ ' ,100 ,  RX6,  RY 6 )  
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C. .  . .FARTIAL LISTING OF DATA FILE "PLOTWQ2.DATt', INPUT F I L E  OF 
7 0 320 
0. 80. 320. 0. 20. 80. 

' COOLING TEMPERATURE ( K )  $ ' 
' ENERGY 
'Cyc le :  C o n s t a n t  F i e l d $ '  
'Mater ia l :  G d $ '  
10.  10.  1 0 .  10. 10. 35. 35. 35. 
78. 74. 70. 66. 35. 31. 27. 23. 
10. 30. 31. 31. 27. 27. 23. 23. 
541 

' $' 

(Ca 1. /g-mOle) $ ' 

50.00000 2 -827554 
50.50000 2.874455 
51.00000 2.921338 
51.50000 2.968196 
52.00000 3.015026 
52.50000 3.061821 
53.00000 3.108577 

54.00000 3.201952 
54.50000 3.248562 
55.00000 3.295116 
55.50000 3.341609 
56.00000 3.388037 
56.50000 3.434397 
57.00000 3.480685 
57.50000 3.526898 
58.00000 3.573034 
58.50000 3.619089 
59.00000 3.665060 
59.50000 3.710945 
60.00000 3.756741 
60.50000 3.802445 
61.00000 3.848056 
61.50000 3.893571 

53.50000 3.155288 

62.00000 3 -938988 
62.50000 3.984305 
63.00000 4.029521 
63.50000 4.074633 
64.00000 4.119639 

PLOTiiQ2. FOR 
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C.....THIS PROGRAM (PLOTWQ3.FOR) IS USED TO CALCULATE AND PLOT 
C.....THE COOLING CAPACITY AND THE COP RATIOS OF A CONSTANT FILED CYCLE 
C.....TO IDEAL REGENERATIVE CYCLE. 
C . .  . . .PRAT OF INPUT FILE IS FROM THE OUTPUT FILES OF "PLoTiJQl.FOR" AND 
C .  . . . . "PLOTWQ2 .FOR". 
C. . . . "DISSPLA" IS USED FOR PLOTTING. 

DIMENSION T(400) ,QL1(400) ,QL(eOO) ,QL2 (400) ,COPP[2) ,QLP(Z) ,TP(2) 
DIWENSION COP(400) ,COP1(400) ,COP2 (400) 
CHARACTER YTITLE*100,XTITLE*10O,TITLE*lOO 
C W C T E R  CYNANE* 100 , lfATNA!YE* 10 0 
INTEGER HFIELD, LFIELD,HT 
OPEN (UNIT=20,FILE='PLOTWQ3.DATf,STATUS='OLD') 
OPEN (UNIT=25,F1LE='FOR98.DAT',STATUS='NEWt) 
READ (20, f )  HFIELD, LFIELD, HT 
READ(2O,*)Sl,S2,S3,S4,S5,56 
READ (20, *)TITLE 
READ (20, * )  XTITLE 
READ (20, *)  YTITLE 
READ (20, *) MATNAME 
READ(20,*)RX0,RXlfRX2,RX3,RX4,RX5,RX6,RX7 
READ(2Of*)RY0,RY1,RY2,RY3,RY4,RY5,RY6,RY7 
READ(ZO,*)TP(1) ,TP(2) ,COPP(l) ,COPP(Z) ,QLP(l) ,QLP(2) 
READ(ZO,*)M 

N= 1 
DO 50 I=l,M 

K=M- I+ 1 
READ(20, *) T7, QL7, COP7 
IF (DKOD( DBLE (K) , DBLE ( 2 )  ) +1 . EQ. 2 )  THEN 

NK=(M/2 +1) -Nil 
QL2 (NK) =QL7 
COP2 (NK) =COP7 
WRITE (25, * )  M, N, K, QL2 (NX) , COP2 (NX) , T7 
N = N + 1  

END IF 
5 0  CONTINUE 

READ(ZO,*)M 
DO 4 0  I-l,M 

40 READ ( 2 0, *)  T (I) , QL1 (I) , COP1 (I) 
DO 70 1xl.M 
QL ( 1 1 = Q L ~  (1 I / Q L ~  (1 I 
COP(I)=COP2 (I)/COPl(I) 

70 CONTINUE 
9 FORMAT (16, lOElO . 3 )  .. 

CALL COMPRS 
CALL PAGE (ll., 8 . 5 )  
CALL AREA2D (6.0,7.0) 
CALL HEADIN ( %  REF (TITLE) ,100,1.5,1) 
CALL XIJAME ( %  REF (XTITLE) ,100) 
CALL YNAHE(% REF(YT1TLE) ,100) 
CALL INTAXS 
CALL FRAME 
CALL 
CALL 
CALL 
CALL 
CALL 
CALL 
CALL 
CALL 
CALL 
CALL 

THKFRM ( .01) 
GRAF(Sl,S2,S3,S4,S5,S6) 
CURVE(T,COP,M,O) 
CURVE (TP, COPP, 2 , O )  
DASH 
CURVE(T,QL,M, 0) 
CURVE (TP, QLP, 2,O) 
RLMESS ( %  REF(MATNAME),lOO,RXO,RYO] 
RLMESS ('HIGH FIELD: $',100,RXZfRY2) 
RLINT(HFIELD,'ABUT','ABUT') 
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CALL R U E S S  ( ' L O W  FIELD: $',100,RX3,RY3) 
CALL RLINT (LFIELD, 'ABUT' 'ABUT') 
CALL RLMESS ( ' H I G H  TEKPEXATURE: $',100,RX4,RY4) 
CALL RLINT (HT/'ABUT','ASUT') 
CALL RLKESS ('COP$',lOO,RXS,RY5) 
CALL RTAESS ('CAP$',100tRX6,RY6) 
CALL ENDPL ( 0) 
CALL DONEPL 
STOP 
END 
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C....PARTIAL LISTING OF DATA FILE "PLOTWQ3.DAT", INPUT FILE Of PLOTWQ3,FOR 
7 0 320 
0. 80. 320. 0. 0.2 1.0 

'COOLING TEMPERATURE (X) $ ' 
CONSTLIT FIELD/IDEAL REGEN. $ ' 
'Material: GdS' 
10. 10. 10. 10. 10. 35. 35. 35. 
92. 92. 87. 825. 775. 725. 675. -625 
10. 30. .725 ,725 .675 .675 
541 

$' 

320.0000 75.42664 318.9974 
319.5000 75.30878 639.0156 
319.0000 75.18910 316-5410 
318.5000 75.06821 209.4413 
318.0000 74.34552 155.7739 
317.5000 74.82283 123.9188 
317.0000 74.69835 102.5672 
316.5000 74.57207 87.26362 
316.0000 74.44463 75.80843 
315.5000 74.31660 66.95002 
315.0000 74.18742 59.86623 
314.5000 74.05585 54.02457 
314.0000 73.92315 49.16781 
313.5000 73.78989 45.08341 

3 12.5000 73.51935 38.54655 
312.0000 73.38089 35.87000 
311.5000 73.24250 33.53386 
311.0000 73.10239 3 1.4 5215 
310.5000 72.96059 29.58602 
310.0000 72.81708 27.90399 
309.5000 72.67366 26.39822 

308.5000 72.38059 23.76217 
308.0000 72.23156 22.60715 
307.5000 72.08263 2 1.55575 
307.0000 71.9314 6 20.58020 
306.5000 71.77865 19.67623 
306.0000 71.62420 18.83639 
305.5000 71.46929 18.05991 

313.0000 73.65549 41.58628 

309.0000 72.52796 25,02108 
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C 
C 
C 
C 
C 

C 
C 
C 

10 
11 

C 
C 
C 
C 
C 

C 
C 
C 

600 
C 
C 
C 

21 

25 

C 
C 
C 
C 
14 0 

170 

j 

THIS PROGRAM IS KHSYS.FOR IT IS FOR THE SImLATION OF THE I.IH 
SYSTEM TO BE BUILT. TEE EQUATIONS KERE TAKEN FRO13 BARCLAY 
"THE THEORY 

IMPLICIT REAL*8(A-H,O-Z) 
DIKESSION T(60,15) ,U(60,15) ,TE(60) ,DELTA(15) ,UD(60,15), 

TD(60,15) 
DIIMEWSIO!? TK(60,15) ,UK(60,15) 

READ IN THE CONSTANTS 

OPEN (GNIT=20,FILE='~SYS.DAT',STATUS='OLD',B~C~SIZE=l~~O) 
OPEN (UNIT=6, FILE='YfiSYS. OUT' 
READ (20, * )  CF, CS ,ALPHA,VF, RHOF, RHOS, TI 
READ (20, *)  H, DXS , DI , DX, DT, M, N, DL 
FOWiT (7FlO. 3) 
FOWAT(2F10.2,F10.4,2FlO.2,215,F10.2) 
PI=3.1415927D0 
A=PI*DI*DI/4.OD0/144.ODO 

SETUP THE CONSTANTS FOR TEMPERATURE: CALCULATION. 

FLUID TEMPERATURE CONSTANTS 

C2 = VF*DT/3600.ODO/DX*12.ODO 
C3 = 2.0*H*DL*DT/3600.ODO/ALPHA/RHOF/CF/A 
C1 1.ODO -C2-C3 

OF AN ACTIVE MAGYNETIC GENENERATIVE REFRIGERATOR". 

GD CORE TEMPERATURE CONSTANTS 

C5 = 2.ODO*H*DL*DT/36O0.0DO/(l.ODO-p,LP~)/~OS/A/CS 
C6 = DKS*DT/3600.ODO/Rh'OS/CS/DX/DX*l44.ODO ' 

C4 l.ODO-C5-2.ODO*C6 
WRITE (6,600) C1, C2, C3 , C4, C5, C6 
FORUT (2X, 6F9.4) 

READ IN INITIAL FLUID AND GD TEMPERATURE, ASSUI<ED TO BE UNIFOiiM 

DO 21 J=l,N 
T( 1, J) =TI 
U (1, J) =TI 
UK(l,J)=TI/1.8DO 
TK ( 1, J) =TI/ 1.8DO 
CONTINUE 
DO 25 I=l,M 
TE(1) = TI 
1424 = 1 

CALCULATE THE TEMPERATURE LIFT, OR FALL, OF GD CORE h'HEN 
MAGNETIZED, OR DE-MAGNETIZED 

CONTINUE 
IF(MM .EQ.l)GO TO 160 
DO 170 J=l,N 
U(1,J) = UD(M,J) 
T ( 1 , J )  = T D ( M , J )  
UK ( 1, J) =UD (MI J) / 1.8DO 
TK (1, J) =TD (M, J)/1.8DO 
CONTINUE 
DO 4 0  J=l,N 
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500 
40 
C 
C 
C 

52 

IF(UK(1,J) .GE. 200.ODO .AND. UK(1,J) .LE. 250.0DO) 
DELTA(J)=6.32D-4*UK(l,J)**2 - 2.146D-l*UK(l,J) + 21.83D0 
IF(UK(1,J) .GT. 250.ODO .AND. UX(1,J) .LE. 293.ODO)DfLTA(J)= 
2.5766D-3*UK(l,J)**2 - 1.2179445DO*UK(l,J) + 151.12708DO 
IF(UK(1,J) . G T .  293.0D0 .AND. UX(1,J) .LE. 350.0DO)DELTA(J)= 
1.38 0117D-3 *UK (1, J) * * 2  - 1.0660117DO*UX ( 1, J) + 209.3 3D0 
DELTA(J)=DELTA(J) *l. ED0 
UX ( 1, J) =UK ( I, J) *1.8DO 
IF(DHOD(DaLE(~) ,DaLE(2))+1 .EQ. 2)U(l,J) = U(1,J) + DELTA(J) 
IF(DMOD(DBLE(MM) ,DBLE(2))+1 .NE. 2 ) U ( l , J )  = U(1,J) - DELTA(J) 
hRITE ( 6,5 0 0 ) J , DELTA (J ) , UK ( 1, J ) , U ( 1, J ) 
FOWAT(2XfI3, 3F10.2) 
CONTI hWE 

ST'X3.T If3iRCHING OF U & T IN TIME "t" AKD ALONG GD CORE "X" 

DO 4 5  I=l,M-l 
DO 50 J=l,N 
IF(J.NE.1)GO TO 5 2  
T(Ii1,J) = Cl*T(I,J)+C2*TE(I)+C3*U(I,J) 
U(I+l,J) = C4*U(I,J)+C5*T(I,J)+C6*2.0DO*U(IfJ+l) 
IF(J.EQ.1)CO TO 50 
T(I+l,J) = Cl*T(I,J)+CZ*T(I,J-l)+C3*U(I,J) 
I F ( J  .EQ. N) GO TO 54 
U(I+l,J) =C4*U(I,J) + CS*T(I,J) + C6*(U(I,Jil) + U(1,J-1)) 
GO TO 50 

5 4  U(I+l,J) =C4*U(I,J) + C5*T(I,J) + C6*2.ODO*U(I,J-l) 
5 0  CONTINUE 
C 
100 
90 
C56 
45 

75p 
760 
C 
C 
C 

60 

770 
660 
C 
C 

C 
C 
C 

C 
C 
C 
C 

hRITE (6,90) M+,I,J-l,U(I,J-l) ,T(I,J-1) ,DELTA(J-1) 
CONTINUE 
FORMAT(2X,313,2X,3Fl0.3) 

CONTINUE 
DO 750 J=l,N 
h31TE (6,760) M, W, J,U (M, J) ,T(M, J) 
FORNIT (2X, 3 13,2F10.2 ) 

STORE FLUID TEMPERATURE OUT OF GD CORE 

IF(U(I+l, J) .GT. 630.ODO .OR. U ( I + 1 ,  J) .LT. 36O.ODO)GO TO 125 

DO 60 I = l,M 
LLi.DJ3LE (M) -DBLE (I) +DBLE (1) 
TE(LL) = T(X,N) 
DO 770 I = 1,M,10 
WRITE(6,660) I,TE(I) ,T(I,N) 
fOFWAT(10X,I3,2F10.3) 

I .  

M3=KM+1 
IF(1M .GT. 51)GO TO 130 

START REVERSING THE FLOW & CHANGE THE YAGNETIOC PROCESS 

DO 70 J=l,N 

ADD THE NEXT FOUR LINES TO ASSUME THE EVEN OUT OF FLUID AND 
MAGNETIC CORE TEMPERATURE DURING THE GD CORE "STOP" PERIOD 

T(M,J)=(ALPHA*RHOF*CF*T(M,J)+(l.ODO-ALP-) *RHOS*CS*U(M,J) ) 

U(M,J)=T(M, J) 
TD(M,N-J+1) = T(M,J) 

./ (ALPHA*RHOF*CF+ (1. ODO-ALPHA) *RHOS*CS) 
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UD(M,N-J+l) = U(!.I,J) 

1=1 
GO TO 140 

7 0  CONTINUE 

C125 WRITE (6 , 150) 
'2150 
130 STOP 

FORKAT( ' U I S  ZITEEi l  L G G E R  THAN 630.0, OR SY'LLEX THAN 360.0') 

END 
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C .  ... DATA FILE "ICHSYS.DAT", INPUT FILE OF KHSYS.FOR .............. 
0.24 0.055 0.700 1000.000 0.075 491.000 460.000 540.000 
500.0 5.20 20.000 0.8 0.0150 60 6 1.00 530. 2.0 
0. 0.785 3.14 440.0 20. 580. 10 5 0  
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