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TECHNICAL BACKGROUND FOR SHALLOW 

[SKIN) DOSE EQUIVALENT EVALUATIONS 

I. INTRODUCTION 

Department of Energy Order 5480.11 [l] describes procedures for radiation 

protection for occupational workers. The revisions dealing with non-uniform 

exposure to the skin [Section 9.f.(2)] are the subject of this report. We describe 

measurements and analysis required to assess shallow (skin) dose equivalent from 

skin contamination. 

11. DOSE RATES FROM SKIN CONTAMINATION 

The shallow (skin) dose equivalent, or dose equivalent to the basal layer at a 

depth of 70 pm, from radioactive contamination on the surface of the skin cannot be 

directly measured and must be inferred from calculations. The skin dose-equivalent 

rate fi(rem/h) can be related to a uniform activity concentration C(pCi/cm2) on an 

infinite surface by writing 

H = C x V ,  

where V[(rem/h)/(pCi/cm2)] = Vp + V is a conversion factor that contains 

contributions from both beta particles and gamma rays. Values of V have been 

calculated from the computer code VARSKIN and tabulated for several beta sources 

121. Results for V for a much more extensive list of isotopes, using a different 

method of calculation, have been tabulated by Kocher and Eckerman [3]. Good 

agreement is found for values of V between these two tabulations. These results 
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are becoming widely accepted as a basis for estimating shallow (skin) dose 

equivalent (see, e.g., Ref. 4). Recent work has shown that dose estimates may be 

influenced significantly by including a skin-air interface not considered in the 

"infinite medium'' results in Refs, 2 and 3; studies of this effect are discussed in 

Appendix A (and references therein). 

For non-uniform contamination over a finite area (including point sources), 

the computer code VARSKIN can be used to evaluate the dose rate, at points in the 

basal layer, or averaged over some given area in the basal layer. Note that 

VARSKIN gives the contributions from beta particles only. Contributions from 

gamma rays, if present, require a separate calculation; guidance for evaluating this 

contribution can be found in Refs. 2, 4, and 5. Usually the gamma component of 

the dose rate for skin contamination is relatively small ($ 20%; see [4-51). 

While dose rate in the basal layer can be evaluated from a knowledge of the 

activity and area of contamination, for screening purposes we must use 

survey-meter readings to make an initial judgement of its magnitude. In the next 

section we describe a method for obtaining screening estimates of skin dose 

equivalent from count rates and times of exposure, based on available information 

on dose-rate conversion factors and experimental data for a specific probe and 

selected isotopes. 

111. MEASUREMENTS WITH CALIBRATED SOURCES 

Measurements were made with BICRON pancake probe, Model PGM, and 

calibrated sources of OQTc, goSr/90Y, 14C, W l ,  and 147Pm. These disc sources had 

diameters of 2.54 cm or 4 cm. Count rates (counts per minute, cpm) were measured 

for four configurations: (A) source on the "face-up" probe, (B) probe 1 cm from the 

source, (C) probe 1 cm from the source with an intervening collimator with an 
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opening area 1 cm2, and (D) source on a surface covered with the "face-down" 

probe. Configurations (A) and (D) gave essentially the same count rates, and so 

Case D is not reported. The cpm measurements are given in Table I indicating the 

nuclide, source identification, maximum beta-particle energy, and data from the 

calibration sheets on active diameter and source strength. All the sources are pure 

beta emitters. 

The activities of two of the sources had changed appreciably since the 

calibration date because of radioactive decay. If A, is the activity at calibration 

and T is the halflife, then the activity in disintegrations per minute (dpm) at a time 

A t  after calibration is summarized as follows for the two sources: 

147Pm: Calibration date: October 13, 1988 ; A, = 0.250 pCi 

Measurement date: March 19, 1990 

A t  FZ 1 yr., 5 m0. = 1.42 y 

A = A0exp(-0.693~t/T) = 0.1717 pCi 

dpm = 2.22 x lO6A = 3.81 x 105 

; T = 2 . 6 2 ~  

- 9%: Calibration date: December 19, 1988 ; A,(Sr)=0.030 pCi 

Measurement date: March 19, 1990 

A t  = 1 yr., 3 mo. = 1 . 2 5 ~  ; T = 2 8 . 5 ~  

A = A0exp(-0.693at/T) = 0.02910 pCi 

dpm = 2.22 x lO6A = 6.46 x 104 

For each 90% decay, a short-lived (T = 2.67d) daughter, goy, 

is produced which decays by /? emission. 
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IV. EVALUATION OF CONVERSION FACTORS 

In Table I1 we give the net count rate for source-detector configuration (A) 

and the derived "efficiency" cpm/dpm. The factor V in Table I1 connects the 

shallow (skin) dose equivalent, H(70), the dose equivalent at a depth of 70 pm, to 

the source activity. Table 3.1, Ref. 2, gives dose-rate factors V ( = V ) in 

[(rem/h)/(pCi/cm2)] calculated from the computer code VARSKIN for a number of 

/3 emitters. We note that these dose-rate factors are in good agreement with those 

calculated by Kocher and Eckerman [3]. Reference 3 presents a much more 

extensive list of nuclides than Ref. 2. 

B 

Regulations [l] specify that 1 cm2 is the smallest area over which the shallow 

(skin) dose equivalent is to be averaged. The calculations described in Appendix A 

show that, for a given amount of activity, average dose equivalent over 1 cm2 is 

independent of the area occupied by the source up to 1 cm2. To be conservative in 

determining the conversion factor, CF, we assume the activity "observed" by the 

detector came from 1 cm2. We thus obtain the conversion factors in Table I1 which 

should give reasonable and conservative estimates of shallow (skin) dose equivalents 

directly from measured cpm. 

Generally, the detection efficiency (cpm/dpm) of G-M detectors is low for 

pure /3 emitters with low maximum &particle energies, as illustrated in Table 11. 

The dose-rate factors also tend to be smaller for nuclides with lower maximum 

energies. The conversion factors CF in the last column in Table 11, which contain 

ratios of the above two quantities, show much less variation over a range of nuclides 

than the two quantities individually. Our values of CF fall in the range 0.5-3 x 10-5 

(rem/h)/cpm with the lower-energy nuclides having lower values. Similar 

compensation and clustering of values around 2 x 10-5 (rem/h)/cpm has been 

described by Flood [4]. With the Drobe in contact with the source, we recommend 
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the value CF = 5 x 10-5 (rem/hl/cDm for preliminarv screening of contamination 

incidents with a known or unknown B source. 

Measurement set (B), Table I, was made with the source disc parallel to the 

detector face at  a separation of 1 cm. If we assume the source activity is 

concentrated in a disc of area 1 cm2 (disc radius 0.564 cm) instead of its original 

area (radius rs) the measured (cpm), will be modified by geometrical factors, G, to 

(cpm) ' = (cpm) oG( 0.564; 2.22)/G( rS, 2.22). (1) 

G(rs,rD) corresponds to a source disc of radius rS centered 1 cm below, and parallel 

to, the detector face of radius rD. The derivation of these factors and a table of 

values are given in Appendix B. The results from measurement set (B),  modified 

according to Eq. (l), are given in Table 111. For this Drobe-source configuration. a 

conservative value of CF = 1 x 10-4 (rem/h)/cpm can be used for screening DurDoses 

or for an unknown 4 source. 

Measurement set (C) corresponds to cpm using a collimator designed to 

measure 1 cm2 of the source with the detector separated from the source by 1 cm. 

For the calculations of CF for this situation we assume the activity on the source 

disc is distributed uniformly and the detector llsees" only 1 cm2 of the disc. The 

results of these calculations are given in Table IV. Measurements with such a 

collimator may be used to help define the axea of contamination or to obtain 

"on-scale" readings from areas of high activity. For this configuration, a 

conservative value of CF = 3 x 10-4 (rad/h)/cDm can be used for screening Durposes 

or for an unknown 4 source. 
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V. SOME APPROXIMATIONS IN DETERMINING CONVERSION 

FACTORS 

The nuclides used in the measurements given in Table I were mounted on 

stainless steel (or nickel) backings. The 99Tc sources have no covering layer while 

the other sources are said to be covered with a mylar window of thickness 0.9 

mg/cm2 (and not a number 100 times larger shown on the calibration certificates). 

Here we estimate the influence of backscattering and covers on the dose-equivalent 

conversion factors (CF) given in Tables 11, 111, and IV, and on resulting values of 

shallow (skin) dose equivalent. The possible effect of self-absorption in the sources 

is discussed qualitatively . 

Backscattering 

Assume a radioactive material which produces p ’s  at a rate dpm is spread on 

an air-solid interface. Neglect backscattering from air and let 7 be the fraction of 

the p ’s  that move initially into the solid and are scattered back into air. For an 

isotropic distribution the number of p’s directed into the air is (dpm) - ( 2 ~ / 4 ~ )  (1 + 
7). For a fixed geometry with the assumption that the backscattered 0’s are as 

likely to be counted as those initially directed into air, the count rate from a 

detector outside the surface is related to the count rate in the absence of 

backscattering (cpm)o, by 

In the Tables, cprn is for stainless steel (ss) or nickel while the field measurements 

of cpm will be for skin. These are related by 



Since the dose-equivalent conversion factors are inversely proportional to cpm, the 

CF,, in the tables are related to  those for skin by 

For qss = 0.25 (as assumed for the source calibrations), CFss = (4/5)(1 + vskin), 

and the Table values underestimate those for skin by up to 25% (for qskin = 0). If 

q&in = .05, CFss = 0.84 CFskin and CFS, would underestimate CFSkin by 20%. 

Estimates of shallow (skin) dose equivalent are to be obtained from 

measurements of (Cpm)&in and residence time of the contamination on the skin. 

From the above discussion it appears that estimates of H(70) or H(70) based on the 

table values of CF for specific nuclides will underestimate the true value by 5 25% 

due to backscattering. 

-- Source Covers 

The disc sources listed in the Tables, except for 99Tc, have 0.9 mg/cm2 

Mylar covers over the active layer. The main influence of the cover is to reduce the 

energy of the p’s passing through this layer on their way to  the detectar. This has 

the effect of shifting the spectrum to lower energies with the lower energies affected 

more than the higher energies, since the stopping power of Mylar decreases from 

6.15 MeV cm2/g at 50 keV to 1.70 MeV cmz/g at  1.5 MeV [6] .  For example, a 

50-keV will be reduced in energy by N 10% on passing through the cover normal 

to the surface (AE :: 5.5 keV). Thus some of the p ’s  that might have been energetic 

enough to enter the detector will no longer be able to  do so; a normally incident B 
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must have an energy 2 45 keV to "get through" the detector window. The presence 

of the cover on a disc source will thus reduce the measured cpm, compared with an 

uncovered source. This and the increased cpm for the "uncovered" nuclide as 

measured on the skin combine to provide an overestimate of the shallow (skin) dose 

equivalent using the CF numbers in the tables. 

The size of this overestimate is expected to be small for B spectra with large 

average energies, EP (e.g., E;" = 251 keV for W l ) .  However, for 14C (EDAv = 

49 keV) and 147Pm (E *' = 62 keV), cutting out part of the spectrum somewhere 

near the peak, and the resulting reduction in cpm, will be a larger effect. 

AV 

B 

The influence of the cover produces conservative estimates of shallow (skin) 

dose equivalent when the Table conversion factors for specific nuclides are used. If 

refined values for H(70) or H(70) are considered essential, estimates of the size of 

this effect can be made. 

Self-A bsorp tion 

The sources used in these measurements (other than 99Tc) are described in 

the calibration sheets as follows. 

"The activity is dispersed on a 40mm diameter qualitative filter paper, which 

is bonded to a stainless steel disc, covered with a 90 mg/cm2 (sic) mylar 

window, and crimped into an aluminum mount." 

The thickness of the Mylar window, apparently stated incorrectly in the above 

description, and its influence in the connection between dpm and measurements of 

cpm is discussed above. These sources are apparently formed by placing a given 

amount of solution containing the nuclide on filter paper and allowing the solvent to 

evaporate. No information was given on the thickness of the filter paper, but, as 
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argued below, self-absorption should lead to conservative estimates for 

doseequivalent rates. 

Assume that the nuclide is dispersed uniformly throughout the filter paper. 

If the filter paper is "thick" enough, the p's seen outside the source, after some 

attenuation in the window, will have come from a "thin" top layer of the filter 

paper. The dpm stated for the source is for a l l  the nuclide in the filter paper. Thus, 

in this situation, we expect fewer ps to exit the source and be available for counting 

than predicted simply from the dpm. The ratio of measured cpm to stated dpm in 

the source will be smaller than for the same activity in a non-self-absorbing layer 

of the same area. This implies that the CF's in the tables are overestimates, since 

they include that ratio in the denominator. If the filter paper is thick enough so 

that self-absorption is important, then there will be no contribution to the cpm 

from backscatter on the substrate. 
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TABLE I. SUMMARY OF MEASUREMENTS ON CALIBRATED SOURCES FOR THREE SOURCE-PROBE 
CONFIGURATIONS: A - SOURCE DISC IN CONTACT WITH PROBE FACE, B - SOURCE DISC CENTERED 
ON, PAEULLEL TO, AND 1 CM FROM PROBE FACE, C - SOURCE DISC CENTERED ON 1 
CYLINDRICAL COLLIMATOR, 1 CM FROM PROBE FACE. 

hrh=MuM S E W  NO. ACTiW 
BETA ENERGY TI, OFSOURCE DIAMETER dpm 

(MeV) (a) 

0.292 f 2 .12~10s~  1404/89 2.54 1.49~1 O4 

0.546D.27 29.ly/2.67d S9999098-18 4.0 6.46x104* 

0.156 5 . 7 3 ~ 1 0 ~ ~  S9999098-10 4.0 7.77~10’ 

0.714 3.01xl@y S9999098-13 4.0 1.78~10’ 

0.224 2 . 6 2 ~  S9999098-05 4.0 3.81x1OS* 

NUCLIDE 

g p r C  

gOSrPOu 

I4c 

W1 
14?prn 

COUNTSPJZRMINUTE 

A B C 

4034 2012 245 

39091 20352 995 

12799 6039 , 29 1 

48778 28250 1323 

18566 981 1 43 1 

(GROSS)? 

P 
w 

*Corrected for decay from calibration date to measurement date. 

t.Includes background of: 70 cprn ( y c )  and 53 cpm (others) for A and B; 62 cprn ( Y c )  and 37 cpm (others) for C. 



TABLE IL CONVERSION FACM)RS FOR EVALUATLNG SHAWLOW (SKJN) DOSE EQUIVALENT FROM COUNT-RA'E 
MEASUREMENTS: CASE A - SOURCE DISC IN CONTACT WITH PROBE FACE. 

wSrPOY 

I4c 
%c1 

' 4 7 ~ m  

I g p r C  I 1.49~10~ I 3964 I 0.266 I 3.49 I 591x10" 

6 .46~10~ * 39038 0.604 6.76p.29 1.20x10-~ 

7.77~10s 12746 0.0164 1.09 2.99~105 

1.78~10s 48725 0.274 7.44 1.22~10-~ 

3.81x105* 18513 0.0486 2.19 2.03~1 O-' 
I- 
10 

?Measurement Set A, Table 1, minus background. 



TABLE III. COMRSION FACTORS FOR WALUATING SHALLOW (SKIN) DOSE EQurvALENT FROM COUNT-RA'IE 
MEASUREMENTS: CASE B - SOURCE DISC CENTERED 1 CM FROM, AND PARALLEL TO, PROBE FACE. 

g p r C  

g'SrpoU 

1.4% 1 O4 I 1942 2053 0.138 3.49 1.14~10-~ 

646x1 04 * 20299 24580 0.380 6.76D.29 1.90~10-~ 

''c 
"CI 

lr7Pm 

*Corrected for decay from calibration date to measurement date. 

7.77~16 5986 7248 0.00933 1.09 562x1 O5 

1.78~10' 28 1 97 34144 0.192 7.44 1.75~10-~ 

3.81x1@* 9758 11816 0.0310 2.19 3.18~10' 
c 
w 

?Measurement Set B, Table I, minus background. 

$Converted by geometrical factors from disc of radius ro to 1 cm2 area using (cpm)' = (cpm), G(0.564,2.22)/G(r0,2.22) 



TABLE IV. CONVERSION F A m R S  FOR EVALUATING SHALLOW (SKIN) DOSE EQUIVALENT FROM COUNT-RATE 
MEA§uREMENTs: CASE C - SOURCE DISC CENTERED ON 1 CM2 CYLINDRICAL. COLLlMAmR, 1 CM FROM 
PROBE FACE. 

%CI 

' J 7 ~ m  

1.78~16 1 .42x1Q4 1286 0.0906 7.44 3.70~10-~ 

3.81x105* 3.03~1 o4 394 0.0130 2.19 7.5!2~10-~ 

*Corrected for decay from calibration date to measurement date. 

tdpm/(active area of disc in cm2). 

$Measurement Set C, Table I, minus background. 
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EFFECTS OF THE TISSUE-AIR INTERFACE IN 
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APPENDIX A 

E&ects of the T i i ~ e - h  Interface in 

Calculations of Beta-particle Skin Dose 

at a Depth of 70 pm* 

Oakley H. Crawford, J. E. Turner, R. N. Hamm, and J. C. Ashley 

Health and Safety Research Division, Oak Ridge National Laboratory 

Oak Ridge, Tennessee 37831-6123, USA 

INTROI3UCITON 

The determination of the dose or dose equivalent at a depth of 70 pm in skin (basal 

layer) from beta emitters on the surface represents a formidable technical problem. Since this 

quantity is not amenable to direct measurement, it has to be inferred from calculations. 

Because of the physical discontinuity of the skin-air interface and the tortuous paths that 

electrons follow, analytic calculations of beta-particle depth-dose cuwes are not feasible, even 

for uniformly contaminated skin. On the other hand, such conditions can, in principle, be 

handled by Monte Carlo procedures. A Monte Carlo code that treats in detail the transport 

and interactions of a primary electron and all of the secondary electrons it generates in soft 

tissue can be used to make the needed calculations. For given conditions of source and target 

geometry, one calculates a sufficient number of randomly generated beta-particle histories to 

provide the desired information within statistically acceptable fluctuations. 

*Research sponsored by the Office of Health and Environmental Research, U.S. 
Department of Energy, under contract DE-AC05-840R21400 with Martin Marietta Energy 
Systems, Inc. 
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In the field of beta dosimetry, the Monte Carlo code developed by Berger (1963) has 

received the most widespread use. For point sources of monoenergetic electrons in an 

infinite water medium, Berger (1973) calculated the average energy deposition as a function 

of distance in spherical shells surrounding the source using cross sections determined for 

electrons in water. (Results calculated for water and soft tissue are assumed to be the same.) 

The resulting point-source kernels for the infinite medium were subsequently used by Kocher 

and Eckerman (1987) to calculate dose-rate conversion factors for uniform skin contamination 

for a large number of beta-emitting nuclides. Kernels developed earlier by Berger (1971) are 

employed in the widely used computer code VARSKIN (Traub et a]. 1987), which can be run 

on a personal computer. 

Efforts have been made in the past to include the effects of the air-tissue interface 

on the depth-dose distribution in tissue. On the basis of a model Monte Carlo study, Berger 

(1970) has estimated the absorbed-dose reduction factor, which gives the decrease in the dose 

as compared with the dose in an unbounded medium. For planar isotropic sources, the 

reduction factor was found to be the same for all six radionuclides studied, within statistical 

errors, when the factor is expressed as a function of a,, where z is the depth and R,, 

is the CSDA range of the maximum-energy beta particle. Henson (1972, 1973) calculated 

dose rates at various depths in water, for several radionuclides, using Berger’s point-source 

kernels and reduction factor. More recently, Rohloff and Heinzelmann (1986) and Rohloff 

(1986) have used Monte Carlo methods to evaluate dose rates in tissue and water. Calculated 

dose-rate reduction factors were found to agree reasonably well with the earlier set (Berger 

1970), although differences for the radiation from different nuclides were observed. In 

addition, these authors review the small number of earlier calculations on interface effects and 
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compare with experimental measurements of Osanov and Podsevalov (1971) using point 

sources and tissue-equivalent absorbers. 

The purpose of this note is to assess the effect that the tissue-air interface at the skin 

surface has on the basal-layer dose at 70 pm using a full, interaction-by-interaction, Monte- 

Carlo simulation to compare with the dose determined by using point-source kernels for an 

infinite tissue medium. Calculations are carried out with the Oak Ridge Electron-Transport 

Code, OREC (Turner et al. 1988). 

A4ETHOD OF CALCULATLON 

OREC calculates the full Monte Carlo transport and energy loss of a primary electron 

and all of its secondaries in liquid water. For the present work, a new version of the code 

is used, which incorporates an air-water interface and uses improved values of cross sections 

for elastic scattering of electrons from H and 0 atoms. Inverse mean free paths for electrons 

in air are assumed to be the same as in water, except for scaling by the ratio of densities. In 

order to reduce statistical fluctuations in the determination of the interface effect, Monte 

Carlo histories are generated for beta particles in the all-water system and in the air-water 

system by using the same random-number sequence for both. 

Differential elastic cross sections tabulated by Riley et  al. (197s) and by Berger (1989) 

are used for electron energies from 10 keV to 256 keV and above 256 keV, respectively, for 

scattering from H and 0 atoms. (In the present calculations, electrons of energy less than 

10 keV are assumed to deposit their remaining energy locally, without further transport.) 

These cross sections resulted from Riley’s code (Riley 1974), which solves the Dirac equation 

for scattering of an electron in a static, central potential field, the latter being given by 
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electron-density distributions obtained from Hartree-Fock (Riley et al. 1975) or relativistic 

Hartree-Fock (Berger 1989) calculations for the atoms. 

The method of interpolation is important, because cross sections are given in the 

above tabulations at energies of 2" keV (integer n) only. Between any adjacent pair of these 

energies, we assume that the ratio of the differential cross section to a selected fitting 

function varies linearly with energy, for a fned value ofpsin(8/2), p being the momentum of 

the electron and 69 its scattering angle in the laboratory frame. Various approximate 

expressions for relativistic electron scattering from Coulomb (or screened Coulomb) potentials 

are used as fitting functions in different ranges of energy andpsin(8/2), using in each range 

the approximation that gives the best fit. 

POINT SOURCES 

Figure 1 shows the geometry used for calculations of the dose at a depth of 70 pm 

from a 1-Bq source located at a point S on the surface of the water. The energy absorbed 

in the water layer between 65 pm and 75 pm, used to represent the basal layer at 70 pm, is 

calculated in concentric rings about an axis passing perpendicularly through the water surface 

at S. From these data, the absorbed dose rate at the depth of 70 pm per Bq of source 

strength can be calculated as a function of r, the distance from the axis. For beta particles 

emitted from S that stay entirely in the water, the presence of the air above, rather than the 

water, makes no difference in the energy they deposit at 70 pm. However, the discontinuity 

makes a big difference for beta particles that are emitted into the air from S or that are 

backscattered from the water into the air before later reaching the layer at 70 pm. An 

electron with the path (1) in the Air/H,O geometry in Fig. 1 would have the path (1') if 

water were present above the surface (H,O/H,O). [The situation is akin to a reverse "wall 
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effect," familiar with gas proportional counters used in microdosimetry (ICRU 1983).] The 

effect of the air is to spread the energy deposition in the basal layer to larger distances from 

the source. Therefore, the Air/H20 dose rate starts out smaller than the H2O/H,0 dose rate 

at small r, but exceeds it at large r. In addition, the energy deposited in the basal layer is 

identical for paths 1 and 1' because of the proportionality of the air and water inverse mean 

free paths and use of the same sequence of random numbers. 

As an example, we show results for a 1-Bq source of "Cl at S. The maximum beta- 

particle energy is 714 keV. We let b(r) represent the absorbed dose rate per unit activity 

at 70 vm as a function of the lateral distance r from a point below S. Figure 2 shows a plot 

of ?D(r) as a function of foglor for the Air/H,O and H20/H,0 cases. Using the weighting 

factor r2 and plotting r2D(r) makes the areas under the curves in Fig. 2 between, say, logI 

and log, proportional to the rate at which energy is deposited between rl and r2 in the basal 

layer per beta particle emitted per unit time. The OREC curves have been smoothed in 

order to eliminate the statistical fluctuations in the raw Monte Carlo results. 

The most striking aspect of Fig. 2 is the occurrence of two widely separated maxima 

in the Air/H20 curve. These two peaks, one at 0.01 crn and the other at about 20 cm, are 

attributable, respectively, to two classes of electrons: those that remain in water and those 

that travel through air before entering (or reentering) water. An electron in air travels 844 

times farther than one in water before making another collision. One also sees from the 

figure that the second peak is entirely absent from the H,O/H,O curve, and that the 

H20/H20 values of fi are larger than the Air/H20 values at small r. The total areas under 

the Air/H20 and H20/H20 curves are equal, due to the equality of the total energy 

deposition, mentioned above. 



22 

The chained curve in Fig. 2 gives results obtained with the VARSKIN code (Traub 

et  al. 1987). This program calculates dose (or dose equivalent) in the basal layer, starting with 

point-source kernels for beta emitters immersed in an infinite water medium (Berger 1971). 

One sees that VARSKIN gives results similar to OREC for the infinite water medium 

(H20/H,0). This finding is not surprising, since neither treatment includes an interface. 

Results for a 14C point source are shown in Fig. 3. The maximum and average beta- 

particle energies are 156 keV and 45 keV. As compared with Fig. 2, the curves are shifted 

to smaller r, and the differences between the Air/H20 and H,O/H,O curves are not as large. 

Both effects are due to the smaller energies of the 14C beta rays and their resultant shorter 

ranges compared with %I. The smaller relative difference between the 14C curves, with and 

without the interface occurs because, in order to contribute to the basal-layer dose, a beta ray 

that has traveled in air must still enter the tissue and penetrate to a depth of 70 pm. 

Relative fewer of the lower-energy 14C beta particles do this, and so the presence or absence 

of an interface is less important for 14C than for %I. 

DISTRIBUTED SOURCES 

Figure 4 illustrates the geometry and coordinate system used for distributed-source 

calculations. A l-Bq source is assumed to be distributed uniformly over a circular region of 

area As on the surface of the skin. One is often interested in the dose averaged over a 

circular target region directly below in the basal layer (70 pm deep). The target area is 

assumed to be 1 cm2, the minimum usually of interest in skin dosimetry (ICRP 1977; NCRP 

1989). 

The dose rates, averaged over a 1 cm2 region in the basal layer for a uniformly 

distributed source of %C1, are presented in Fig. 5 as functions of the source area As. These 
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values were obtained by convolution of the point-source results presented above. A constant 

activity of 1 Bq is assumed, regardless of the source area. One sees that the H,O/H,O and 

VARSKIN results are close together. However, they are respectkly 46% and 38% above 

the Air/H20 results, for point sources and sources ranging up to 1 cm2 in area. These 

findings are implicit in the discussion concerning Fig. 2. The measurements of Osanov and 

Podsevalov (1971) indicate an increase of -30% when the absorber is polyethylene instead 

of water. 

Because the basal layer lies so close to the skin surface compared with the radius of 

the target area, there is very little change in the dose rate as As increases from 0 to 1 cm2, 

the size of the target area. Thereafter, for As > 1 cm’, the dose rates in the target decrease 

essentially as the inverse of the activity density, Le., as Ase1. At the same time, the ratio of 

the H,O/H,O and Air/H,O results approaches unity. 

Figure 6 presents the same kind of information for a distributed source of I4C as 

given in Fig. 5 for 36C1. In this case, with the lower-energy beta particles, the results from the 

H,0/H20 and the VARSKIN calculations agree to 2% and exceed those from the Air/H20 

calculation by about 10% for As < 1 cm’. An increase of -8% is found for a polyethylene 

absorber (Osanov and Podsevalov 1971). 

From Fig. 6 for a point source (As --* 0), the dose rate averaged over 1 cm2 at a depth 

of 70 pm is -0.26 p G y h  For comparison, Henson’s (1973) calculations yield a slightly larger 

value of 0.28 pGyb €or 14C, while Rohloff and Heinzelmann (1986) predict an even higher 

value of -0.33 pGy/h for their unit density “tissue” medium. Additional calculations for other 

radioisotopes should be made to isolate the source of these differences. 

The ratio of Air/H,O and H20/W20 dose rates in the basal layer, at a point centered 

below a planar source, may be compared with values of the absorbed-dose reduction factor 
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calculated according to Berger’s (1970) prescription. These dose rates, from a 1-Bq, 1-cm2 

planar source, are related to quantities calculated here by a well-known symmetry principle. 

Their values are given directly by the intercepts of the curves with the left-hand vertical axes 

of Figures 5 and 6. For %C1, the ratio of the calculated dose rates is 0.68 If: 0.02, while 

Berger’s method (1970) for the reduction factor gives 0.76. For 14C, the corresponding 

quantities are 0.90 & 0.02 and 0.94, respectively. (The error estimates are 220, where Q is 

the standard deviation of the corresponding Monte Carlo result.) The agreement is 

reasonably good. It is interesting to note that for both nuclides the ratio of computed dose 

rates is less than the reduction factor estimated from Berger’s prescription (1970), although 

the latter is supposed to give a lower bound for the ratio. 

SUMMARY 

We find that dose rates at a depth of 70 pm calculated by OREC and by VARSKIN 

for point and extended beta sources on the skin surface are in reasonable agreement when 

the air-tissue interface is ignored. However, dose rates calculated for airhissue systems differ 

from corresponding infinite-tissue values. The differences are due to beta particles that are 

emitted into the air (or that escape into air from tissue) and subsequently enter the skin and 

deposit energy in the basal layer. These beta particles tend to deposit their energies at much 

greater lateral distances in the air/tissue system than in the infinite tissue medium. Thus, 

neglect of the interface leads to an overestimate of the dose rate in regions below a small- 

area source; differences are greater for beta sources oE higher energy. Furthermore, the 
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differences are somewhat greater than predicted by Berger’s estimate (1970) of the dose-rate 

reduction factor. 

While neglect of the air-tissue interface appears to be on the conservative side for 

beta-particle skin dosimetry, its effects should be thoroughly understood and evaluated. 

Further studies are needed to carry out this task. 
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FIGURE CAPTIONS 

1. Geometry for calculations (not to scale). A point source of unit activity is located 

at airhater interface at S. Dose rate in the layer between 65 pm and 75 pm is calculated as 

a function of the distance r from a perpendicular axis passing through S. The collision sites 

of an electron (1) that travels above the skin are compressed toward the axis (1’) if the air 

above is replaced by water. 

2. Dose rate of 70 pm depth as a function of the radial distance r for a l-Bq point 

source of %C1 on the skin surface at S. The curves Air/H20 and H20/H20 were calculated 

with OREC for the air-water interface and for an infinite water medium, respectively. The 

raw results from the OREC calculations were averaged by a smoothing routine to obtain the 

curves shown. Results obtained by using VARSKIN, also shown, are virtually ihe same as 

those found with OREC for the infmite water medium (H20/H20). 

3. Dose rate at 70 pm depth for l-Bq point source of 14C on surface. Compared 

with %CI (Fig. 2), presence of interface has less effect on basal-layer dose from the lower- 

energy beta particles from 14C. As in Fig. 2, the raw results from the OREC calculations 

were averaged by a smoothing routine to obtain the curves shown. 

4. Geometry and coordinates used to describe the dose rate, averaged over a 1-cm2 

circular area (the target) in the basal layer from a l-Bq distributed source of beta particles 

directly above on the surface of the skin. 

5. Dose rate averaged over a 1-cm2 circle in the basal layer (70 pm deep) of skin. 

A l-Bq, %C1 source is assumed to be distributed uniformly over a circular area AS directly 

above. The dose rate is shown as a function of the area As covered by the source on the 

skin. 
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6. Dose rate averaged over a 1-cm2 circle in the basal layer (70 pm deep) of skin. 

A I-Bq, 14C source is distributed uniformly over a circular area As directly above, on the 

surface of the skin. 
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APPENDIX B 

SOLID-ANGLE (GEOMETRICAL) FACTORS 
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Appendix B. Solid-Angle (Geometrical) Factors 

When a beta source is surveyed with a probe that is held away from the 

source, the count rate is determined in part by the geometry factor, G, which may 

be defined as 

G = 1 Jd2r a(;), 
S 

where R (;) j the olid angle subtended by the detector, t point ? on the source, 

and A, is the area of the source. The integral extends over the surface of the 

source. Thus, the geometry factor is the average, over the source, of the solid angle 

subtended by the detector, a.ll divided by 47r. If we neglect scattering and self 

absorption in the source and the ambient air, then the fraction of emitted beta 

particles that enters the detector is given by G. 

If the source and the detector are circular regions of radius rS and rD, 

respectively, and the detector is centered over the source, at distance a, the above 

expression becomes 

G = q  Jrs dr rR(r), 

with R given by 



39 

rD+r  r 2+ v 2-r 1' 2aJ dv  ( v 2+a2) v 3/2 cos-i[ 2rv 1,  r < rD 2a[l- a 

4 ri-ra +a2 rD-r I 
cos-1 

baJr+rD dv (vZ+a)  3'2 
D r- r 

Values of G for some geometries of interest in the skin-dose problem were 

computed from the above expressions, and are given in the table below. In each 

case a = 1 cm. Note that the maximum possible value of G for this configuration is 

1/2. 

TABLE - Geometrical Factors for Various Source and Detector Radii 

Detect or 

radius 

r D  

0 

0.564 

1.27 

2.00 

2.225 

0 

0.564 

2.22 

2.22 

2.22 

2.22 

2.22 

0.564 

0.564 

0.2946 

0.2911 

0.2754 

0.2404 

0.2253 

0.0645 

0.0560 





41 

ORNL/TM-11705 

INTERNAL DISTRIBUTION 

1. 
2-1 1. 

12. 
13. 
14. 

15-19. 
20. 
21. 

22-26. 
27. 

28-30. 
31. 
32. 

33-37. 
38. 
39. 
40. 

40-44. 
45. 

46-55. 
56. 
57. 
58. 
59. 
60. 
61. 

62. 

63. 

64. 

65. 

66-75. 

A. B. Ahmed 
J. C. Ashley 
3. S. Bogard 
R. S. Bogard 
H. M. Butler, Jr. 
0. H. Crawford 
S. W. Croslin 
T .  C. Dodd 
R. N. Hamm 
M. D. Henderson 
J. B. Hunt 
A. H.  Jefferies 
C. E. Maples 
K. L. McMahan 
G. T.-Y. Mei 
G. L. Murphy 
C. L. Pugh 
K. L. Reaves 
B. C. Thorpe 
3. E. Turner 
Central Research Library 
ORNL Y-12 Technical Library 
Document Reference Sect ion 
Laboratory Records 
Laboratory Records-RC 
ORNL Patent Section 

EXTERNAL DISTRIBUTION 

Office of Assistant Manager for Ener y Research and Development, 
Department of Energy, Oak Ridge 8 perations Office, Oak Ridge, 
T N  37831 
M. N. Varma, Office of Health and Environmental Research, 
ER-70, U.S. Department of Energy, Washington, DC 20585 
D. J. Galas, Office of Health and Environmental Research, ER-70, 
U.S. Department of Energy, Washington, DC 20585 
R. W. Wood, Office of Health and Environmental Research, 
ER-70, U.S. Department of Energy, Washington, DC 205185 
Office of Scientific and Technical Information, Oak Rdge,  TN 
37831 


