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This report contains a review of issues related to density-wave instabilities in boiling water reactors (BWRs). 
The report describes the types of instability modes that can be expected in operating reactors; these modes are (1) 
the channel thermohydraulic instability mode, (2) the core-wide instability mode, and (3) the out-of-phase 
instability mode. The physical mechanisms leading to  each type of instability are reviewed and documented, along 
with some wmrnon mathematical models used in stability calcuIations. The main approximations used in these 
mathematical models are presented, and their impact on the accuracy of the calculations is reviewed. The linear 
behavior of a BWR is studied through the use of transfer functions, and the nonlinear behavior and limit cycle 
development are studied. A summary of the sensitivities 10 physical parameters is also included in this report. 

.. . 
111 





Page 
... ABSTRACT ........................................................................... 1 ~ 1  

LISTOFFIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  vi 

LISTOFTABLES ...................................................................... vii 

1 Introduction ........................................................................ 1 

2 Types of Instabilities Observed in BWRs : .................................................. 
2.1 Control System Instabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
2.2 Channel Thermohydraulic Instabilities ................................................. 
2.3 Coupled Neutronic-Thermohydraulic Instabilities ........................................ 4 

2 
2 
2 

3 Physical Mechanisms Leading to Instabilities in BWRs ......................................... 
3.1 The Density-Wave: Flow Oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  8 
3.2 Neutronic Feedback During Oscillations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

8 

10 
3.3 Boundary Conditions for Different Oscillation Modes ..................................... 12 

4 Mathematical Models for BWR Stability Calculations ......................................... 16 

4.1.1 Nuda1 Approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16 
4.1.2 Modal Approximations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  16 

4.1 Numerical Approximations for the Solution of Partial Differential Equations . . . . . . . . . . . . . . . . . . .  16 

4.2 BWR Neutron Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

4.3 BWR Thermohydraulics ........................................................... 21 

17 
4.2.1 Reactivity Feedback in the Point Kinetics Formalism ................................. 17 
4.2.2 Tlhermohydraulic Feedback in Multidimensional Diffusion Calculations . . . . . . . . . . . . . . . . . . .  19 

4.4 Mode Orthogonality: Excitation of the First Axial Harmonic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  21 

5 BVU'R Linear Behavior: Transfer Functions .................................................. 25 

6 BWR Nonlinear Behavior: Limit Cycles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35 
6.1 Baekground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  35 
6.2 Reactivity Feedback During Limit Cycle Oscillations ...................................... 35 
6.3 Reactor Response to  Sinusoidal Reactivity Perturbations .................................. 37 
6.4 Physical Mechanism of the BWR Limit Cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  39 
6.5 The Average Power Increase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40 
6.6 Limit Cycle Stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  40 

7 Sensitivity to Physical Parameters ......................................................... 42 
7.1. Parameters Affecting the Core-Wide Instability Mode ..................................... 42 
7.2. Parameters that Favor the Out-of-Phase Instability Mode .................................. 42 

8 . References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  44 

AppendixA Nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  45 

NUREG/CR-6003 V 



LIST OF FIGUKFS 

Figure Page 

Fig . 2.1. Example of a control system instability in a BWK5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 2.2. Density wave mechanism introduces a time delay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 2.3. Modes of oscillation for the coupled neutronic-thermohydraulic instability type . . . . . . . . . . . . . . . . .  
Fig . 2.4. Example of an in-phase oscillation event: LaSalle reactor, March 1988 ........................ 
Fig . 2.5. Example of average power range signal response to an out-of-phase instability . . . . . . . . . . . . . . . . . .  
Fig . 2.6. The axial mode of the neulronics is evident by the time delay observed between the oscillations at the 

LPRM A-level (bottom) and D-level (top) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 3.1. Illustration of thc local pressure drop delay introduced by the density-wave mechanism . . . . . . . . . . .  
Fig . 3.2. Block diagram of the feedback paths for the coupled nentronics-thermohydraulics instability type . . .  
Fig . 3.3. 'Qpical reactor-power to fuel-surface-heat-flux transfer function in normalized units . . . . . . . . . . . . .  
Fig . 3.4. Typical transfer function from firel sui face heat flux to density reactivity coefficierar in normalized 

units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 3.5. Flow patterns for the three main instability modes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 3.6. Simplified block diagram of BWR dynamics showing the two main feedback paths . . . . . . . . . . . . . . .  
Fig . 4.1. Schematic diagram of the interface between thermohydraulics and iieutronics for a typical RWR 

stability calculation using point kinetics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 4.2. Schematic diagram of the interface between thermohydraulics and neutronics for a typical BWR 

stability calculation using 1-D neutronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 4.3. Schematic diagram of the interface belwce n. thermohydraulics and neurronics for a typical BWR 

stability calculation using 3-D nentronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 4.4. Schcrnatic algorithm for the solution of BWR thermohydraulic problems with multiple channels . . . .  
Fig . 5.1. Closed loop reactivity to power transfcr function (%Ak/k).'. Positive 180" phase shift at peak 

frequency indicates unstable conditioiis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 5.2. Typical closed loop reactivity to power transfer function and observable features . . . . . . . . . . . . . . . .  
Fig . 5.3. Root locus of a typical BWR reactivity to power transfer [unction . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 5.4. Open-loop reactivity to power transfer function (unitless) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 5.5. Total feedback reactivity transfer function from power to reactivily ( % A M ) ,  showing the contribution 

from density and Doppler feedbacks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 5.6. Individual channel power to density reactivity transfer function gain (%Ak/k) for each 

thermohydraulic channel lype. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 5.7. Individual channcl power to density reactivity transfer function phase (deg) for each thermohydraulic 

channcltype . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 5.8. Individual channel flow to density reactivity transfer function gain ( % A M >  for each thermohydraulic 

channel type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 5.9. Individual channel flow to density reactivity transfer function phase (deg) €or each Ehermohydraulic 

Fig . 5.10. Core powei to individual channel flow transfer function gain (rnornnalized) for each thermohydraulic 
channel type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Fig . 5.11. Core power to individual chaiinel flow transfer function phase (deg) for each thermohydraulic 

Fig . 6.1. Illustration of the development of a typical limit cycle in phase space . . . . . . . . . . . . . . . . . . . . . . . . .  

Fig . 6.3. Open-loop (GH) transfer function for a typical BWR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 6.4. Power response to sinusoidal reactivity with small bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

channel type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

channel type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Fig . 6.2. Reactivity-to-power (G) and power-to-reactivity (H) transfer functions fool a typical BWR 

Fig . 6.5. Power response to sinusoidal reactivity with large bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Fig . 6.6. Power rcsponse to sinusoidal reactivity with the right bias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . .  

7 
9 

10 
11 

12 
13 
14 

18 

20 

21 
22 

26 
26 
27 
27 

28 

29 

29 

31 

31 

32 

32 
35 
36 
36 
37 
38 
38 

NUREG/CR-6003 vi 



LIST OF TABLES 

Table page 

Table 5.1. Description of thermohydraulic regions used for the LaSalle simulation 

Gains are normalized to the gain of the highest power channel .................................. 
Table 5.3. Effect of checker board pattern loading on core-wide decay ratio ........................... 33 

radial power distribution .............................................................. 33 
Table 6.1. Calculated limit cycle parameters as a function of peak magnitude 

..................... 25 

30 
Table 5.2. Gains of the individual channel power to density reactivity feedback transfer function at 0.4 Hz . 

Table 5.4. Sensitivity of calculated core-wide decay ratio to recirculation loop gain for a uniform and a skewed 

......................... 39 

NUREG/CR-6003 vii 





This report contains a review of issues related to 
density-wave instabilities in boiling water reacfors 
(BWRs). The goal of this report is not to present 
new information; it is to c~llect information and ideas 
that are generally known and accepted in the field of 
BWR stability but have not been published in a 
coherent and concise style in any other document. 
The number of people working in the field of BWR 
stability has grown over the past years to a 
respecTable number (e.g., there were closc to 100 
participants in a recent BWR stability international 
workshop held at Brookhaven National Laboratory); 
nevertheless, the field is still small enough so that 
personal communication is an effective way o f  
conveying information. This report is a summary of 
many such personal communications as well a5 formal 
oral presentations. 

Section 2 of this report describes the types of 
instability modes expected ?in operating reactoru, 
These modes are (1) the channel ~ ~ ~ ~ t ~ o ~ ~ y d r a u ~ ~ ~  
instability mode, (2) the core-wide instability mode, 
and (3) the out-of-phase instability mode. Section 3 
presents the physical mechanism leading to each type 
of instability, and Sect. 4 summarizes some comnann 
mathematical models used in stability ~~~~~~a~~~~~~ 
The main approximations used in these ~ ~ t ~ ~ m a t ~ ~ ~ ~  
models are presented, and their impact nn the 
accuracy of the calculations i$ rev:ewed. In Sect. 5, 
the linear behavior of a typical BvVR is studied 
through the use of transfer functions, and Sect, 6 
contains a study of the nonlinear behavior an 
cycle development. Section 7 presents a s ~ ~ ~ a ~  of 
the sensitivities to physical parameters. 
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Boiling water reactors have complcx dynamic 
responses that result in many instability types, and 
each of these types may have different modes of 
oscillation. This section describes the most common 
instability types and gives some examples of how they 
are manifested in commercial BWMs. 

The names given to each of the instability types 
are not universal, and this causes confiision ax times. 
It is not within the scope of this report to set a new 
nomenclature standard; therefore, we will use 'some of 
the synonyms most commonly used in the literature. 

21 Control System Instabilities 

Conrrol system instability is thc most common 
type of instability a reactor designer encounters. It is 
related bo the action of controllers that, through 
actuators, attempt lo regulate some of the variables of 
the reactor. BWKs are very complex nonlinear 
dynamic machines, which makes their control desigii 
difficult. For example, a controller that i s  optimized 
to respond at 100% flow might become unstable at 
30% flow because of system nonlincariiies. Also, 
improper maintenance might result in controller gain 
adjustments that cause unstable operation at different 
operating conditions. 

This type of instability usually nianifests itself as 
low-frequency oscillations (BWR controllers are 
typically slow) in either feedwater flow, feedwater 
temperature, or reactor pressure. These oscillations 
are caused by the action of an actuator (typically a 
valve) that follows the signals given by the control 
system. Most of the time, the unstable control action 
i s  so small (and the reactor so forgiving) that xhese 
instabilities go unnoticed. They result in low- 
frequency power or flow oscillations (of the order of 3 
to 5%), which are practically masked by the normal 
reactor noise. Ncvertheless, these instabilities should 
be detected and corrected, if for no other reason than 
to avoid excessive wear of the control actuators that 
may cause a more serious problem later on. 

There are two main controllers that affect the 
core of a BWR: the pressure controller and the 
reactor water level controller. The reactor power is, 
typically, not controlled automatically, and it i s  set 

manually by the operator through the positioning of 
control rods and recirculation pump speed. 'l%e most 
complex of [lie BWR controllers is the level control 
caused by "non-minimum-phase" effects, the "shrink- 
and-swell" phenomenon, and the effect on power of 
the core inlet flow subcooling. To solve this problem, 
the designers opted for the so-called "three-element" 
controller that not only takes into account the reactor 
water level but also the feedwater and steam flows. 
This results in a control design that is fairly sensitive 
to feedback gains and changes in operating conditions. 

Several control-system-type instabilities have been 
reported. For example, Fig. 2.1 shows a sinusoidal 
oscillation observed in the core inlet flow of a BWRS 
when it was operated at minimum recircularion pump 
speed (60% power, 4.6 Mlbh).' 'The observed 
oscillation i s  quite small. in magnitude (4.5 Mlbb  or 
about 1% of current flow) and its period i s  of the 
order of 50 s, so that this type of oscillation can easily 
go unnoticed in the control room. 

2-2 CISmameB Thennohydraulic 
Instabilities 

Heated channels under two-phase flow regime arc 
susceptible to a variety of instability types. Lahey' 
classifies these instabilities into two broad categories: 
static and dynamic. The static instabilities are 
explained in terms of steady-state laws, whereas 
dynamic instabilities require the use of dynamic 
consewation equations. 

Examples of static instabilities' are (1) now 
excursion or Ledinegg instability, (2) flow regime 
"relaxation" instability, and (3) geyysering or chugging. 
4 1  of these instability types have in common the 
existence of two equilibrium points, and the system 
tends to "jump" from one to the other. Exainples of 
dynamic irnsaabilities' are (1) density-wave oscillations, 
(2) pressure drop oscillations, and ( 3 )  flow regime 
induced instabilities. 

'The most co~nmon instability for commercial 
BWRs i s  the density-wave instabiliry, which is also 
referred to as the channel flow instability. This type 
of instability can be described as follows: given a flow 
perturbation, a "wave" of voids travels upward through 
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Fig. 2.2. Density wave mechanism introduces a time delay. The effect of a power pulse is seen up to 2 seconds 
later in the channel pressure drop due to void propagation delay 
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the channel producing a pressure drop that i s  delayed 
with respect to the original. perturbation (Fig. 2.2). 
An increase in flow typically induces an increase in 
pressure drop an3 a negative feedback that tends to 
reduce the flow perturbation. The density-wave 
phenmnenor-,, however, delays this feedback, and, at 
some frequency, the delay is eqtaivalent to a 180" 
phase lag; thus, a t  this frequency, the pressure drop 
feedback i s  positive. If thc gain is large enough, the 
channel flow becomes unstable and oscillates at that 
frequency. 

The two main modes of oscilla tiori eha t exist for 
the channel therrnohydraulic instability are single- 
channel and parallel-channel instabilities. In the 
para;lel..channel mode of oscillation, the flow in one 
channel increases while the flow in the other channel 
decreases; thus, this mode of oscillation is called out- 
of-phase flow instability. Durins out-of-phase 
oscillations, the charincl void fraction follows trends 
opposite to those of the flow, so that the pressure 
drop is the same across both channels. Experiments 
and analytical studies show that the parallel-channel 
rnodc of flow oscillation dominates the single-channel 
modc2 This is caused by the increased inlet flow 
feedback that is imposed by the constant-pressnre- 
drop boundary condition (see Section 3.3). 

Another mode of density-wave flow instability that 
has been observed in experiments is the three-channel 
type of instability. In this mode three channels [or 
groups of channels) oscillate 120" out-of-phase with 
respect to each other. The void Tractions oscillate 
opposite to the local channel flow, and, ds  was the 
casc with two-parallel-channel oscillations, the 
pressure drop is maintained constant across all the 
oscillating channels. 

Channel thermohydraulic oscillations are also 
called "local" instabilities because they may affec! a 
single channel in the core of a large BWR that has up 
to 800 chaiinels. This type of instability, should i t  
occur, is quite dangerous and it may go undetcclcd for 
a long period of time because is only affects the local 
flow of a single channel. The local void oscillations 
wd! be seen in the local powm range monitors 
(LPRMs) but will probably be hard to distinguish in 
thc avcrage powcr range monitors (MRMs)  time 
traces. Thc reactor only takes protective action (i.e., 

scram) based on M R M  signa8s. Local flow 
oscillations of significant amplitude have the potential 
for causing transition boiling and prolonged periods of 
dryout condition, which can lead to fuel clad failure, if 
fuel surface ravening is prevented by the film boiling. 

l h e  only reported case of channel 
thermohydraulic instability occurred in the Garigiiano 
reacror in Italy in the mid-1960s during special tests. 
A special turbine flowmeter was installed at the outlet 
of some channels in this rcactor. One  of the 
flowmeters failed in a locked position, which caused a 
significzant increase in the iwo-phase pressure drop of 
that channcl, This caused the channel flow to become 
unstablc, and it oscillated following a single-channe! 
mode of instability. 

2.3 Coupled Neutronic- 
Thermohydraulic Txrstabilitie 

The dominant type of instabilities in commercial 
BWRs is the coupled nee~tronic-thermohydraulic 
instability, and approximately 20 events attributed to 
this type of instability have been reported worldwide. 
Although most of these instabilities were produced 
during special stability tests, some of them occurred 
during normal operation and caused the reactor to 
scram. 

The coupled neutronic-thermohydraulic type of 
instability is also called the reactivity instability 
because it involves the changes in reactivity caused by 
void fraction fluctuations. Because of the densiry- 
wave effect, the reactivity feedback caused by changes 
in void fraction is delayed as the voids t ia~e l  upward 
throuzh. the channel. If the delay is long enough or 
the void feedback coefficient is strong enough, the 
reactor configuration i s  unstable, and the neiitron flux 
oscillates with a frequency close to the inverse of the 
density-wave timc constant (Le, the time delay caused 
by the voids traveling through the core). 

This instability type is called coupled neutronic- 
thermohydraulic because it iiivolves two feedback 
loops: (1) the neutronic feedback dcsceibed above and 
(2) the therrnohydraulic feedback that affects the inlet 
flow rate in a manner similar to that of the channel 
flow stability. This is the doniinant mode of instability 
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Fig. 23. Modes of oscillation for the coupled neutronic-thermohyclraulic instability type 

in BWRs because it adds all the destabilnzing effects 
of the thermohydraulic feedback to  those of the 
neutronic feedback. 

The two modes of oscillation that are commonly 
recognized for this type of instability are the core-wide 
or in-phase mode and the regional or out-of-phase 
mode. Tn the core-wide mode, the power and inlet 
flow of the whole core oscillate in phase for all 
channels. In the out-of-phase mode that has been 
observed in experiments and instability events 
worldwide, the power of half of the core oscillates 
out-of-phase with respect to the power of the other 
core half. The inlet flows of both halves of thc core 
are also out-of-phase with respect to each other. 

The different modes of the reactivity-type of 
instability have been explained based on the spatial 
modes of the neutron flux field that are coupled to 
the thermohydraulic reactivity feedback. The neutron 
flux caused by a spatial distribution of reactivity rcnds 
to organite itself in the form of its dominant modes 
(i.e., harmonics) in a manner similar to that of a 
string that oscillates with different harmonics @e., 
modes) depending on the initial condition chosen. 
Figure 2 3  shows the dominant modes of the neutron 
field in the radial direction for a cylindrically shaped 
reactor. Depending on the type of excitation and the 
particular reactor conditions, one mode dominates the 
other. This hierarchy of modes and how and when the 

out-of-phase mode dominates the fundaniental core- 
wide mode are discussed in Sect. 3. 

Bemuse of their spatia). distribution, core-wide 
oscillations are readily observed and measured with 
the reactor’s APRM instrumentation. In this manner, 
large core-wide oscillations result in an automatic 
scram when the plant protection system sctpoint is 
reached. Out-of-phase oscillations, however, are not 
readily detectable by the APRM system because the 
oscillations in one side of the reactor cancel the ones 
in the other side. Indeed, a perfectly symmetric out- 
of-phase oscillation and LPRh4 distribution would 
result in no perceived oscillation in the APKM signal. 
Fortunately, the real world oscillations are not 
perfectly symmetric with respect to the LPRM 
distributions of detectors, and nonlinearities in the 
neutron flux response make perfect cancellation 
impossible. Nevertheless, attenuation factors of 7 to 
10 have bcen observed in e~periments .~ This implies 
that by the rime the APRM oscillation rexhes the 
120% safety setpoint, local LPRM oscillations might 
be as high as 1200%. Thus, at the present time, out- 
of-phase oscillations pose a dangerous threat to the 
integrity of present reactors that do not have 
automatic protection against these oscillations. 
Utilities in the United States are currently required to 
scram manually upon the detection of any type of 
oscillation: based mostly on LPRM upscale and 
downscale alarms, which are sensitive to large out-of- 
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Fig. 24. Example of an in-phase oscillation event: LaSalle reactor, March 1988 

phase oscillations. An automatic protection system 
for all types of expected modes of oscillation is 
currently being designed by U.S. utilities and should 
be implemented in the near future. 

Figures 2.4 and 2.5 show an example of in-phase 
and out-of-phase instability events in commercial 
BWEts. The oscillation in the LaSalle reactor 
(Fig. 2.4) resulted in an automatic smam within a 
minute from the end of this time trace due to high 
APRM flux (< 118%) The oscillation event in the 
Ringhals BWR (Fig. 2.5) was in the out-of-phase 
mode and was terminated by a partial scram 
performed manually by the operator. The LaSalk 
event was compounded by a partial failure of a 
feedwater heater controller valve that was sticking 
open until the controller demand was large enough to 
force it to close all the way. This was the cause for 
the modulation in the limit cycle amplitude observed 
in Fig. 2.4. Thus, the LaSalle event is also an example 
of a control system instability that drives a low- 

There is some evidence, not yet campletely 
understood, that axial m es play an important role in 
oscillations caused by the coupled ne~tronic- 
thennohydraulic instability type. For instancee, Fig. 2.6 
shows the time delay between the o 
different LPRM 1 
oscillation. It is 
systems with distributed spatial feedback are not 
necessarily orthogonal to each other, Thus, the 
fundamental mode may excite the first axial mode by 

of voids through the density-wave 
mechanism, and vice versa. This is an area that 
deserves more research effort, specially in the stti 
of implications PO the a pliability of codes bas 
the point kinetic approximation, which only models 
the fundamental neutronic mode. 
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This section describes the physical nnechanisms 
that lead to the observed instabilities in BWWs. As 
stated in Sect. 2, the miask probable instabilities in 
BWRs are either the channel flow instability or the 
coupled neutronic-thermohydeaulic instability. Both 
of these types of instabilities have their roots in the 
density-wave mechanism, which adds a significant 
delay to the feedback path. Thus, this section 
describes first the density-wave mechanism, which 
governs the inlet flow feedback, and later the 
neutronic. kedback, which determines the power level. 

3.1 The Density- 
Oscillations 

The density wave causes a delay in the local 
pressure drop that is caused by a change in inlet flow. 
Because of this delay, the sum of all local pressuie 
drops may result in a total drop that ic out-of-phase 
with the inlet flow. The basic mechanism causing flow 
instabilities in I3WRs is the density wave, whose effect 
on pressure drop is illustratcd in Fig. 3.1. The 
coolant in commercial RWRs flows upward through 
the core and is guided by bundle boxes that surround 
a matrix of fuel pins (typically an array of 8 by 8 or 
9 by 9 pins). Thus, variations in density in the bottom 
part of the channel travel upward with the flow. For 
example, if the inlet flow is decieased while the 
channel power is kept constant, there is an increase in 
the numbcr of voids in the channel that will travel 
upward as a packet forming a propagating density 
wave. This packet of voids produces a change in the 
local pressure drop at each axial location, which is 
delayed axially by the density-wave propqation time 
(i.e., the effective time far the voids to move upward 
through the core). In two-phase flow regimes, the 
local pressure drop i s  very sensitive to the local void 
fraction and is very large at the outlet of the channel 
where the void fraction is greatest; thus, a significant 
part of the prcssure drop is delayed with respect to 
the original perturbation. 

If the inlct flow is perturbed sinusoidally, the local 
pressure drops are also sinusoidal (within the linear 
range), but they are delayed with respect Po the 
perturbation (Fig. 3.1). The ltotal pressure drop across 
the channel is the sum of a series of delayed sinusoids 
(the local pressure drop) and, thus, also has a 

sinuscidal form that is dclaycd with respect to the 
flow pestuabation. If the clrannel outlet pressure drnp 
(the one that i s  more delayed) i s  larger than the inlet 
pressure drop, the total pressure drop may be delayed 
180" with ncspect to the inlet flow and, therefore, have 
the opposite sign. This is the case in Fig. 3.1, where 
an increase in inlet flow results in a decrease in 
channel pressure drop. One might think that this 
channel bchaves as if it had a "negative" effective 
friciion coefficient a t  this particular frequency; thus, 
the channcl flow is unstable, and any inlet flow 
perturbation feeds on itself (positive feedback), and 
oscillations grow at that unstabk frequency. l%e 
critical point at which the channel flow instability 
starts is  when the outlet @ee, delayed) local pressure 
drop eqiials the pressure drop at the inlet at a 
particular frequency. In this case, we have a channel 
with -an effecrive Tero friction at that frequency, SQ 
that any pcmrbation sustains itself. 

In the above description we have simplified the 
argurrient by talking only about an inlet pressure drop 
(which is also called the single-phase pressure drop) 
and an outlet, or delayed, pressure drop (which is also 
called the two-phase pressure drop). In reality, as 
illustrated in Fig. 3.1, the local pressure drop i s  a 
continuons function of axial position and the situation 
has to be modelled accurately. However, it sometimes 
hclps to have a simplified mental picture (like the one 
presented above) in which all the issues are black or 
white and therefore easier to understand. This i s  thc 
simp!c view that will be used for arguments 
throughout this paper, the reader should understand 
that the real physical problem is more complex, and 
that a simple mectal model, although helpful, is not a 
substitute for a detailed numerical calculation. 

Tne relative flow stability of a channel depends on 
the amount of inlet flow feedback, and the inlet flow 
feedback is a function of the channel boundary 
conditions. The three main types of boundary 
conditions are (1) constant pressure drop, (2) variable 
prcssure drop, and ( 3 )  constant inlet flow. 

A constant-pressure-drop boundary condition may 
be achieved in a test stand by having a large bypass 

channel were to become unstable in a lRWK that i s  
arallel with the test channel. If a single 
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Fig. 3.1. Illustration of the local pressure drop delay introduced by the density-wave mechanism 

formed of as many as 800 bundlss,  the boundary 
condition would be forced by the remaining 799 
bundles, and it would remain essentially constant 
across the unstable channel. This type of boundary 
condition is the most unstable of the three because it 
results in the largest number of inlet flow feedback 
oscillations required to maintain the conslant pressure 
drop. 

A variablc pressure drop boundary condition 
occurs when the channel inlet flow is determined by 
the recirculation loop and pump dynamics. In this 
case, the channel pressure drop at a particular flow 
and time must match the pressure drop across the 
recirculation lobop plus the pressure gain at the pump 
for the particular loop flow. For this pressure 
balance, dynamic terms, such as inertia, have to be 
taken into account in the channel as well as in the 

NUREGICR-61003 

circulation loop. Because the pressure drop across the 
channel i s  allowed to oscillate according lo the 
recirculation-loop dynamics, the inlet flow feedback its 
not as strong in this case as in the constant-pressim- 
drop boundary condition. 

A constant inlet flow boundary condition a n  be 
achieved in a test stand by having a constant 
displacernent pump feed the channel a constant inlet 
flow regardless of pressure. This is the most 
sTable boundary condition. Indeed, because the flow 
is constant, it cannot oscillate; therefore the channel is 
always stable. 

The physical processes that cause flow oscilla~Jows 
are hard to visualize, but they are slightly ea:-’:a for 
the case of the constant-pressure-drop boundary 
condition. I x t  us assume an unstable channel that, as 
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described before, has an effective negative Criction 
coefficient at a frequency. Let us further assume that 
the pressure drop across this channel. is  maintained 
constant by (for instance) maintaining a large flow 
through a bypass region in parallel with the channel. 
Then, if a perturbation occurs that increases the inlet 
f l o ~ ,  the negative effective friction coefficient would 
tend to decrease the pressure drop. To compelisate 
and keep the pressure drop constant, the channel 
increases the inlet flow even further, which causes a 
runaway instability. What complicates the situation is 
the fact that the effective friction coefficient' is only 
negative at a particular frequency; thus, the flow 
increase is not an average flow increase but a flow 
increase at the frequency. In other words, the 
instability results in an oscillation of that frequency 
with an exponentially growing amplitude. 
Nonliiiearities in the system eventually cancel the 
growth of the oscillation, and a limit cycle i s  
established at a finite oscillation amplitude. 

I 1 

In the previous section, we described the density 
wave in relation to flow instabilities. For those 
instabilities, only flow is itivolved, and the power 
generation term in the fuel is  assumed constant. In 
BWRs, the power generation is directly related to the 
neutron Wux, which is a function of the reactivity 
feedback and, therefore, depends strongly on  the are  
average void fraction. Thus, when a void fraction 
oscillation is established in a BWR, the power 
oscillates according to the ocutronic feedback. 

' h e  neubronic feedback path is different from the 
inlct flow feedback path. The neutronic feedback 
involves (I) the neutron dynamics, which determine 
the power generated in the fuel; (2) the fuel dynamics, 
which define the heat flux from fuel do coolant; (3) 
the channel thermal hydraulics, which characterize the 
void fraction response to  changes in heat flux and 
include. the inlet flow feedback through the 
recirculation loop; and (4) the reactivity feedback 

Inlet enthalpy 
.. .. . 

RECIRCULATION LOOP 

Fig- 3.2. Block diagram of the feedback paths for the coupled nclatronics-thermohydraulics instability type 
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dynamics, which relate the void fraction distribution to 
a reactivity value that affects the neutron dynamics. 
These feedback paths are illustrated graphically in 
Fig. 3.2. One important difference between the 
neutronic feedback and the flow feedback paths is 
caused by the fuel transfer function. Before the power 
generated by the neutronics can feed back through the 
moderator density, it has to change the fuel 
temperature to alter the heat flux from fuel to 
coolant. The fuel in commercial BWRs responds 
relatively slowly with a time constant between 6 s and 
10 s. This results in a single pole break frequency of 
the order of 0.03 HL. Since the unstable oscillations 
occur approximately one decade above this break 
frequency @e., at approximately 0.3 to 0.5 Hz), the 
fuel adds almost a 90' phase delay to the feedback. 
Furthermore, the gain of the fuel transfer function 
decreases inversely proportional to the frequency for 
frequcncies between 0.1 and 1.0 Hz. This effect can 
be seen in Fig. 3.3, which shows a typical power-to- 
heat-flux transfer function calculated by the LAPUR' 
code. Thus, the fuel has some destabilizing effect 
because of its phase delay, but it also has a significant 
stabilizing effect caused by its inherent filtering of the 
oscillation amplitude at frequencies higher that 0.1 
Hz. Changes in fuel time constant affect the reactor 
stability in two ways, but experience has shown that 
the gain effect is dominant over the phase effcct. 
Thus, decreasing the time response of the fuel (i.e., 
smaller diameter fuels or increased pellet-clad gap 
conductance) has a destabilizing effect in general. 

The void reactivity feedback is computed by 
performing a spatial averaging of the void distribution 
in the core weighted by the local void reactivity 
coefficients and the local neutron flux and adjoint. In 
mathematical terms, the reactivity feedback, A p ,  due to 
a void perturbation, da, can be written as shown in 
Eq. (3-1), 

(3-1) 

where QI and @+ are the normalized neutron flux and 
its adjoint, respectively, and dp/da is the local density 

G 
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Fig. 3.3. Typical reactor-power to hel-surface-heat- 
flux transfer function in normalized units 

reactivity coefficient. 

The averaging described by Ey. (3-1) results in a 
phase delay of slightly over 90 and a large filtering 
effect (Le., gain reduction) for frequencies higher than 
the inverse of rhe density-wave time constant. Figure 
3.4 illustrates this effect in the LAPUR-calculated 
transfer function from fuel surface heat flux to density 
reactivity feedback. The units in this figure are 
normalized to the average (Le., zero frequency) value 
because only the shape of the transfer function is 
relevant to this general discussion. The absolute gain 
value of this transfer function will depend on the 
particular characteristics of the reactor being modeled; 
for example, the gain is directly proportional to the 
density reactivity coefficient. The filtering effect on 
the channel gain is very significant at high frequencies 
(Fig. 3.4), and it results in a fast roll-off that, for all 
practical purposes, eliminates all frequencies higher 
than the fundamental oscillation frequency from the 
feedback path. This is the reason for the observation 
that in time domain codes the reactivity feedback is 
essentially sinusoidal even under large limit cycle 
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conditions when thc neutron flux has a significant 
amount of higher harmonic contamination. The 
filtering effect observed above is caused by the spatial 
averaging introduced by Eq. (3-1) combined with the 
density-wave mechanism. For example, if the reactor 
power (and, consequently, the fuel heat flux) is 
oscillated at a high frequencj, there will be an 
associated density wave formed by the void 
perturbations that will travel upward through the 
channcl. If the oscillation frequency is higher than 
xhe density-wave characteristic time delay, the wave 
front will not have time to leave the top of the 
channel before the next wave front is created. In this 
manner, when the average void fraction is calculated 
using Eq. @-I)? the positive and negative parts of the 
wave cancel each other, and there is a significant 
decrease in overall density reactivity feedback. On the 
other hand, if the power oscillation i s  of a very low- 
frequency, the spatial averaging does not produce the 
canceling effect described above, and the gain i s  not 
reduccd. 

3.4 Boundary Conditions for Different 
Oscillation Mo 

It has been established experimentally6 that 
niomcnturn dynamics and the recirculation-loop flow 
path play an important role in defining reactor 
stability because, for the fundamental mode of 
oscillation, any change in power i s  accompanied by a 
change in inlet flow. The amount of this change is 
determined by momentum dynamics in the core and 
recircula tion-loop characteristics. I-Iowever, an out-of- 
phase mode of oscillation in parallel channels does 
not require changes in rota1 inlet flow because the two 
oscillating core regions adjust their flows to maintain 
equal pressurf. drops across the core. In other words, 
if the flow increases in channel 1, thc flow of channel 
2 decreases by the same amount (at Ieast within the 
linear operating region), and the total flow remains 
unchanged. This mechanism allows for large flow 
oscillations within each channcl, and it has the effect 
of increasing the gain of the thermohydraulic 
component in the BWR dynamics fcedback, thus 
decreasing the reactor stability. 

The mechanism described above is represented 
schematically in Fig. 3.5, In this figure, the arrows 
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Fig= 3.4. Typical transfer function from fuel. 
surface heat flux to density reactivity 

coefficient in normalized units 

represent the flow intensity through the representative 
channels during an oscillation of period T. For the 
fundamental (core-wide) n o d e  of oscillation, the 
whole core behaves as a unit, and the total core inlet 
flow oscillates in phase with the core pressure drop. 
In the out-of-phase mode of oscillation, a constant 
rota1 core inlet flow is maintained by readjusting 
individual chaiiinel flows, and the core pressure drop is 
maintained constant. -This flow pattern is graphically 
represented in Fig. 3.5 by two flow components: the 
in-phase component that remains constant, and the 
out-of-phase component that oscillates; the actual flow 
is the sum of the EWQ componcnts. When a single 
channel instability occurs, the inlet flow o€ the single 
unstable channel oscillates, but the total core flow and 
core pressure drop remains essentially constant 
bccause it is controlled by the large number of 
stable channels. 

Thus, the boundary conditions that must be used 
to model the three instability modes are as follows: 
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Fig. 3.5. Flow patterns for the thrce main instability modes. Arrow thickness indicates 
flow intensity. Arrow to the right of vessel illustrates core pressure drop 
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e Core-wide instabilitv m a  - variable pressure 
drop across the core that is determined by the 
recirculation-loop dynamics, 

e Out-of-phase instability mode - constant pressure 
drop across all channels in the core, and 

e Channel thermohydraulic instabilitv mode - 
constant pressure drop across the channel. 

A thermohydraulic model of a RWR includes fuel, 
core coolant, and recirculation-loop dynamics. The 
dynamic processes solved by most BWR stability codes 
can be summarized as follows: an energy balance in 
thc fuel region yields the heat transferred to the core 
coolant. The encrgy and continuity balance equations 
are solved in the coolant region to obtain the core 
enthalpy (Le., void fraction) distribution. Neglecting 
second-order effects, the momentum equation can 
integrate this distribution to yield the core pressure 
drop. The recirculation-loop monientum equation 
yields the core inlet flow from the pressure drop 
across the jet pumps, which must equal the pressure 
drop across the core. The thermohydraulic loop is 
closed when the inlet flow is coupled to thc coolant 
energy and continuity equations. Finally, the 
thermohydraulic and neutronic models are coupled via 
the fuel temperature and void reactivity feedbacks, 
which yield the da term in Eq. (3-1). Thus, the two 
main feedback paths in the closed-loop dynamics of a 
BWR are (1) the inlet flow feedback, characterized by 
the reactor and recirculation-loop rnonientum 
dynamics, and (2) the neutronic feedback, caused by 
the void reactivity coefficient. Thcse feedback paths 
are represented in Fig. 3.6. 

In physical terms, the dominance of the out-of- 
phase and core-widc modes of unstable oscillations 
depends on the relative gains of the two feedback 
paths in Fig. 3.6. The out-of-phase instability mode 
has a very large gain for the inlet flow feedback (in 
essence the flow can oscillate as much as it wants 
without having to pay any friction "penalty" in the 
recirculation loop), but it has low gain from neutronic 
feedback because it corresponds to a damped 
subcritical mode. For the core-wide instability mode, 
the situation is reversed; the neutronic feedback is 

............................................ 

........................................... 

m 

Fig. 3.5. Simplified block diagram of B 
showing the two main feedback paths 

large, bur the inlet flow feedback is smaller beaausc 
flow oscillations are damped by the friction in the 
recirculation loop. Thus, either of the two instability 
modes (out-of-phase or core-wide) may dominate the 
response of the reactor. Which of the two will 
dominate depends on specific values of parameters as 
they affect the relative gain of the two main fedback 
paths. 

The thermohydraulic equations in a particular 
channel are essentially the same for the out-of-phase 
mode as for the core-wide (fundamental) mode; they 
are based on the momentum, energy, and continuity 
equations. The only difference between the two 
modes arises on the core boundary conditions (i.e,, 
inlet flow and pressure drop). For the core-wide 
mode, the boundary conditions are determined by the 
recirculation-loop dynamics. For the out-of-phase 
mode, however, the boundary conditions are fixed, and 
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they determine the nccessary inlet flow to maintain a 
constant pressure drop across the core. T h i s  is a well- 
known boundary condition for parallel-channel 
oscillations and is caused by the common plena 
connecting all channels. 

In frequency domain linear codes, the constant- 
pressure-drop boundary condition can be implemented 
either by properly connecting the individual open-loop 
transfer functions as they are combined to form the 
closed-loop o r  by setting the gain of the 
recirculation-loop pressure-to-flow transfer function to 
an arbitrarily large number and using an existing core- 
wide stability code. Both methods yield the same 
result because both minimize pressure drop variations. 

In summary, there are two competing effects iiia 
the out-of-phase mode: on the one hand, the 
neutronics component is subcritical and tends to dam 
out oscillations; on the other hand, the 
thermohydraulic component in the out-of-phase mode 
has more gain than in the fundamental mode and 
tends to destabilize it. The relative importance of the 
two above effects depends on the degree of 
subcriticality of the out-of-phase mode. Thus, it 
seems plausible that there is a threshold stibcriticaal 
reactivity at  which the out-&phase mode can became 
unstable, even if the fundamental mode is stable. 
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This section presents some of the mathematical 
models that are commonly used for stability 
calculations. The purpose of this section is to point 
out the approximations and limitations for these 
models rather than to provide a complete reference of 
equations and correlations, which would be outside of 
the scope of this report. This section uses a 
significant number of buzz words, whose definitions 
are also beyond the scope of this document. For 
convenience to the reader, the first introduction of 
these buzz words is in italics. 

4.1 Numerical Approeatioms fc9r the 
Solution of Partial Di Fferential 
Equations 

The main approximation of all models used for 
stability evaluation comes froin the fact that the 
conservation laws that must be satisfied by the 
variables of interest are typically expressed as partial 
differential equations (PDEs). Numerical 
mathematics, however, is well suited to solve ordinary 
differential equations (ODEs); thus, approxiniations 
arc required to solve the physical problems 
numerically. 

a1 Approximations 

The most commonly used approximation to 
reduce a PDE to a set of ODES is to discrctize the 
space variables by creating a group of nodes. The 
following stepr are involved in this process: 

Define a mesh of nodes that cover all the space of 
interest. This step is commonly referred to as a 
nodnlizntion process. 

Define node-nveraged 1 ~ n h ~ 5  for all the variables 
that have a space dependence. 

Define boundary condifions that arc consistent for 
the mesh chosen. 

Approximate the space derivatives in the original 
PDE by relations between the node-averaged 
values. For example, the first-order space 
derivative may be approximated by the difference 

between the node-averaged values of two adjacent 
nodes divided by their distance. The result of this 
step i s  a set of algebraic equations that relate all 
the node-averaged values to each other and to 
their time derivatives. 

5. Solve for the set of ODEs defined in step 4. 

The accuracy of a nodal approximation depends 
on how coarse the nodalization is: the finer the mesh, 
the better the rcsult (if one does not consider 
truncation errors due to the finite number of digits 
used by computers to represent real numbers). 
Accuracy can also be improved by defining optimized 
node-averaged values in step 2, instead of simple 
averages or node-center values. These optimized 
values are chosen so that the original. PDE is 
conserved inside the node itself. T h i s  type of 
approximation i s  often salled finite element, and it 
allows for coarser meshes with improved accuracy 

4.1.2 Modall Approximations 

Another approximation that is commonly used 
(often without recognizing it) is a modal type of 
numerical solution. In this approximation, a shape is 
assumed for the space-dependenr part of the solution, 
and the space dcrivatives are calculated analytically 
based on this shape; this process rcsults in an ODE 
with time being the only independent variable. For 
this approximation, the solution i s  assumed to be 
seyaruble and equal to the product of two functions: 
one that i s  only a function of time and another (the 
shape function) that i s  only a function of space. 

An example of this modal approximation is the 
commonly used poinr kinelics formalism for the 
neutron field dynamics. Within point kinetics, the 
time- and space-dependent flux, 
be equal. to the product of a time-dependent flux level, 
n(r), times a shape function, @@); therefore, 

In this approximation, the space-dependence, 
is obtained from a steady state solution of the neutron 
field PDE ( k 9  by forcing all time derivatives equal to 
zero). The steady state solution is then plugged into 
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the time- and space-dependent neutron field PDE to 
obtain an ODE for the time component, n(t). In this 
way, the coefficients of the timedependent ODE for 
n(t) are a function of &(r). 

A close inspection of Eq. (4-1) reveals that it is 
not a very good approximation in the sense that no 
deviation from the steady state space dependency, @(r), 
is allowed. Mathematicians, however, solved this 
problem long ago by realizing that the steady state 
solution of an nufonontous space-dependent equation 
is typically degenerate, which means that there are an 
infinite number of spatial shapes, #i(r) (i = 1, -), that 
satisfy the steady state equation. Thus, the general 
solution for the time- and space-dependent flux is not 
given by Eq. (4-1) but by 

0. 

W , r )  = Cfii(f> Qi(d (4-2) 
i= l  

Each of the 4Pi(r) solutions is called a spatial mode 
or a spatial hamronic. The first harmonic or mode 
[the one called @(r) in Eq. (4-1)] is called the 
fundamental, and it is the one that dominates most 
transients. Spatial harmonics have some interesting 
mathematical properties, the most important of which 
is that they are orthogonal to each other 

j-"+j(r)$(r)dr = 0 ; if i * j  (4-3) 

A consequenlce of this orthogonality is that 
equations for each of the n,(t) can be derived that are 
independent of the other n,.(t). In a stable critical 
reactor, all ni(r) have negative eigenvalues @e., they 
decay with time), so that only the contribution from 
the fundamental component is important and 
Eq. (4-1) becomes a good approximation. Under 
special circumstances (such as Xenon spatial 
oscillations, or out-of-phase instabilities in BWRs), 
the higher harmonies play an important role in the 
reactor dynamics. 

The advantage of modal approximations over 
nodal approximations is that if one is  interested in the 
temporal behavior of the fundamental or any other 
mode, this is precisely the quantity being computed 
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and the results are exact. The disadvantage is that 
changes in spatial shape cannot be accommodated. 

BWRs have a very complex dynamic behavior. To 
complicate the issue even further, the solution of the 
neutron dynamics blends itself quite easily to a modal 
approach @e+, point kinetics), whereas a nodal 
approach is more appropriate for the 
thermohydraulics part of BWR dynamics. Thus, it is 
not unusual to see mixed nodal-modal calculations of 
BWR stability. 

4.2 BWR Neutron Dynamics 

Neutron dynamics define the behavior of the 
neutron field in a BWR, and, thus, they control the 
power generation term that feeds the 
thermohydraulics. One of the most exact 
representations of neutron dynamics is the time- 
dependent Boltzman Equation (also known as the 
neutron transport equation), which not only depends 
on time and space but also on energy and direction, 
for a total bf eight independent variables. For 
obvious reasons, this equation cannot be solved 
directly numerically, and a significant number of 
approximations are required that are beyond the scope 
of this report. 

The way in which the thermohydraulic calculations 
are coupled to the neutronics is of particular 
relevance to BWR stability calculations. This is 
accomplished by a reactivity calculation in the point 
kinetics formalism or by modifying the cross sections 
used in the diffusion or transport multidimensional 
calculations. 

4.2.1 Reactivity Feedback in the Point 
Kinetics Formalism 

Point kinetics, as stated before, is a modal 
approximation to the neutron dynamics. Indeed, the 
conventional point kinetics formalism solves for the 
time-dependent behavior of the fundamental mode of 
the neutronics. A rigorous derivation of the point 
kinetics formalism can be accomplished starting from 
the neutron transport equation and introducing the 
concept of adjoint flux, e*@). This derivation results 
in a series of formulas for all the space-independent 
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constants and variables that appear in the: point 
kinetics equations for n(f). The most important of 
these variables is the net reactivity feedback, ~($1, 
which is defined by Eq. (4-4), 

where Vis the core volume and p(ig,l is the local 
reactivity feedback at position r, which is typically 
estimated as a function of changes in void fraction, a, 
and fuel temperature, Tf Using the iinearized 
recicriviiy coefficients dpf& and apfdrp 

Ap(t , f )  = - ( r , t )  afJ A c c ( F , ~ )  

+ ---(r,t) 3 P  A$(t , t )  
(4-5) aa 

?f 

In the above equations, the local flux, @(r), is assumed 
to be normalized so that the integral over the whole 
volume, 
i q  equal to one. 

of the product of the flux Ziines its adjoint 

Equations (4-4) and (4-5) woirld represent the 
optimal coupling from therrnohydraulics to neutronics 
if the thermohydraulic solution were gcsfea and 
known at every position, r, in the r" bacror. 
IJnfortunately, thcrmohydraulics is the most expensive 
part of the calculation because the solutions to many 

C h - I  4 x i a l  C h -  1 
Temp 14 V o i d  Reac- 

~~ ............ COLLAPSE 

LOCLAPS ___... 

Core 1 Reac- j t l v i t y  

(sometimes ill-behaved) differential equations are 
involved. Thus, the thermohydrmlics are often solved 
in fairly coarse meshes by grouping thermohydraulic 
channels in the radial direction. The process for 
coupling the point kinetics neutroania to the 
thermohydraulic calculations is shown schematicaliy in 
Fig. 4.1 and is described mathematicalily in the 
following paragraphs. 

TO account for the coarse radial. mesh, we must 
rewrite Eq. (4-4) as 

where A is the horizontal (i.e., radial) area of the 
core. The radial integration in Eq. (4-6) is  then 
approximated by a sum over a group of channels (or 
thermohydraulic regions) that have similar power 

becomes 
In mathematical terms, this approximation 

where Nb is the total number of bundles in the core, 
N, is the number of ther 
channels) used for the calculation, Ni is the number of 

xaulic regions (or 

Core 
Power 
-. ........... 

........ 

Ch- 1 C h - I  A x i a l  
Power Shape 

... ... ). 

v -  
, 

Fig. 4.1. Schematic diagram of the interface between therrnohydraulics and neutronics 
for a typical BWR stability calculation using point kinetics 
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bundles in region i, and 
contribution from a single channel in region i, which 
is  given by the following equation: 

is the reactivity feedback 

H 

where pi@) is the axial flux distribution for 
thermohydraulic region i, which is normalized so that 
the integral over the height of the core of the axial 
flux times its adjoint equals one. 

Axial Nodalization 

Equation (4-8) again is solved by discretizing the 
axial dimension into a set of axial nodes. This axial 
nodalization is also fixed by the thermohydraulic 
calculation, and the number of nodes is typically 
determined by the accuracy desired. The reactivity 
feedback from a channel of thermohydraulic region i 
is then given by the following expression: 

where p$) is the local reactivity feedback 
contribution from axial n o d e j  in a single bundle of 
thermohydraulic region i, and it is calculated by an 
equation similar to Eq. (4-5). 

Within one group diffusion theory, the adjoint 
flux is equal to the forward flux, and both are 
approximately proportional to the power generation 
term, P (if one assumes fairly constant fission material 
loading). Therefore, all the products of flux times its 
adjoint may be approximated by the power squared. 

Thus, the general integral equation represented by 
Eq. (4-4) is approximated in most BWR stability point 
kinetics calculai.ions by the following series of sums: 

where Pi is the normalized power of thermohydraulic 
region i and Pq is the local power at axial node j of 
region i. This process i s  shown graphically in Fig. 4.1. 

Note that in Eq. (4-10) the term pt@), which is 
inside both summations, is the product of the 
reactivity coefficients times the variations in void and 
fuel temperature [Eq, (4-511. A common mistake is to 
generate average reactivity coefficients and then 
multiply them by the time-dependent, spaced-averaged 
void fraction and fuel temperature. The result of this 
approximation is not equal to the result of Eq. (4-10) 
and can be in error significantly because of the strong 
nonlinear dependence of the reactivity coelficients. 
Whenever possible, an equation similar to Eq. (4-10) 
should be used. 

4.22 Thermohydraulic Feedback in 
Multidimensional Diffusiion Calculations 

In multidimensional diffusion calculations, 
whether in one, two, or three dimensions, a process 
similar to the one described for the point kinetics case 
must be followed to estimate the thermohydraulic 
feedback. In principle, it is possible to generate a 
computer model with a one-to-one correspondence 
between the neutronic and thermohydraulic nodes. 
However, because the thermohydraulic parr of the 
calculation is significantly more expensive than the 
neutronics, often the thermohydraulic mesh is; defined 
based on representative regions that group many 
bundles with similar power density. Thus, an 
algorithm must be used to couple the thermohydraulic 
mesh to the neutronic mesh. In diffusion calculations, 
the concept of reactivity does not apply properly. 
Instead, the local cross seclions of each neutronic 
node are varied as functions of the local void fraction 
and fuel teniperatura based on static calculations that 
are performed at different void fractions, fuel 
exposure, and fuel temperatures. 

One-dimensional (1-D) neutronic calculations 
(shown schematically in Fig. 4.2) typically conserve the 
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Fig. 4.2 Schematic diagram of the interface between thermohydraulics and neutronics 
for a typical BWR stability calculation using 1-E) neutronics 

axial direction in BWK stability calculations. In this 
way, the propagation of the density wave and its effect 
on the local power density can be modeled. To 
perform these calculations, the three-dimensional (3- 
D) therrnohydraulic feedback must be collapsed into 
effcctive 1-D cross sections. Similarly, as in the case 
of the reactivity feedback, the optimal way to collapse 
cross sections is to use a flux adjoint weighing as 
shown mathematically in Eq. (4-11): 

where the time-dependent local 3-D cross section, 
Z(r&f), is updated based on the local void fraction and 
fuel temperature calculated in the thermohydraulic 
mesh, and then collapsed to 1-D cross sections, .Z'(zJ), 
based on  Eq, (4-11). 

As in the case of point kinetics, the integral in 
Eq. (4-11) is replaced by a summation over the 
thermohydraulic channels, so that the 1-D cross 
section, E(Gf), is estimated as 

where Zi(q) is the cross section of thermohydraulic 
channel i. Similarly, as in the case of the reactivity 

feedback in paint kinetics, a common mistake is to 
average first the radial void distribution and then 
estimate radially averaged cross sections. This mistake 
may underestimate the thermohydraulic feedback 
significantly because of the nonlinear nature of the 
process, 

In 3-D neutronic calculations, the neutronic mesh 
is typically (although not always) smaller rhaii the 
therrnohydraulic mesh; thus, many neutronic nodes 
receive the same thermohydraulic feedback (especially 
when a limited number of thermohydraulic regions are 
used). The process to estimate the thermohydraulic 
feedback in 3-D calculations is shown schematically in 
Fig. 4.3. ' h e  key approximation in 3-D calculations i s  
that only a few thermohydraulic regions are typically 
modeled; therefore, 3-D calculations require onc 
algorithm to convert the 1-D cross section feedback 
calculated for each region to  the finer neutronic nlcsh 
and another algorithm to collapse the fine 3-D power 
to region-averaged axial power shapes. 

The selection of the number of thermohydraulic 
regions and the association between the finer 
neutronic nodes to the coarser thermohydraulic nodes 
are a key process in 3-D neutronics. This is especially 
true when inherent symmetries are used to reduce the 
problem dimensionality. It i s  not uncommon to 
perform 3-D quarter or even octant symmetiy 
calculations where only an eighth of the core is really 
modeled. These symmetry approximations are 
appropriate for the fundamental mode of oscillation, 
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Fig. 43. Schematic diagram of theinterface between thermohydraulics and neutronics 
for a typical BWR stability calculation using 3-D neutronics. 

but they prevent numerically higher harmonics from 
developing; thus, 3-D octant calculations might show a 
stable reactor (in the calculated fundamental mode), 
while the out-of-phase mode is clearly unstable. 

In spite of the problem described above, the 3-D 
solution should always be a more accurate 
approximation. 

4.3 BWR 'I'hemohydraulics 

Thermohydxaulics are by far the most complex 
part of BWR dynamics. Basically, one has to solve for 
the conservation of energy mass and momentum in 
the fuel and the coolant; however, because BWR 
conditions result in two-phase flow through a number 
of parallel fuel bundles, the solution to those 
conservation equations is quite complex. 

As stated before, the thermohydraulics are not 
typically solved for each and every one of the bundles 
in the core, but a number of representative 
thermohydraulic regions are defined that group 
bundles with similar power and flow characteristics, 
and only one representative channel from each region 
is solved. The problem of coupling the calculations 
for different channels into a single core is shown 
schematically in Fig. 4.4. In this figure, we observe 
that the power and axial power distribution for each 
thermohydraulic region (or channel) is known from 
the neutronic calculation. Assuming an Met flow, the 

thermohydraulic calculation estimates the temperature 
and void distribution that feeds back to the neutronic 
calculation through a reactivity feedback. The 
thermohydraulic part of the calculation also computes 
an outlet pressure. The outlet pressures from all 
regions are compared with each other, and the inlet 
flow to all iegions is readjusted to achieve the same 
outlet pressure in all regions. The core outlet 
pressure also feeds back through the recirculation 
loop and alters the inlct flow. For instance, if the 
core pressure drop is too high, the core outlet 
pressure decreases, causing a reduction in inlet flow 
until the pressures are balanced. 

4.4 Mode Orthogonality: E'xcitation of 
the First Axial Harmonic 

An interesting fact that arises during BWR 
unstable oscillations is that the fundamental mode of 
oscillation does not appear alone, but it appears to be 
always accompanied by at least the first axial 
oscillation mode. From observations in actual reactor 
instability tests and 3-D code simulations, it appears 
that the fundamental mode always excites at. least the 
first axial mode (and probably all higher axial mode 
harmonics). This fact is an apparent paradox because, 
in principle, the different harmonic modes are 
orthogonal to each other and, therefore, one cannot 
excite the other. This section attempts to explain this 
phenomenon. In a few words, this effect a n  be 
explained by the fact that the reactivity feedback is 
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Fig. 4.4. Schematic algorithm for the solution of SWR thennohydraulic problems with multiple channels 

nonlinear and, thus, linear riiode orthogonality 
theorems do not apply. 

the local void fraction and fuel temperature). To 
simplify, we will assume that the feedback is directly 
proportional to the local neutron flu, 7 as 

To simplify the problem, we will assume a 
homogeneous, 1-D problem, where diffusion theory is  
applicable. In that case, the time- and space- 
dependent neutron flux, , is given by the equation 

i s  the steady state neutron flux and I& and 
HI are the linear and nonlinear components, 

__ - = D- + I I ( t , Z )  y( t ,z)  (413) respectively, of the ploduction operator. 
v at dZ2 

Following standard linear theory, we would 
assume that the neutron flux, F&z), is separable into 
two components: a time-dependent term, n{t,lP and a 
space-dependent term, 
linear theory, we solve for the steady state eigenvalue 

where L) is the diffusion coefficient. The production 
operator, IT(t,z), is a function of the fission and 
absorption cross sections, and it contains implicitly all 
the feedback terms (Le., the cross sections depend on 

(z). Again, following standard 
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problem of Eq. (4-15), which results in a set of 
eigenvalues, Ai, and eigenfunctions, pa which are also 
called harmonic modes: 

where the term that multiplies IT, is caused by the 
nonlinear nature of the feedback. These harmonic modes are orthogonal to each 

other, and they form a complete set bemuse Ey. (4- 
15) i s  of the Sturnz-Liouvilfe type. Therefore, the 
relation of Eq. (4-16) is satisfied: 

Multiplying &. (4-19) by each of the 
eigenfunctions (i.e., harmonic modes), integrating over 
the core height, and taking into account the 
orthogonality relations, q. (4-26), one obtains a set 
of ordinary differential equations for the time- 
dependent part of the solution: 

io" cp,(z)cp&zl dz = 8, 

8, = 0 i f i * j  

6 .  = 1 gi=j (4-16) 
iJ 

Within linear theov, the general solution for the 
time- and space-dependent neutron flux would be 
given by Eq. (4-17) 

where the time-dependent terms, ni(t), should be 
independent of each other; but, bemuse of the 
nonlinear nature of the feedback, this is not the case. 
Let's assume, to further simplify the algebra, that only 
two harmonic modes are present: 

'u(W ZZ n&)Cp,(z) + n,(r)cp,(z) (4-18) 

Substitution into the original Eq. (4-13), taking into 
account the steady state eigenvalue [Eq. (4-15)] to 
climinate the space derivatives, and performing some 
straightforward algebra results in 

Note that if the feedback term did not exist (is., 
IT, = O), the equations for n&] and nl(t) would be 
independent of each other. However, because ol the 
nonlinear and space-dependent nature of the feedback, 
there are cross terms and ndt) depends on nl(r) and 
viceversa. Note that the underlying cause of these 
cross terms is the fact that the cube integrals in 
Eq. (4-20) between orthogonal harmonics do not 
necessarily cancel. These cube integrals arise from the 
fact that the feedback term in Eq. (4-14) is space 
dependent; if the feedback were not space dependent, 
the space integrals containing cross terms would 
cancel and the modes would be truly orthogonal* 
Therefore, we can conclude that the harmonic modes 
arc not, in general, orthogonal to each other during 
the oscillations, even though their space dependence 
(Le., the steady state solutions) are orthogonal and 
they form a coniplete set. 
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Therefore, although the excitation of the axial 
harmonics during fundamental mode instabilities came 
as a surprise when first observed in tests and 3-D and 
1-D calculations, this effect is not unusual and should 
have been expected because it derives directly from 
the theory. This section shows mathematically that 
the excitation of these axial harmonics is caused by 
the nonlinear and space-dependent nature of the 
reactivity (or cross section) feedback. 

Equation (4-20) warrants further study. If we are 
intcrested only in the onset of linear instability, we 
can study the behavior of Eq. (4-20) under small 
perturbations around its equilibrium conditions (no = 
1, n1 = 0). Linearizing Eq. (4-20) results in Eq. (4-21) 

(4-21) 

Therefore, the linearized problem does not have cross 
terms (at least in first approximation), and it makes 
sense to study the linear stability of each individual 
mode as suggested previously in this report. However, 
when nonlinear time domain calculations are 
performed beyond the linear instability threshold, 
cross terms cannot be neglected, and she equivalent of 
the full Eq. (4-20) must be used so there will be cross 
excitation among harmonia. 

Furthermore, we notice that some cubic-type integrals 
are zero if the odd harmonics are symmetric; thus, the 
integral of (p,' 
(e.g., /coS"(m/W, sin(2xz1'H) is equal to zero). Thus, 
under those conditions, the linearized equation 
becomes Eq. (4-22) 

is zero under niost circumstances 
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5 BWR Linear Behavior: Transfer Functions 

Boiling water reactors behave linearly most of the 
time; nonlinearities become relevant only when an 
instability occurs and large amplitude oscillations 
develop, leading to a limit cycle caused by the 
excitation of these nonlinearities. Thus, it makes 
sense to describe the BWR behavior using linear 
transfer functions. This section presents some typical 
transfer functions calculated using the linear frequency 
domain code LAPUR? 

To maintain some consistency, all the transfer 
functions presented in this section correspond to a 
single LAPUR calculation of the h S a l l e  instability 
event on March 1988. The following reactor 
conditions were used for this simulation: power, 1465 
MW,,,; flow, 29-52 Mlbhr; pressure, 9G4 psi; and inlet 
enthalpy, 503.5 BTUilb, Six therrnohydraulic regions 
(or channels) were used for the calculation, and 
Table 5.1 summarizes some of their conditions. 
Thermohydraulic channel 1 has the highest power, and 
channel 6 has the lowest. Channels 1 through 5 
represent the core center, and channel 6 represents 
the periphery channels with reduced power and 
increased inlet restriction to minimize their flow. It 
should be noted that the conditions for the LaSalle 
event resulted in a fairly skewed radial power 
distribution that can be observed in Table 5.1. This 
skewed radial power distribution, along with a fairly 
bottom-peaked axial power shape, was probably the 

main cause of the observed instability. With this 
conditions, the LAPUR code predicts 
unstable conditions with a decay ratio of 1.05. 

Figure 5.1 shows the closed-loop transfer function 
that relates external reactivity perturbations (measured 
in %Ak/k) to changes in reactor power (normalized to 
the steady state power, which in this case is 1465 
MWLh). We observe that there is a fairly large 
amplitude peak in the gain plot at  about 0.4 Hz; this 
indicates that the reactor conditions are close to the 
instability boundary. The fact that the phase plot has 
a positive 180" shift at  about the same frequency (0.4 
Hz) indicates that this reactor condition is unstable. 

The general shape of this transfer function is 
typical in that the gain plot increases at  low frequency 
because of the presence of a low-frequency closed- 
loop zero. Then it peaks at  about 0.5 Hz, and finally 
it flattens out at higher frequencies. The main 
features of the closed-loop transfer function are 
summarixd,in Figs. 5.2 and 5.3. Figure 5.2 shows a 
typical closed-loop reactivity to power transfer 
function in a Bode-type representation, and Fig, 5.3 is 
a root locus that shows the location in the complex 
plane of the main poles and zeros of the closed-loop 
reactivity to power transfer function as a function of 
an artificial parameter, which is the overall gain of the 
feedback loop. The most relevant poles are the two 

Table 5.1. Description of thermohydraulic regions used for the LaSalle simulation 

NUREG/CR-6003 25 



6 
a 
P 

3 
S 
V 
H 
d 

Y 

0 
L 

E 
P 

N 
I 

kf 
3 



BWR Linear Behavior 

conipkx poles at approximately 0.4 Hz; as seen in the 
root locus of Fig. 5.3, the poles start at the left-hand 

line towards the right-hand side (the unstable half- 
plane). If the complex poles are in the right-hand 
plane, the reactor is unstable. Other relevant features 
are (1) the low-frequency closed-loop zero (at 
approximately 0.03 Hz) that is caused by the fuel time 
constant and its associated filtering effect and (2) the 
pair of complex closed-loop zeros (at about 0.4 Hz) 
that are caused by the channel thermohydraulics. 
These features can also be observed in Fig. 5.2. 

side of the plane (the stable side) and move along a CHAMMEL THERMAL HYDRAULICS 

r -  
I ;CLOSED L o w  ZEROS 

Figure 5.4 shows the open-loop transfer function 
that represents the LaSalle event reactor conditions. 
The open-loop) transfer function is the product of the 
forward (G) and the feedback (W) transfer functions. 
Since the G function has units of power divided by 
reactivity and the H function has units of reactivity 
divided by power, the open-loop transfer function 
(GH) is actually unitless. The point at which the gain 
plot crosses 1 (or 0 in dB units) or the phase plot Fig §A Root locus of a typical BWR 

reactivity to power transfer -ion 

I 

OPEN LOOP R E A C T I V I T Y  TO POWER T F 
_. - 

- L I - - L _ s _ L u L  1.-- -d - ,360 . 

0 01 0 1  1 I O  

FREQUENCY Hz] 
Rg. 5.4. Open-loop reactivity to power transfer function (unitless). Gain is greater 

than 0 dB when phase crosses -lW, indicating unstable conditions 
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showing the coritribution from density and Doppler feedbacks 

crosses -180" defines the system stability. In this case, 
we observe that the system is barely unstable (in fact 
it has a decay ratio of 1.05) because the gain is slightly 
higher than 0 dT3 when the phase i s  -180". 

Figure 5.5 shows a plot of the feedback transfer 
function gain, H, from power to reactivity for the 
LaSalle conditions. In this figure, the power is 
normalized to steady stare and the reactivity has units 
of %Ak/k. Figure 5.5 also shows the relative 
contributions to H of the density reactivirjl and 
Doppler feedback mechanisms; the density feedback 
mechanism dominates the response and contributes 
more than 99% to the total value. Note that dDs are 
a logarithmic-type unit, where 20 dBs corresponds to a 
decade in linear scale. It is worthwhile to notice that 
the relative importance of the Doppler and density 
feedbacks changes as a function of frequency. As it 
can be observed in Fig. 5.5, the density feedback 
transfer function rolls off faster than the Dopplcr 
feedback contribution. The relative contribution from 
Doppler becomes more important for nonlinear large- 
amplitude oscillations. 

The general shape of the feedback transfer 
function, €3, can also be observed in Fig. 5.5, which 
shows a slow dccrease at low frequencies hut a fast 
roll-off close to the natural frequency of oscillation 
(0.4 Hz) of the reactor thermohydraulics. That roll- 
off af 0.4 H.L i s  also accompanied by a decrease in 
phase that contributes to the possibility of instabilities 
at this frequency. 

Figures 5.6 and 5.7 show the contribution from 
each channel in a therrnohydraulic region bo the total 
density reactivity feedback. As it  can be observed, the 
higher-power channels have a significantly higher 
contribution to the density reactivity fccdhack than 
the low-power channels. Note that dB units are 
logarithmic, so the differences in Fig. 5.6 are even 
larger than they appear. For example, Table 5.2 
shows the relative gain of each of these transfer 
functions at 0.4 Hz, normalized to the gain of the 
high-power region (channel 1). In Table 5.2, we 
observe that region 3, which has a power level 108% 
higher than the average reactor, contributes only 18% 
to the total gain whereas region 1 contributes 41%. 
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Table 5.2 Gains of the individual chaiinel power to density reactivity feedback transfer functiom at 0.4 Hz. Gains 
are normalized to the gain of the highcst power channel. 

-II_ 

Relative Power 

Number of bundles 

Normalized gain 

Overall Contribution 

Ch-1 Ch-2 

... 

'This implies that the relative contribution of a 
channel from region 3 is only 44% (lW41) of that 
from a channel in regiotn 1. 

The results presentcd in Table 5.2 and Figs 5.6 
and 5.7 illustrate the need to model the radial power 
distribution fairly accurately. In particular, it is 
extremely important to represent properly the high- 
power channel distribution because these channcls 
contribute most of the response. For example, the 
last row in Table 5.2 shows the relative contribution 
of each region to the overall density reactivity 
feedback if we assumed that all rcgions have the same 
number of channels. We observe that region 1 (the 
high-power region) would contribute 41% of the 
response, even if it had only 176 of 764 channels 
(23%). 'lhus, modeling the high-power channels i s  
very important; however, we observe that all low- 
power channcls could be lumped into a single region 
without much loss of accuracy because these channels 
do not contribute significantly to the overall feedback. 

The underlying reason for the dominance of the 
high-power channels is that the dcnsity reactivity 
feedback is weighed by the local power square [ i . q  
the product of the neutron flux times its adjoint); 
furthermore, the density variations are proportional to 
the local channel power (for instance, the high-power 
channel has more voids). Therefore, there is  an 
almost third-power dependence of the density 
feedback on the local channel power that strongly 
favors the high-power channels. 

__I- 

Ch-3 Ch-4 

108% 89% 
~ 

-- 
Ch-5 

- 104 

0.04 

2% 

Ch-6 

37% 

32 

0.0 1 

0.4% 

An effect similar to the one observed above a n  
be seen in the araiisfer function from individual 
chalnnel flow to density reactivity feedback (Figs. 5.8 
and 5.9). These figures show in log scale (Le., dB) the 
relative contribution thaf changes of inlet flow make 
to the overall density reactivity feedback. As in 
Fig. 5.6, the channels from the high-power region 
dominate the response. 

Figures 5.10 and 5.11 show the rcsponse of 
individual channel flows to changes in reactor power. 
The picture here is not as clearcut as in Figs, 5 6  
through 5.9, and one must look at thc phase p b t  
(Fig. 5.11) to understand it. What we observe i s  that 
the responses of channels 1, 2, and 3 (the high-powcr 
channels) are out-of-phase with respext to the 
responses of the low-power channels (4, 5, and 6). 
This indicates that, following a power increase, there 
is a flow redistribution between channels to maintain 
the same pressure drop across all of them 

A typical BWR core is composed of a large 
nuinher of independent bundles that are connected 
hydraulically a t  both ends by the upper and lower 
plena. Because of these large plena, the pressure drop 
across all bundles must be maintained equal among all 
channels, although not necessarily constant in rime, so 
that low-powef channels must have the same pressure 
drop as high-power channels. Thus, to maintain this 
boundary condition, the inlet flow in the high-power 
channels must oscillate significantly more than in the 
low-power channels. 'This effect i s  caused by the fact 
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that the void oscillations are larger in the high-power 
channels, This has a very significant effect on channel 
pressure drop; thus, the inlet flow in the high-power 
channels has lo compensate more for the increased 
flow oscillations, resulting in a more 
unstable configuration. 

The effect of the radial power distribution can be 
observed in Table 5.3, which shows the decay ratio 
calculated by the LAPUR code for a core 
configuration formed by two thcrmohydraulic regions 
of an equal number of bundles. We observe that as 
the radial power distribution becomes more skewed 
(i.e.? power is taken from region 1 to region 2), the 
reactor becomes more unstable. The conditions for 
Table 5.3 are 1500 MW,, power and 27 Mlbh flow, 
with a sinusoidal axial power shape. 

An interesting result that highlights the effect of 
radial power distributions on inlet flow feedback can 
be observed in Table 5.4. From this table, we can 
conclude that a 1500 NW,, reactor with a skewed 
radial power shape is more unstable than a reactor 
condition with a higher power. For example, if the 
power is raised to 2100 MW, (approximately 140% of 
1500 MW,) but only one thermohydraulic region is 
used, the calculated decay ratio is only 0.68, which is 
larger than the one-region decay ratio at  1500 MW,, 
(054) but smaller than the two-region (60%, 140%) 
reactor with only 1500 MW,, that results in a decay 
ratio of (3.98 (Table 5.3). This is a countcrintuitive 
result. It says that if we take a reactor that operates 

Table 5.3. Effect of checker board pattern loading on 
core-wide decay ratio 

Relative Power 

40% 160% 1.3s 

at 2100 MW,, and reduce the power of half of the 
bundles (maintaining the rest of the bundles at 
constant power) so that the average power is 1500 
MW,,, the resulting lower-power configuration is more 
unstable than the original high-power configuration. 

The above effect can be explained by the effect 
the low-power channels have on  the inlet flow 
feedback of the high-power channels. In the low- 
power channels, the void fraction does not oscillate as 
much as in the high-power channels following a 
reactivity perturbation. The large void fmction 
oscillation in the high-power channels would tend to 
produce large pressure drop oscillations; however, the 

Table 5.4. Sensitivity of calculated core-wide decay ratio to recirculation loop gain for a uniform and a skewed 
radial power distribution 
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pressure drop across the high-power channels must 
equal that of the low-power channels. To accomplish 
this, the high-power channels inlet flow inust have 
greater oscillation amplitude, resulting in an increased 
flow feedback that destabilizes these channels and the 
whole core. 

‘The above theory is confirmed by the data in 
Table 5.4 that show the decay ratio as a function of 
the gain of the recirculation-loop pressure-drop-to- 
flow transfer. This gain may be increased physically by 
reducing the friction in the recirculation loop. If this 
loop has no friction, then it has an infinite gain and 
the pressure drop is maintained constant (and equal. 
to the density plus pump beads) regardless of the 
amount of core inlet flow required. A large gain, 
then, cssentially decouples the core channels from 
each other by forcing a constant-pressure-drop 
boundary condition. A small gain forces a constant 
core inlet flow, and the dynamic flow distribution 
between channels has a dominant effect. This effect is 
seen in Tablc 5.4. For high-gain values, the channels 
are uncoupled, and the one-region core with the 
highest yowcr i s  more unstable. For low gain values, 
the two-region core (Le., 60% and 140% powers) i s  
more uristable than the one-region core because the 
low-power channels act as a source of flow to the 
high-power channels by oscillating their inlet flow out- 
of-phase. 

In physical terms, we can explain this process as 
follows: when a perturbation of power causes an 
increase of voids in the high-power channels, the low- 
power channels increase their flow to attempt to have 
the same pressure drop as the high-power channels. 
This reduces the flow available for the high-power 
channels and, cansequently, reinforces the original 
oscillation more voids are produced). Thus this 
configuration is more unstable. For the case in which 
the recirculation loop has low friction (i.e.9 high gain), 
the increase in pressure drop in the high-power 
channels is compensated for by an increase in total 
flow, most of which is redirected through the low- 
power channels. 
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6 BWR Nonlinear Behavior: Ljmit Cycles 
This section presents an interpretation of the 

physical mechanisms involved in the development of 
limit cycle oscillations in BWRs. Based on this 
interpretation, approximate correlations for some 
oscillation parameters are developed and shown to be 
largely independent of the particular reactor operating 
condition. The stability of the limit cycle is also 
studied. It is shown that the BWR limit cycle may 
become unstable and bifurcate. The bifurcation 
proccss leads to aperiodic (chaotic) behavior of the 
reactor powcr and causes the peak oscillation powers 
to be larger than those from a nonbifurcated limit 
cycle. 

6.1 Background 

Reactivity instabilities result in power oscillations 
that diverge from the steady state equilibrium point 
following a spiral trajectory in phase space. If BWRs 
behaved as linear systems, the oscillation trajectory 
would divsrge indefinitely. The nonlinearities in the 
system, however, cause the oscillation to remain 
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Fig. 6.1. Illustration of the development of a typical 
limit cycle in phase space 

bounded as the trajectory converges 10 a limit Lycle. 
The limit cycle is a particular periodic trajectory in 
phase space that attracts all other trajectories. If the 
oscillation trajectory is perturbed away from the limit 
cycle, it will eventually converge back to the limit 
cycle when the cause of the perturbation is removed. 
An example of a limit cycle in phase space can be 
seen in Fig. 6.1. In this figure, phase space is 
represented by the neutron flux and the excess fuel 
temperature. It can be observed that the trajectories 
diverge (Le., spiral away) from the 
unstable equilibrium point but stay bounded and are 
attracted by the limit cycle trajectory. Mathematically, 
the limit cycle is caused by the nonlinearities in the 
system dynamics that have a stabilizing effect on the 
divergent oscillation. The main nonlinearity affecting 
BWR dynamic behavior was determined lo be related 
to the power-dependence of the cross sections7,* (i.e, 
the void reactivity coefficient). In the point kinetics 
approximation, this nonlinearity is represented by the 
term p times n. 

6.2 Reactivity Feedback During Limit 
Cycle Oscillations 

Boiling water reactors are extremely complex 
nonlinear devices. To understand their behavior we 
must simplify their dynamics to a bare minimum. 
With this goal in mind, we should first attempt to 
understand their linear dynamic behavior. Figures 6.2 
and 6.3 show the open-loop transfer functions of a 
typical BWR (computed using the LAPUR codes). A 
reactor is unstable if the open-loop gain is greater 
than 0 dB at the point where the phase is  -180". 
Figure 6.3 shows that the phase is only below -180" 
for a small range of frequencies around 0.4 Hz; 
therefore, unstable oscillations in BWRs must have a 
period of approximately 2.5 s, which is related to the 
bubble residence time in the core. We also observe in 
Fig. 6.2 that the magnitude of the reactivity feedback 
transfer function has a steep slope beyond 0.3 Hz. 
This implies that the reactivity feedback acts as a 
strong low-pass filter that damps high frequencies 
from the power oscillation. Thus, we can reach lwo 
conclusions from these simple observations: 

1. If a limit cycle is dcveloped by a BWR, the 
reactor power should follow a periodic oscillation 
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with a period of about 2.5 s (Le", a frequency of 
approxiniaxely 0.4 I-Iz). 

2. Regardless of the time shape of the pmvex 
oscillation, the reactivity oscillation should be 
essentially sinusoidal" This is caused by the 
filtering cffect of the reactivity feedback transfer 
function. No matter how many harmonics the 
power oscillation has, the reactivity feedback 
transfer function will filter out their contribution 
to the reactivity. 

These two findings might seem somewhat 
irrelevant at first, but they allow us to simplify the 
limit cycle analysis dramatically. Typicallly, most of 
the modeling complications arise from the 
therinokydraulic feedback. If these two findings are 
applicable to any limit cycle case, then the fcedback 
reactivity, p(t), i s  given approximately by an expression 
of the form 
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where p ,  i s  the average reactivity value, p1 i s  the 
amplitude of the oscillations, and w is the oscillation 
frequency that is approximately equal to 0.4 Hz. 

e reduction of the complexity of  a 
thermohydraulic model to a simple equation such as 
Eq. (6-1) allows us to perform very simple analyses 
that yield general correlations that are applicable with 
some degree of approximation to any BWR, as long as 
Eq. (6-1) holds. The parameters of these correlations 
now become p, and pJ,  instead of the physical 
geometry and CJOSS sections of a particular reactor. 

Equation (6-1) can be justified mathematically in 
the following manner: first, we know that a limit cycle 
oscillation is periodic. Thus, the power oscillation, 
n(t)> can be expanded in Fourier series without loss of 
generality as 

* w 

n(t) -- A,cas(kwt) + B,sin(kwt) (6-2) 
k=O k=O 
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Fig. 6.4. Power response to sinusoidal 
reactivity with small bias 

Because of the filtering effect of the fuel transfer 
function, large oscillations in power result in fairly 
small oscillations in heat flux from fuel to coolant, 
and the reactivity feedback transfer function can be 
considered to  behave linearly.' Thus, the reactivity 
feedback can be approximated with good accuracy by 
the following expression: 

where H, and pk are the gain and phase, respectively, 
of the feedback transfer function. Typical power 
feedback magnitudes (HJ are 11.14 dollars per percent 
power change at 0 Hz, 0.007 $/% at 0.4 Hz, and 
0.0014 $/% at 0.8 Hz.' Because the first two 
harmonics (k = 0 and k = 1 j account for %YO of the 
Ceedback energy, higher harmonics can be neglected, 
and Eq. (6-3) reduces to Eq. (6-1) with the proper 
selection of initial phase lag. We shall use Ey. (6-1) 
to study the BWR limit cycle and to obtain some 
general correlations. 

6.3 Reactor R ~ s ~ Q ~ I s ~  to Sinusoidal 
Reactivity Perturbations 

The response of a nuclear reactor to sinusoidal 
reactivity perturbations has been well ~tudied." '~ It is 
well known that a negative bias (Le., -p0) is required 
for the solution to exhibit bounded periodic solutions 
(Le., limit cycles). For each value of pI, there is only 
one value of po that results in a limit cycle: if p p  is too 
small, the oscillations diverge exponentially; if po is 
too large, the oscillations converge to zero. The 
above effect can be seen in Figs. 6.4 and 6.5, which 
show the response of a point kinetics model (with 
typical BWR parameters) to a sinusoidal reactivity 
perturbation of the type in Eq. (6-1). In Fig. 6.4, the 
bias, p,. is too small, and the resulting power 
oscillation diverges. In the case of Fig. 65,  the bias is 
too large, and the power oscillation i s  damped and 
converges toward zero. 

If the right amount of bias, pDb is present for the 
particular amplitude of reactivity oscillation, p,, we 
obtain the situation represented in Fig. 6.6, where the 
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power oscillation reaches and maintains a constant 
amplitude. The reactor behavior in this case is similar 
to that of a limit cycle caused by an instability. Thus, 
we conclude that in order to obtain periodic bounded 
power ssciilations in a nuclear reactor, a relationship 
must be satisfied between the reactivity bias, p,, and 
the reactivity oscillation amplitude, p l .  Physically, the 
reactivity bias is caused by an increase in average 
reactor power that increases with the oscillations until 
the reactor is subcritical enough to compensate for the 
divergent tendency imposed by the reactivity 
oscillation term, p1 sin(wlp). 

To study the relationship between po and p,, the 
model. of ref. 8 was used to coinpure a large number 
of limit cycles with different oscillation amplitudes. In 
the model, which is described and validated in refs 7 
and 8, the fuel dynamics are represented based on a 
single-node approximation, the channcl 
thermohydraulics are modeled using a two-node 
reprcsentation, and the neutron dynamics are based 
on the point kinetic approximation. The model 
parameters used are those presented in ref. 8 with the 
exception of using six groups of delayed neutrons 
instead of one, and KO = -3.2469~10-~. Different limit 
cycle conditions were modeled by changing the 
feedback gain, K. 

Table 6.1 shows a summary of the results of this 
analysis, presented as the values of p, and p 1  required 
to obtain a limit cycle of amplitude NFa The linear 
decay ratio and inverse gain margins are also shown in 
Table 61. From these data, we can obtain the 
following corrclation: 

2 
PI = = 2P, + Po 

that relates reactivity bias required to maintain a 
bounded limit cycle with a particular reactivity 
oscillation amplitude. Equation (6-4) compares well 
with the analytic solution for small oscillations 
reported in ref 9 (p: = 2p, ; if p ,  < < $1). 

From the results shown in Table 6.1, we observe 
that the peak value of the neutron flux oscillations, 
NFd is related to p, through a correlation of the form 
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Table6.1. Calculated limit cycle parameters as a 
(M,,-Nd 2 3 function of peak magnitude 

(65 )  
-- p1 + 0 . 7 5 ~ ~  - 0 . 1 4 ~ ~  

No 

where No is the equilibrium flux. Note that Eq. (6-5) 
is valid only for reactivities satisfying Eqs (6-1) and 
(6-4), that is, for fully developed periodic limit cycles 
[Eq. (6-5) obviously cannot be applied to cases like 
those in Figs 6.4 or 6.51. Equation (6-5) can be 
interpreted as the nonlinear reactor transfer function 
at  the frcquenq studied (w = 0.4 Hz) and reverts to 
the linear gain @e., 1.0) for small values of pl, as 
expectcd. 

Numerical simulations appear to indicate that 
Eqs. (6-4) and (6-5) are independent of reactor 
parameters and, thus, general for any nuclear system 
where the point kinetics approximation is applicable. 

6.4 Physical Mechanism of the BWR 
Limit Cycle 

To have a self-sustained, periodic bounded 
osciliation of the power in a nuclear reactor, the 
reactivity feedback must oscillate sinusoidally and 
must have a negative bias of the appropriate 
magnitude. Indeed, this bias can be understood as the 
stabilizing mechanism for an unstable divergent 
oscillation. To understand this mechanism, we can 
follow, step-by-step, the development of d limit cjcle 
in a BWR from the point of inception of the linear 
instability: 

1. A moment before the instability event starts, the 
reactor can be assumed to be operating in a 
steady state condition with some particular power 
and flow. Because the reactor is critical at this 
point, the net reactivity is zero. 

2. If by some change of conditions, the reactor 
suddenly becomes unstable in the linear sense, any 
small perturbation will result in diverging power 
oscillations that, in phase space, will spiral away 
from the equilibrium point similarly to the case 
presented in Fig. 6.1. Initially, the perturbation 
around the equilibrium point will be small enough 
so that the reactor will behave linearly and the 

1.05 1.08 182% 0.16 0.59 

1.1 1.15 235% 0.32 0.87 

0.98 1.72 

1.2 1.30 330% 

1.3 1.47 424% 

1.4 1.62 515% 1.32 2.10 

1.5 1.78 620%* 1.65 

1.6 I 1.' 

K = Inverse gain margin (see ref. 8) 
DR = Decay ratio 
NPak = Peak oscillation value 
p,, = Reactivity bias in dollars 
p1 = Reactivity oscillation in dollars 

a Solution has bifurcated (see ref. 8). 
Value reported is highest peak 
Solution is chaotic (see ref. 8). 
Value reported is highest peak 

oscillation will grow exponentially with a time 
constant equal to D h ,  where DR is the decay 
ratio and w is the oscillation frequemy. 
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As the oscillation becomes larger, the 
nonlinearities in the system, and esyeciallly the p -  
times-n term, begin to grow in importance. These 
nonliriearities have the effect of "leaking" power 
between otherwise linearly orthogonal modes. In 
effect, the power that the instability is generating 
on the fundamental oscillation mode [sin(wl)] i s  
distributed among other modes. In particular, 
some of the power of the fundamental mode 
"leaks" into the steady state mode @e, the average 
power). This increase in average power feeds 
back to the reactivity and generates a negative 
reactivity bias, p,. 

As the reactivity bias increases, the reactor 
becomes more and more subcritical and tends to 
damp out the unstable oscillation. When a 
sufficiently large degree of subcriticality is reached 
to cancel out the growth tendency imposed by the 
instability, a dynamic equilibrium is established 
and the lirnir cycle oscillation remains at a 
constant level. 

Therefore, the underlying cause of the appearance 
of limit cycles that bound the oscillations of an 
unstable RWR is the increase in average power that 
accompanies the oscillations. 

6.5 The Averagc Power Increase 

We have secn that the average reactor power must 
increase during oscillations. Unfortunately, general. 
correlations of the type of Eqs. (6-4) and (6-5) cannot 
be found for this incrcase because it depends on the 
particular reactor conditions. The procedure to 
estimate the average power increasc for a given peak 
oscillation power is as follows: 

1. Estimate, from Eq. (6.9, the value of p1 required 
to establish the particular peak power, Nprak. Note 
that this procedure depends on the initial (or 
steady state) power, No. For example, almost 
twice as much reactivity, p,, is required to obtain a 
pcak power of 100 MW over the initial power, 
when operating at an initial. power of 1000 Mw 
than at a power of 2000 MW. Thus, the value of 
p1 depends not only on Ne but also on No. 

2. Determine, from Eq. (6-4), the reactivity bias, po, 
required to maintain a periodic bounded 
oscillation with the particular value of pI obtained 
from step 1. 

3. Determine thc average power increase required to 
produce a reactivity bias of p,. This is 
accomplished by dividing pa by the steady state 
power reactivity coefficient, which depends on the 
particular reactor and operating conditions. 

'I'his procedure results in an approximate 
correlation for the average power increase, N-, of the 
form 

where Fa is a proportionality factor that, for typical 
BWR parameters, is of the order of 0.015 to 0.02. 
Therefore, the average power increase is typically 
1.5% to 2% of the value of the peak power minus the 
steady state power. 

6.6 Limit Cycle Stability 

Numerical simulations&" have shown that as a 
parameter conttolling the reactor's linea; instability is 
increased, the limit cycle may become unstable and 
degenerate, through a cascade of period-doubling 
pirchfork bijiircrrrions," into a chaotic @e., aperiodic) 
sequence of power oscillations. In this regime, the 
power oscillations are aperiodic but remain bounded 
by a strange attractor." It appears, however, that the 
oscillation amplitude (Le., peak power) is increascd by 
this phenomenon, and that the bifurcated limit cycle 
exhibits larger peak powers than extrapolation of the 
non-bifurcated limit cycle would predict. 'phus, the 
understanding of thc bifurcation phenomenon in 
BWKs is relevant to accident analysis where large 
peak powers may affect fuel integrity. 

As seen in previous sections, if a positive 
disturbance is imposed on a limit cycle, the system 
nvnlincarities create a positive average power increase 
that, through its reactivity effect, damps out the 
disturbance. An instability in this mechanism can 
occur if the average power increases too much during 
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a power peak and causes the next peak to decrease by 
an amount larger than the original disturbance. Thus, 
if a limit cycle should become unstable, an oscillation 
of double the original period will be established 
because the mechanism involves two full oscillation 
periods. In first approximation, the average power 
(<N>)  and the reactivity bias, p,, can be assumed 
proportional to the peak disturbance value, Ne 

(6-7) 

Poincare maps were used in ref. 2 to study 
numerically the stability of the limit cycle and the 
bifurcation process. These maps are obtained by 
plotting the value of a power oscillation peak, N2, 
versus the previous oscillation peak value, Nl. It has 
been shown in ref. 2 that this procedure results in a 
quadratic map similar io those studied by 
Feigenbaum." An analytical expression for this map 
is the following: 

where DR is the nonlinear decay ratio, which is a 
function of the oscillation amplitude. The equilibrium 
limit cycle is defined by N2 = N,, or DR = 1.0. 

The svabiliity of the limit cycle is guaranteed as 
long as the derivative of N, with respect to N, 
evaluated at  the equilibrium point (DR = 1.0) is 
greater than -1.0 (i.e., the slope of the Poincare map is 
smaller than 45"). Taking derivatives in Eq. (649, we 
obtain 

where K is the inverse gain margin: and we have 
made use of Eq. (6-7). Thus, the stability condition is 

From Table 6.1 we observe that the term dDR/dK 
evaluated around DR = 1.0 is approximately constant 
and equal to 1.43. The tcrm dlwdp, is physically the 
change in gain of the neutron dynamics caused by a 
reactivity increase. For small perturbations around 
the limit cycle, this second term is approximately 1.0 
dollars"'. Thus, the condition for stability of the limit 
cycle can be approximated by 

Po > $-1.40 (5-1 1) 

Using the correlations developed above, the 
stability condition can be expressed in terms of peak 
power. The result is that BWR limit cycles should be 
stable for peak power values of approximately less 
than 500% of equilibrium (Le, initial) power. Beyond 
these limits, the bifurcation and chaotic regimes are 
established, and she result is larger peak powers than 
a nonbifurcated limit cycle study would predict. 
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7 Sensitivity ta Physi 1 Parameters 

In this section we make a distinction between 
parameters that favor the development of instabilities 
of either of the two modes described (core-wide and 
out-of-phase) and parameters that favor ~ i i e  mode 
over the other. In general, though, the sensitivity of 
both modes to all parameters is similar, because the 
processes involved are alike. 

9.1. Parameters Mkcting the Core- 
Wide Instability Mode 

In Rcneraal, to decrease the stability in a BWK, 
there are two main approaches: (1) increase the 
neutronic feedback or (2) increase the instability of 
the density-wave mechanism. Most parameters affect 
the reactor stability in one way or another. Parameter 
effects are sometimes counterintuitive, so the best 
solutiori is to perform stability calculations at the 
actual operating conditions. Nevertheless, the 
following general ideas can be expressed about most 
parameters. 

Average Void Fraction. This is the single most 
important parameter that affects BWR stability. 
Given two operating conditions, the one with the 
higher void fraction will have a stronger neutronic 
feedback (because of the increased density reactivity 
coefficient) and a larger two-phase pressure drop. 
Both effects tend to destabilize the reactor. 

M a l  Power Shape. The axial power shape has a 
strong influence on reactor stability. Bottom-peaked 
power shapes are more unstable because they tend to 
increase the axially averaged void fraction. In 
addition, void perturbations start at a lower axial level, 
which produces a larger delay. Under some 
conditions of extremely bottom-peaked power shapes, 
shifting power to the core bottom has been shown to 
have a stabilizing effect due to the effect of reducing 
the adjoint weighing in the upper, high-void-fraction 
content part of the core. 

Radial Power Shape. Modeling the radial power 
shape i s  relcvant to BWR stability calculations 
because of the inherent noalinearities. Because of 
these nonlinearities, the most unstable channel (the 
one with higher power) tends to dominate the-overall 

response, rather than being averaged with the low- 
power channel. 

velocities result in longer 
ave. Thus, given the 

same parameters, the operating condition with the 
lower flow should be more unstable. 

met Sn g. Decreasing the inlet subcooling has 
two effects: (1) given a constant control rod position, 
it tends to increase the operating power level, which is 
a destabilizing effect; and (2) it raises the boiling 
boundary, thus decreasing the density-wave time delay. 
In most cases the destabilizing effect should dominate. 

netance. Increasing the gap 
conductance increases the amount of power deposited 
in the channel coolant during a neutron flux 
oscillation of a particular frequency. Thus, it has a 
destabilizing effect. 

Fuel Isotopic a m  ition. The fuel isotopic 
composition has an indirect effect on BWR stability 
through its effect on the density reactivity coefficient. 
This effect depends on burnup and operating 
procedures, so it is difficult to prcdict. 

7.2. Parameters that Favor the Out- 
at.: Instability Ms 

To favor the out-of-phase instability mode ~ v e r  
the core-wide mode, one should either reduce the 
subcritical reactivity value of the out-of-phase 
increase the likelihood of out-of-phase density-wave 
oscillations. The following parameters accomplish 
these effects. 

Lnw Geometric Euckhg. The subcritical mode 
reactivity is directly proportional Po the difference 
between the geometric bucklings of the fundamental 
and subcritical modes. Therefore, larger cores should 
be more susceptiblc to out-of-phase instabilities than 
smaller cores. 

High Fission C r w  
reactivity is inversely proportional to the fission cross 
section. The higher the fission cross section is, the 
more likely the out-of-phase mode will be dominant. 

ion, The subcritical mode 
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As a rule of thumb, reactor conditions with many 
control rods in (k., at beginning of cycle) will have 
higher fission cross section and will favor the out-of- 
phase mode. 

High Pressure Drop Across Channel. The out-of- 
phase density-wave mechanism is Favored over the 
core-wide mechanism at higher pressure drops. This 
erect is caused by the increased flow kedback. Thus, 
high core pressure drops might result in out-of-phase 
oscillations. 

High Flow Rate. A higher flow rate will favor the 
out-of-phase mode because of the increased friction 
pressure drop. 

High Friction in Recirculation-loop Flow Path. 
Increasing the friction of the recirculation-loop flow 
path decreases the flow feedback for the core-wide 
made and, therefore, favors the out-of-phase 
instability mode. 

Highly-Bottom-Peaked mal Power Shapes, For very 
highly-bottom-peaked axial power shapes, the density- 
wave flow instability mode is enhanced, while the 
reactivity or neutronic feedback is diminished because 
of a reduction of adjoint weighing at the upper part of 
the channel. As a rule of thumb, axial power shapes 
with peaking factors greater than 1.6 at the bottom 
are likely to result in out-o€-phase instability modes. 

Low Singlephase Friction. Plants with loose inlet 
orifices will tend to favor density-wave flow 
oscillations and, thus, increase the likelihood of out, 
of-phase instability modes. 
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Appendix A 

increment operator 
reactivity 
reactivity contribution from location r 
[see Eq. (4-411 
reactivity contribution from 
thermohydraulic region i 
reactivity contribution from axial 
node j in thermohydraulic region i 
average reactivity value or bias [see 

amplitude of sinusoidal reactivity 
oscillation [see Eq. (6-111 
oscillation amplitude 
void fraction 
steady state neutron flux 
steady state neutron flux adjoint 
time-dependent neutron flux 
ich neutron flux harmonic 
void reactivity coefficicnt 
fuel temperature reactivity coefficient 
axial flu,, distribution in 
thermohydraulic region i 
3-D cross section 
1-D collapsed cross section 
production operator 
linear component of the production 
opera tor 
nonlinear component of the 
production operator 
space eigenvalue of neutron diffusion 
equation 
itb space eigenfunction of neutron 
diffusion equation (ith harmonic) 
phase of the feedback transfer 
function at frequency k 

E¶* (6-111 

Nomenclature 

a r e  cross sectional area 
diffusion coefficient 
decay ratio 
proportionality factor 
gain of the feedback transfer function 
at  frequency k 
feedback gain; also reactivity 
eigenvalue 
time-dependcnt neutroli density 
time-dependent tieutron density for 
the ith neutron flu harmonic 
number of bundles in care 
number of bundles in 
thermohydraulic region i 
peak value of neutron density 
numbcr of therniohydraulic rcgions 
used for a particular calculation 
normalized power of thermohydraulic 
region i 
local power at axial n o d e j  in 
thermohydraulic region i 
vector representing a particular 
position 
oscillation period 
fuel temperature 
(subscript) thermal 
core volume 
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