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Density functional theory (DFT) calculations of various activators (ranging from transition metal ions, rare-earth ions, ns” ions, to

self-trapped and dopant-bound excitons) in phosphors and scintillators are reviewed. As a single-particle ground-state theory, DFT
calculations cannot reproduce the experimentally observed optical spectra, which involve transitions between multi-electronic states.
However, DFT calculations can generally provide sufficiently accurate structural relaxation and distinguish different hybridization
strengths between an activator and its ligands in different host compounds. This is important because the activator-ligand interaction
often governs the trends in luminescence properties in phosphors and scintillators, which can be used to search for new materials.
DFT calculations of the electronic structure of the host compound and the positions of the activator levels relative to the host band
edges in scintillators are also important for finding optimal host-activator combinations for high light yields and fast scintillation
response. Mn** activated red phosphors, scintillators activated by Ce3*, Eu>*, TIT, and excitons are shown as examples of using
DFT calculations in phosphor and scintillator research.
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Luminescence of materials when excited by photons or ionizing
radiation is the foundation for numerous technologies, such as energy
efficient lighting (fluorescent lamps and white LEDs), laser, medical
imaging, and nuclear materials detection.'* Efficient luminescence
in semiconductors and insulators usually relies on the localization of
excited electrons and holes at certain impurities, which act as lumines-
cence centers (or activators). An activator can trap electrons and holes
for efficient radiative recombination and is the essential component
of a phosphor or scintillator material. The commonly used activators
are typically multivalent ions, which can insert multiple electronic
states inside the bandgap of the host material.*> Good examples of the
multivalent ions that can act as luminescent centers are rare-earth ions
(e.g., Ce**, Eu?*),%!! transition metal ions (e.g., Cr**, Mn**),12-17
and ns? ions (ions with outer electron configuration of nsZ, such as
Tl+, Sn2+).18_20

Energy efficiency is critically important for phosphors used for
lighting. To suppress the energy loss through nonradiative recombi-
nation, a phosphor is excited by directly exciting activators, not the
host (see Fig. 1a). The excitation energy is less than the bandgap
energy of the host but is large enough to excite the activator. Since
the excitation occurs locally at the activator, the chance for the ex-
cited activator to interact with nonradiative recombination centers,
such as deep defects, is small. This is important for achieving high
quantum efficiencies for phosphors. In scintillators used for detecting
ionizing radiation, the radiation creates charge carriers in the valence
and conduction bands of the host, which are subsequently trapped by
activators, leading to radiative recombination (see Fig. 1b). In scintil-
lators, a portion of the charge carriers need to travel a certain distance
before being trapped by the activators, which increases the probabil-
ity of carrier trapping and recombination at defects. Hence, efficient
carrier transport in scintillators is important for achieving a high light
yield and fast scintillation response.

There is significant interest in finding new phosphors and scintilla-
tors for various applications. For example, new efficient red phosphors
with suitable emission wavelengths are highly desirable for produc-
ing warm white light from LEDs;?!2%%!4 gcintillators with improved
energy resolutions are sought for gamma-ray spectroscopy.’* The-
oretical calculations can be useful for searching for new materials
and optimizing existing materials. The important material properties
that need to be calculated may differ for different applications. For
finding new phosphors for lighting applications, it is important to be
able to calculate absorption and emission wavelengths of phosphors

“E-mail: mhdu@ornl.gov

accurately. The absorption wavelength must match the photon wave-
length of the excitation source, e.g., mercury ion emission at 254 nm
in fluorescence lamps, blue LED (~450 nm) or near-UV (~400 nm)
radiation in LED lamps. The emission wavelength should match the
spectral sensitivity of human eyes. For scintillators, the accurate de-
termination of the emission wavelength is less important because the
photo sensors (photo multiplying tubes or photo diodes), which detect
the photons emitted by the scintillator, have wide spectral responses.
It is more important to calculate the electronic structure of the host
material and the activator levels relative to the valence and conduction
band edges because these properties affect the light yield and the scin-
tillation response.*>>>26 The host bandgap should be small enough to
allow a high light yield while large enough to accommodate activa-
tor levels. Highly dispersive valence and conduction bands are also
important for enabling efficient energy transport and fast scintillation
response.

A predictive theory that can accurately calculate the optical ab-
sorption and emission spectra of a given material is highly desirable
for phosphor research. To accurately calculate the optical transition
energies between multi-electronic states, methods based on multi-
electronic wavefunctions should be used. Ab-initio embedded-cluster
calculations®”?® have been performed to study optical transitions at ac-
tivators in various phosphors and scintillators, such as Y,0s3:Bi**,2%3°
CaF,:Pr’t ?' SrCl,:Yb?** 323 La,CaBy0;9:Ce*t,>* BaF,:Tb**.% In
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Figure 1. Schematic figures of excitation and emission in (a) a phosphor for
fluorescent lighting and (b) a scintillator for radiation detection.
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such method, a small cluster containing the activator is treated by a
multi-electron quantum mechanical method. The interaction between
the cluster and its surrounding ions is modeled by ab initio model
potentials. The rest of the crystal environment is simulated by a large
number of point charges positioned at lattice sites. Good agreement
between the calculated and measured transition energies and relative
oscillator strengths has been reported for various systems.%3!3+3% The
calculation results can also assist the assignment of observed features
in optical spectra to specific transitions between electronic states.

However, the state-of-the art quantum mechanical calculations still
have significant errors and are too computationally demanding for
practically screening a large number of potentially useful materials.
The calculated and the measured transition energies differ by 0.1 eV
to a few tens of eV.3%313435 An error bar of such magnitude is still
significant in optical spectroscopy. For example, the emission energy
near 610 nm is desirable for a red-emitting phosphor used in fluores-
cent lamps. The responsivity of human cone cells decreases by more
than 60% when going from 610 nm to 650 nm and nearly diminishes
at 700 nm. 650 nm and 700 nm wavelengths differ from 610 nm by
0.125 eV and 0.262 eV, respectively, which are in the same magnitude
with the error bar of the state-of-the-art quantum mechanical calcula-
tions. Therefore, the current quantum mechanical methods based on
multi-electronic wavefunctions are still limited in its predictive power
when evaluating the optical properties of new phosphors.

To increase the reliability of the predictions based on computa-
tional methods, it is helpful to establish useful chemical trends and
acquire deep understanding of underlying physics that governs the
optical properties of materials. For example, based on the spectro-
scopic properties of the Mn** ion, Brik and Srivastava observed that
the emission wavelength of Mn** generally increases with the in-
creasing covalency of the Mn-ligand bonds.*®*” Density functional
theory (DFT) calculations of Mn** emission in a large number of ox-
ides and fluorides revealed the influence of the local structures to the
activator-ligand hybridization strength and the emission energies.?%°
These insights are very useful for searching for new Mn**-activated
red phosphors.

DFT*#! has been extensively used in computational solid state
physics.*? DFT in conjunction with local density approximation
(LDA) and generalized gradient approximation (GGA) have been
shown to describe many ground-state material properties very well.**
One drawback of LDA and GGA is that they typically underestimate
the band gaps of semiconductors and consequently cannot reliably pre-
dict the impurity and defect induced electronic level positions within
the bandgap. Hybrid density functional methods,**~*” which include a
fraction of non-local Fock exchange, have been shown to be effective
in improving the calculations of band gaps and the defect/impurity
levels.*8-36

Although DFT is a ground-state single-particle theory, the low-
est excited-state can be simulated by constraining the occupancies of
the DFT eigenstates. For example, the electron configurations of the
excited-state Ce** and T1* can be constrained to 4f°5d' and 6s'6p',
respectively. The absorption and emission energies, AE,ps and AE,,,
are the vertical transition energies shown in Fig. 2. Following Franck-
Condon principle, AE,, is given by the total energy difference be-
tween the excited and the ground states both at the relaxed ground-
state structure whereas AE, is calculated using the relaxed excited-
state structure. The calculated AE,, and AE.,, can be compared with
the experimentally observed lowest-energy absorption and emission
peaks. The calculated total energy difference between the relaxed
excited-state and ground-state structures can be compared with the
zero phonon line in optical spectra. Such approach has been applied
to the calculation of the optical transition between the ground state
and the lowest excited state of TI* in Nal and Ce** in Cs,LiYClg.*’
Good agreement (within 0.1 eV to 0.4 eV) between the results of
hybrid functional calculations and the experimental results has been
found.*>>-% Although, as a single-particle theory, DFT cannot repro-
duce the detailed optical absorption and emission spectra involving
transitions between the ground state and many multi-electronic excited
states, the calculation of the emission energy due to the transition from
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Figure 2. Schematic configuration coordinate diagram that illustrates the cal-
culated energies of optical absorption and emission and the zero phonon line.

the lowest excited state to the ground state is still useful for phosphor
research. In particular, DFT calculations can produce correct chemical
trends in emission energy that can be used to assist the search for new
materials.?

As mentioned above, for scintillator research, it is important to cal-
culate the positions of the activator levels relative to the band edges,
which determine whether a material can be activated and whether
scintillation would be subject to severe thermal quenching.”>?® Cal-
culated electronic structures and defect properties also shed light on
the efficiency of energy transport and scintillation response.*> DFT
is well positioned to study these issues for better understanding of
scintillation mechanisms and for the search of new scintillators.

Scintillation typically involves a transition between two deep ac-
tivator levels in the host bandgap, e.g., 4f and 5d levels of rare-earth
ions (e.g., Ce** and Eu?*)**% and np and ns levels of ns” ions (e.g.,
TI*),'8-20 each of which traps one type of carrier, either an electron or
a hole. However, some other activators insert one level that traps one
type of carrier while relying on the self-trapping of the other type of
carrier. For example, TI* in Csl traps electrons on its 6p level while the
hole self-traps as a Vj center, which migrates to bind with TI° to form a
Tl-bound exciton before radiative recombination.>® Thus, self-trapped
and dopant-bound excitons may be explored as scintillation mecha-
nisms, which could be used in scintillators whose band gaps are too
small to accommodate two activator levels. The advantage of having a
smaller bandgap is the potentially larger number of radiation generated
electron-hole pairs and a higher light yield. Materials with electronic
structures that enhance the stability of self-trapped and dopant-bound
excitons are most suited as exciton based scintillators. Hybrid density
functional calculations can give good description of band gaps and
charge localization associated with self-trapping. Therefore, hybrid
functional calculations can be used to search small-gap scintillators
with potentially high light yields activated by self-trapped or dopant-
bound excitons.®!

Note that LDA and GGA calculations typically fail to describe the
localized 3d and 4f states and the charge localization in self-trapped
electrons, holes, and excitons due to the self-interaction error.>* The
minimization of the artificial self-interaction often leads to artificial
over-delocalization of orbitals. On the other hand, the Hartree-Fock
(HF) calculations with exact exchange but no correlation usually over-
estimate the localization. Typically, band gaps and charge localization
energies are overestimated by HF calculations but underestimated by
LDA and GGA calculations. The hybrid density functional calculation
that includes a fraction of Fock exchange gives a more balanced and
more accurate description of the bandgap and the charge localization.

In this paper, DFT studies of various activators in a large num-
ber of host materials are reviewed. These include Mn** activated
red phosphors as well as scintillators activated by Ce’t, Eu?t, TIT,
self-trapped and dopant-bound excitons. The calculations reveal the
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chemical trends that determine the emission energies and the lumi-
nescence mechanisms. New phosphors and scintillators are proposed.
The insights obtained will help the search and design of more efficient
phosphors and scintillators.

Mn*t Activated Oxides and Fluorides

Mn** doped materials have been extensively studied for lighting,%
holography,®® laser,’” and dosimetry.® There is a long list of
Mn** activated red-emitting phosphors, including SrTiO3,% Al,03,™
YA103,66 Gd3G35012,71 CaZrO3,72 Y2Sn207,15 Mg(),73 KzSiF6,74’7S
Na,SiFs,’® Na,SnFe,”” and Cs,SnFs.”® The Mn** activated fluoride
phosphors have recently attracted considerable interest due to their po-
tential use as red phosphors in LED devices.”>~’® However, the reactiv-
ity with water is a concern for the practical applications of fluorides in
LED devices.?! Oxides are chemically more stable than fluorides but
the emission wavelengths of currently known Mn** activated oxides
are too far red-shifted for general lighting. Y,03:Eu’* is a commercial
red phosphor used in fluorescent lamps. It has an emission wavelength
of 611 nm, which is ideal for human eye sensitivity. However, it is
desirable to find alternative materials to rare-earth based ones for the
concern of supply disruption of the rare-earth materials. Currently,
the shortest Mn** emission wavelengths in fluorides and in oxides
are 617 nm (Na,SiF¢)’® and 648 nm (Y,Sn,0,), respectively.'> Thus,
finding a chemically stable, non-toxic Mn** activated phosphors that
emit near 611 nm is of great interest to general lighting applications.

Mn** is a 3d? ion. In an octahedral environment, the Mn-3d states
are split into three- and two-fold degenerate t,, and e, states, respec-
tively. The three Mn-3d electrons of Mn** exactly fill the majority-
spin t, states. The crystal field splitting creates a large gap between
the t, and e, states, stabilizing the 4+ oxidation state (Fig. 3a).
Therefore, Mn** is usually found on octahedral sites of solids. The
emission spectrum of Mn** typically shows a sharp line correspond-
ing to the spin- and parity-forbidden *E, — *A,, transition. This
emission is nearly independent of the crystal field splitting according
to the Tanabe-Sugano diagram.”® ° However, variation of the Mn**
emission energy in different hosts is still significant.'>!3 It is observed
that the ’E, — *A,, emission energy of Mn*" is nearly linear to

B = ,/(B%)Z + (C%)z, where B and C (By and Cy) are the Racah

parameters of the Mn** ions in a crystal (free state).'> This observa-
tion suggests that the Mn** emission energy increases with weaker
Mn-ligand hybridization.Based on DFT calculations, this trend can
be understood in a single-particle picture considering different Mn-
ligand hybridization in the ground and the emitting states.*® Increasing
Mn-ligand distance and distorting bond angles around the Mn octa-
hedral site both lead to weakened Mn-ligand hybridization and higher
Mn** emission energies. This is an important trend, which can ex-
plain the higher *E, — *A,, emission energies of Mn*" in fluorides
than in oxides by recognizing the weaker Mn-ligand hybridization in
fluorides.

DFT calculations with Perdew-Burke-Ernzerhof (PBE)® type of
GGA functionals were used to study the Mn** emission in oxides and
fluorides.*®3° Many different structural forms, including perovskite,
rock salt, pyrochlore, bixbyite, etc., which all have octahedral or dis-
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Figure 3. Single-particle schematic diagrams of (a) the 4A2g ground state and
(b) the 2Eg excited state of Mn** in an octahedral environment. The left and
right panels in (a) and (b) show spin-up and —down levels, respectively. Note
that the John-Teller splitting of the partially occupied levels in 2Eg state is not
shown.
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torted octahedral sites for Mn doping, were investigated. Since the
’E, — *A,, emission involves only a spin flip, the Mn*" emission
energy is calculated by

AE., = E(lug) — E(Gup), (1]

where E(1pp) and E(3p) are the total energies of structurally relaxed
low-spin (1) and high-spin (3p) states of Mn** as schematically
shown in Fig. 3. AE,,, calculated by Eq. 1 corresponds to the zero
phonon line in optical emission spectra.

As mentioned above, DFT is a ground-state single-particle theory,
which in principle is incapable of calculating the transition energy
between multi-electronic states. Nevertheless, the DFT-PBE method
has several advantages, i.e., (1) it provides full structural relaxation
and good treatment of Mn-ligand hybridization and that (2) it is an
efficient method enabling fast screening of a large number of materials.
The variation of the Mn** emission energy in different hosts is caused
by the different Mn-ligand hybridization strengths,'>!* which can be
distinguished by DFT calculations. Therefore, the DFT-PBE method
is expected to produce a correct trend in Mn** emission energies in
different hosts.

The Mn*" emission energies for several oxide and fluoride hosts
with known experimental data are calculated using the DFT-PBE
method (Fig. 4).® It can be seen that PBE-calculated emission en-
ergies are significantly lower than the experimental ones. However,
the emission energy trend is reproduced well by the PBE calculations
except for the transition from oxides to fluorides. The lack of a jump
in the calculated emission energy when transitioning from oxides to
fluorides in Fig. 4 is likely due to that the self-interaction error (larger
in fluorides than in oxides) in the PBE calculation makes fluorides ap-
pear more covalent, which increases the hybridization and lowers the
emission energy. The Mn** emission energy trend is described very
well by the DFT-PBE method if the ligands in all host materials are
the same. The DFT-PBE method can better distinguish the different
Mn-ligand hybridization strengths if the variation is caused by differ-
ent bonding configurations rather than different electronegativities of
the ligands. The variation of the Mn** emission energy is smaller in
fluorides than in oxides (see Fig. 4 and Ref. 13). This is likely because
the Mn-F hybridization is generally very weak and its variation in
different fluorides is not significant.

Fig. 5 shows the PBE-calculated 2E—*A, emission energy of
Mn** in a large number of oxides as a function of Mn-O bond
length.?3 Pyrochlore compounds (represented by black triangles in
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Figure 4. Experimental and theoretical values of Mn*t emission energies
for a number of oxides and fluorides. The theoretical values are obtained by
DFT-PBE calculations (Ref. 38).
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Figure 5. PBE-calculated Mn** emission energies as functions of Mn-O bond
length for oxides. The Mn-O bond length is the average over the six Mn-O
bond lengths in the MnOg octahedron. The experimental values are shown (in
red) wherever available (i.e., for SrTiO3, YAIO3, Al,03, CaZrO3, MgO, and
Y2Sn207). Some of the materials shown in the figure have no or small (< 2°)
O-Mn-O bond angle distortion (blue squares) while some other have relatively
large (> 4°) O-Mn-O bond angle distortion (red circles and black triangles).
Black triangles represent pyrochlore oxides which are shown in more details
in Fig. 6 (Ref. 39).

Fig. 5) are shown in more details in Fig. 6.*° Despite their diverse
crystal structures, these materials all contain octahedral or distorted
octahedral lattice sites for stabilizing Mn**. Many of these compounds
have not been studied experimentally as hosts for Mn**. The calcu-
lated emission energies of Mn** in new host materials are compared
with the existing ones, for which the experimental data are available.
Since PBE calculations can produce a good trend of Mn** emission
energies in different oxide hosts (see Fig. 4), this approach can iden-
tify new oxide host materials with emission energies, which are higher
than those currently known and are closer to that of Y,03:Eu®* (the
commercial red phosphor used in fluorescent lamps). Several impor-
tant observations can be made from the results in Figures 5 and 6:

(1) Many Mn**-activated oxide phosphors (e.g., Y,03 and most of
the pyrochlores in Fig. 6) are shown to exhibit higher emission energies
than Y,Sn,0,:Mn*", which currently has the highest experimentally
measured Mn** emission energy in oxides. These emission energies,
although not accurately predicted by the PBE calculations, should be
closer to that of Y,03:Eu’* than those of existing oxide phosphors.

(2) Longer Mn-O bonds generally lead to higher emission energy,
or shorter wavelength, because longer Mn-O bonds usually correspond
to weaker Mn-O hybridization. This trend is most evident among
hosts of the same structural form. For example, this is the case for
Mn*t emission in oxides of perovskite (e.g., SrTiO3, BaSnO;, StHfOs3,
CaZrO;, SrCeOs;, and BaCeO;) and rock salt (i.e., MgO, CaO, SrO,
BaO) structures. However, this rule is violated when comparing mate-
rials of different structural forms. For examples, the calculated Mn**
emission energies of pyrochlores are generally higher than those of
perovskites even if their bond lengths are not significantly different
(see Fig. 5).

(3) The structural distortion of the MnOg octahedron affects the
Mn-O hybridization. The results in Fig. 5 combined with structural
analyses suggest that the Mn** emission energy increases if the O-Mn-
O angle in MnOg octahedrons deviates from 90°. To better illustrate
this trend, the materials shown in Fig. 5 are separated into several
groups. The group represented by blue squares has small O-Mn-O
bond angle distortions in MnOg octahedrons while those represented
by red circles and black triangles have larger bond angle distortion.
The former have either perovskite or rock-salt structures with small
(<2°) or no O-Mn-O bond angle distortion, while the latter are py-
rochlores or oxides of trivalent metals (i.e., Al, Ga, In, Y) with bond
angle distortion larger than 4°. The O-Mn-O bond angle is 90° in cubic
perovskites (e.g., SrTiO3, BaSnOs) and in alkali-earth metal oxides
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Figure 6. PBE-calculated Mn** emission energies for rare-earth pyrochlores
as functions of Mn-O bond length (a) and O-Mn-O bond angle distortion (b).
The calculated Mn-O bond lengths and Mn** emission energies for EuyZr, 07
and Gd,Zr, 07 are nearly the same and are therefore represented by one data
point in (a) (Ref. 39).

of rock-salt structures, and is only slightly distorted from 90° in or-
thorhombic perovskites (e.g., <2° in CaZrO3). In contrast, the devia-
tion of the O-Mn-O bond angles from 90° is significant in pyrochlores,
reaching nearly 9° in the case of Lu,Sn,O; for instance (see Fig. 6b).
Analyses of the wavefunctions of Mn-3d states in Y,Sn,O;:Mn**
shows that the O-Mn-O bond angle distortion forces the dyy, dy,, and
dy, orbitals of t,, to move out of the MnO, plane. This should reduce
the hybridization between the Mn-3d (t,,) states and the O-2p orbitals.
The weakened Mn-O hybridization in pyrochlores compared to that in
perovskites explains the higher Mn*t emission energies of Y,Ti,O7,
Y,Sn,07 and La,Zr,0; (pyrochlores) than those of SrTiO3;, BaSnO;
and CaZrOj; (perovskites). The O-Mn-O bond angles in Al, O3, Ga, O3,
In, 03, and Y,0; also have significant distortions from 90° (e.g., ~9°
in A,O3:Mn**), which lead to higher Mn*t emission energies. For ex-
ample, due to the larger O-Mn-O bond angle distortion in Al;O3 (~9°)
than in perovskite YAIO; (<1°), the emission energy of AL O5:Mn*t
is significantly higher than that of YAIO;:Mn** although in both ma-
terials Mn** occupies the AI** site and the Mn-O bond lengths are
nearly the same. It can be seen in Fig. 5 that, when comparing Mn**
emission energies among materials with similar Mn-O bond lengths,
the materials with larger O-Mn-O bond angle distortion (red circles
and black triangles) generally exhibit higher emission energies than
those with small bond angle distortion (blue squares).

In a RE;B,0; rare-earth pyrochlore, each B ion is bonded with
six O ions in a distorted octahedral structure.®’ The six B-O bond
lengths are equal to each other whereas the O-B-O bond angles devi-
ate somewhat from 90°. Increasing the size of the RE** cation leads
to increased B-O bond length and decreased O-B-O bond angle dis-
tortion. When a B cation is substituted by a Mn cation, the increased
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Mn-O bond length and the decreased O-Mn-O bond angle as the result
of increasing the size of the RE>* cation have the opposite effects,
i.e., the former weakens the Mn-O hybridization whereas the latter
enhances it. This results in the lack of a clear trend in the Mn** emis-
sion energy as a function of Mn-O bond length or O-Mn-O bond angle
distortion in zirconate and hafnate pyrochlores, as shown in Figures
6a and 6b.

For stannate pyrochlores, as RE** cation size decreases from La>*
to Lu**, Mn** emission energies exhibit a rising trend when the Mn-
O bond length decreases (which enhances Mn-O hybridization) and
the O-Mn-O bond angle distortion increases (which weakens Mn-
O hybridization). Since the Mn** emission energy increases with
weakening Mn-O hybridization, the results in Fig. 6 demonstrate that,
for rare-earth stannate pyrochlores, the increase of the O-Mn-O bond
angle distortion has a stronger effect on Mn-O hybridization than the
decrease of the Mn-O bond length.

The results in Fig. 5 suggest that Mn** activated phosphors with
weak Mn-ligand hybridization (between Mn 3d(t,,) states and ligand
p states) tend to exhibit higher emission energies. The weak hybridiza-
tion can be caused by long Mn-ligand distance and/or distorted bond
angles around the Mn octahedral site.

Several new oxide host materials (e.g., Y,03, La,Zr,O7, and BaO)
are found for Mn**. Their emission energies are higher than those
currently known for Mn** doped oxides and should be closer to that
of Y,03:Eu** (commercial red phosphor for fluorescent lighting).
When Mn** is introduced as donors or acceptors (e.g., Mn** is a
donor in Y,03: Mn*"), doping with compensating dopants is needed
to stabilize the 4+ oxidation state of Mn and to ensure a large Mn**
concentration. Chemical stability of phosphors in the operating and
manufacturing environments is important. Alkali-earth oxides (such
as BaO) react strongly to water and thus are not suitable for use in
fluorescent or LED lamps.

Ce’* and Eu?t Activated Scintillators

Ce’* and Eu’* are important activators in many phos-
phors and scintillators, e.g., Y3Al;0,:Ce’* yellow phosphor,??
Sr{LiAl3N4]:Eu®* red phosphor,”® LaBr;:Ce’* and Srl,:Eu?*
scintillators.>* The emission at Ce** and Eu?* involves the transi-
tion of an electron from the 5d level to the 4f level (see Fig. 7).
Standard DFT calculations based on LDA and GGA functionals can-
not describe the highly localized 4f states correctly. For example, the
partially occupied 4f shell of Ce** ion should split, giving rise to an
energy gap between the occupied and unoccupied 4f states; but LDA
and GGA calculations typically give a metallic solution. Therefore,
LDA/GGA-+U?% and hybrid density functional calculations*> have
been used to better treat the 4f levels of Ce and Eu. However, neither
LDA/GGA+U nor hybrid density functional calculations have been
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Figure 7. Schematic of 5d-4f emission at a rare earth activator.
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shown to calculate the 5d-4f emission energy sufficiently accurate for
evaluating the suitability of a given phosphor for lighting applications.
Most calculations have focused on Ce>* and Eu®* activated scintil-
lators. One of the goals was to determine whether a material can be
activated by Ce** and Eu>* by examining the positions 4f and 5d lev-
els relative to the valence band maximum (VBM) and the conduction
band minimum (CBM), respectively.

PBE+U method was adopted to screen a large number of Ce**
and Eu?* doped materials (>100 new materials) for their potential
as scintillators.?>? In the PBE+U method, effective U parameters
are applied on Ce and Eu 4f levels to match the calculated 4f to
host VBM gap with the experimental energy gap for some known
scintillating and nonscintillating Ce and Eu doped materials. The
ground states of Ce*t and Eu*" have the electron configuration of
4f15d° and 475d°, respectively. For excited state calculations, the
occupancies of the single-particle levels are constrained to give the
electron configurations of 4f°5d! for (Ce**)* and 4f°5d' for (Eu?*)*.
The degree of localization of the 5d wavefunctions is used as the
criterion to determine whether an electron can be trapped by the 5d
level, which is the prerequisite for the 5d-4f emission. A number
of new Ce** and Eu* activated scintillators (e.g., Ba, YCl;:Ce and
Ba,CsBrs:Eu) were suggested based on theoretical calculations and
were subsequently synthesized and found to be bright scintillators.?>-2

It is found in these PBE+U calculations of (Ce>t)* and (Eu?™)*
that most of the examined materials exhibit strong overlap between
the Ce/Eu 5d states and the conduction band states and that a deep
5d level does not usually exist in the host bandgap. This problem
causes difficulty in determine whether the electron trapping at Ce or
Eu 5d is favored. In contrast, in hybrid functional calculations, the
Ce induced 5d level is clearly observed inside the bandgap when it is
occupied by an electron. The partial correction of the self-interaction
error in the hybrid functional calculation creates a large splitting be-
tween the occupied and the unoccupied 5d states. The calculations of
Cs,LiYCls:Ce using PBEO* hybrid functionals found a deep Ce 5d
level for the excited-state (Ce’t)*.*

Examining the positions of the single-particle 4f and 5d levels of Ce
and Eu?>? is not arigorous way to determine the energetics of electron
and hole trapping at the 5d and 4f levels, respectively. Nevertheless, it
is sufficient to provide an initial screening. To calculate the energetics
of electron and hole trapping, one can calculate the charge transition
level,* which is given by

tlq/q) = S04 —Lba, [2]

q—49
where Ep , (Ep ) is the total energy of the supercell that contains
the relaxed structure of a defect or dopant at charge state g (¢'). If
the calculated charge transition levels for both the hole trapping at
the 4f level of Ce** and the subsequent electron trapping at the 5d
level of Ce** are inside the host bandgap, the radiative recombina-
tion at Ce can occur. This approach has been applied to Ce doped
elpasolite compounds including Cs,LiYClg and CSQAgYCIG.‘“5 Cal-
culating the electron and hole trapping energies at the activator can
determine whether a material can be activated by a specific activator.
The calculations of the bandgap and the band dispersion of the host
compound can further give insight on the potential light yield and
energy transport efficiency in a scintillator.

Elpasolites are a large family of quaternary halides®* with a general
chemical formula of A,BB’Xg, where A and B are monovalent cations
(such as alkali metal ions), B’ is a trivalent ion (such as a rare earth ion),
and X is a halogen ion (see Fig. 8). The rich chemical composition of
elpasolites enables the tuning of electronegativity of the A, B, and B’
cations to modify the bandgap and the conduction band dispersion.’
Combining the electronic structure calculations for the host and the
carrier trapping energies at the activator is an effective tool to search
for scintillators which have band gaps small enough for high light yield
while large enough for accommodating activator levels and which have
efficient energy transport for fast scintillation. However, accurately
calculating the charge transition levels based on hybrid functional
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Figure 8. Structure of an elpasolite compound (A;BB’Xe).

calculations is much more time consuming than using the PBE+U
method.

Figure 9a shows the band structure of Cs,LiYCls. The conduction
band of Cs,LiYClg is made up of Y 4d states (see Figs. 9a and 9b).
Replacing Li by Ag, the PBEOQ calculated bandgap is reduced from
7.08 eV* for Cs,LiYCly to 6.08 eV for Cs,AgYClg. The electron
and hole trapping at the 5d and the 4f levels of Ce>* is energetically
favored in both Cs,LiYClg and Cs,AgYClg according to the PBEO
calculations.** However, a smaller bandgap should potentially lead to
a higher light yield. In the conduction band of Cs, AgYCle, the Ag 5s
band overlaps with the Y 4d bands (see Figs. 9c and 9d). The CBM
states of Cs;AgYCly are made up of more delocalized Ag Ss states,
which should enable faster electron transport than that in Cs,LiYCls.

Cs,LiYCl,
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This example shows that the chemical composition of elpasolites
can be tuned to optimize the bandgap and the band dispersion for
potentially higher light yields and faster scintillation response.

ns? Tons as Activators

Besides transition-metal and rare-earth ions, a number of heavy
6p (T1, Pb, Bi) and 5p (In, Sn, Sb) ions are also important multivalent
ions, which act as luminescent centers in many materials. These ions
in their ground states all have the outer electronic configuration of
ns? and are therefore called ns? ion. The hybridization between the ns
and np states of these ions and the host states can create ns- and np-
derived electronic states inside the bandgap of the host material. These
gap states give rise to sub-band-gap optical transitions. TI™ doped
Nal and Csl are two important high-performance scintillators that
have been widely used for radiation detection.> The 6p— 6s transition
is responsible for the Tl emission in Nal:T1*.'®2° The emission in
CsL:TI*" appear to be related to both the hole polaron (Vi center) and
the electron trapped at Tl, or Tl-bound exciton.>8+85

The optical transitions between the ns and np states of a ns? ion
are usually interpreted and modeled by using Seitz model.®® The Seitz
model is based on a two-electron picture, in which the ground state
(ns?) is a singlet 'S state and the excited states (nsnp) consist of 3P,
3Py, 3P, triplet states and a 'P; singlet state, as shown in Fig. 10.
Details on the optical transitions in ns’ ions based on the Seitz model
can be found in several review articles.!3-2°

The extensions of the Seitz model based on pure ionic model,?’$8
molecular orbit (MO) theory,®® and ab-initio embed cluster
method?’?® have been used to quantitatively calculate various proper-
ties related to the optical transitions (e.g., absorption and emission en-
ergies, line shapes, intensity ratio, etc.). The MO®#® and the ab-initio
embed cluster® calculations showed results in good agreement
with the spectroscopic data. DFT calculations have also been
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Figure 9. (a) Band structure and (b) projected density of states (PDOS) of Cs;LiYClg; (c) Band structure and (d) PDOS of Cs; AgYClg. The energy of the VBM

is set to zero (Ref. 5).
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Spin-orbit coupling

150

Figure 10. The ns? ground state and the nsnp excited state described in a
two-electron picture. The spin-triplet 3Py 1  states are split by the spin-orbit
coupling. The 3P state couples with the 'P; state through the spin-orbit
coupling and becomes radiative as shown in the figure.

performed to study TI* in alkali halides.”” DFT as a single-particle
ground-state method cannot reproduce the transitions between multi-
electronic states in optical spectra. However, the calculated absorption
and emission energies are in good agreement with the experimental
results between the ground state and the lowest excited state.”’>8

The advantage of DFT calculations is that it gives good description
of the host band structure and provides accurate structural relaxation.
Whether the specific emission between the nsnp and ns’ states as
described by the Seitz model can occur depends on the positions of
the ns and np states relative the host band edges. The knowledge of
the electronic structure of both the host and the activator is needed to
understand the different scintillation mechanisms observed in different
host materials (e.g., Nal: Tl vs. CsI: T1). Sufficiently accurate structural
relaxation is important for incorporating correct hybridization strength
between the activator and its ligands in the calculations. The different
hybridization strengths in different hosts determine the chemical trend
of the activator-induced gap levels relative to the host bands. This is
important for the understanding of the luminescence mechanisms in
different hosts and for the search of new host-activator combinations
with desirable scintillation properties.

Figure 11a shows the DOS for Nal:T1 calculated using the PBE
functionals. The valence band is predominantly of I-5p character. Both
Tl 6s and 6p states hybridize with the I-5p states. The resulting T1-6s
bonding level is below the valence band while the anti-bonding T1-6s*
level is above the VBM as shown in Fig. 11a.

The six TI-6p* levels are split by the spin-orbit coupling to two
lower- and four higher-lying levels. The two lower states are more lo-
calized and near the CBM while the four higher states have relatively
stronger mixing with the host conduction band states. Hybrid func-
tional calculations show that the lowest T1-6p* single-particle level is
slightly above the CBM by 0.29 eV for TI*. Upon trapping a hole, the
empty TI-6p* level remains above the CBM for TI**. However, the
lowest T1-6p* level of TI**, once occupied, descends below the CBM
to stabilize the electron trap, T1™*.

The optical absorption energy is calculated following the Franck-
Condon principle. The energy difference between the TI™* (T1 6s6p)
excited state and the TI* (Tl 6s%) ground state calculated using the
TI* ground-state structure is 4.06 eV,% reasonably close to the ex-
perimentally observed A-band absorption energy of 4.35 eV.> The
emission energies calculated by taking the energy difference between
the ground-state structure and the tetragonally and trigonally distorted
excited-state structures are 3.89 eV’ and 2.85 eV,*® close to the ex-
perimentally observed emission energies of 3.76 eV and 2.95 eV,
respectively.
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The TI-I bond length increases from Nal, KI, RbI, CsI (rocksalt), to
Csl (simple cubic) as shown in Table I, which corresponds to weaker
TI-I hybridization. From Figs. 11a to 11d, the TI-6s* level gradually
merge with the valence band and the energy separation between the
TI1-6s bonding and TI-6s* antibonding states decreases when the TI-I
bond length increases (weaker hybridization).

Csl has a different crystal structure [simple cubic (SC) CsCl struc-
ture] than that of the other alkali metal iodides [rocksalt (RS) NaCl
structure]. As a result of the further reduced TI-I hybridization in
CsI:T1 due to longer TI-I bonds (see Table I), the T1-6s* state res-
onates with the valence band and disappears from the bandgap, as
shown in Fig. 10e. The weak TI-I hybridization in CsI also lowers the
T1-6p* level, which resides deep inside the bandgap. This is in contrast
to Nal: T1, KI:T1, and RbI:Tl, where the TI-6p* level is near the CBM.

The TI-I bond lengths and the I-I distances are shown in Table I for
Nal, KI, Rbl, and CsI (SC). CsI (SC) has the longest T1-I bond length
and a relatively short I-I distance close to that of Nal. Therefore, Csl
(SC) has the weakest T1-I hybridization and a relatively wide valence
band among the alkali halides studied in this work. These explains the
disappearance of the Tl-6s* level from the Csl bandgap.

The unique electronic structure for CsI: Tl determines that the lumi-
nescence mechanism for Csl is different from that of many other alkali
halides. The emission from Tl-activated alkali halides is typically of
the type of T1 6p*— 6s* transition. But the emission from the CsI: Tl is
shown to be involved with the self-trapped hole or the Vj center.>8#
The hybrid functional calculations show that the electron trapping at
the T1-6p* level (T1* + ¢~ — TI°) and the hole self-trapping at a Vi
center lower the total energy by 1.4 and 0.6 eV, respectively.

Electron paramagnetic resonance experiments showed that the rate
of formation of the Vi centers is increased orders of magnitudes by
the T1 doping in some alkali halides due to electron trapping by T1*.%!
The Vi center can migrate and binds with TI1°.#? The emission from
CsL:Tl is likely due to Tl-bound excitons.®*

For Tl-doped bromides and chlorides, the valence band is lower,
narrower, and closer to the Tl-6s level, compared to Tl-doped iodides.
In KCL:TI*, the hybridization between the TI-6s state and the Cl 3p
states is more confined within the nearest-neighbor halogen ions to TIL.
The anti-bonding T1-6s* state is more localized in Tl-doped chlorides
than in iodides because the Cl 3p states are more localized than the
1 5p states (narrower valence band). The DOS for KCL:TI* shows a
deep T1-6s* level inside the bandgap (Fig. 11f).

The results above show that both the hybridization strength be-
tween the Tl and its ligands and the ionicity of the host material have
strong impact on the positions of the Tl-induced electronic states rel-
ative to the band edges. The Tl 6s level is typically below the valence
band while the T1 6p levels are above the valence band.’>** The TI-
halogen hybridization (mainly within the nearest neighbors) produces
two antibonding levels, i.e., TI-6s* and —6p* levels, as schematically
shown in Fig. 12. Strong/weak Tl-halogen hybridization should result
in high/lowTI-6s* and TI-6p* levels relative to the band edges. Hy-
bridization among halogen ions is also important. For instance, strong
halogen-halogen hybridization widens the valence band and lower the
positions of the Tl-6s* and Tl-6p* levels relative to the VBM. The
interplay of the Tl-halogen and halogen-halogen hybridization deter-
mines the positions of the T1-6s* and —6p* levels relative to the band
edges.”’

A combination of the strong Tl-halogen and weak halogen-halogen
hybridization could result in the scenario depicted in Fig. 12a, where
both TI-6s* and —6p* levels are inside the bandgap and act as hole
and electron traps, respectively, leading to radiative recombination.
On the other hand, weak Tl-halogen hybridization combined with
strong halogen-halogen hybridization may lead to the scenario de-
picted in Fig. 12b, where only the TI-6p* level is inside the bandgap
to trap electrons. Nevertheless, efficient luminescence is still possi-
ble in the scenario of Fig. 12b because the hole can be localized by
a small hole polaron bound to the TI° electron trap, leading to ef-
ficient radiative recombination. The emissions in Nal:T1 and CsI:Tl
can be categorized into the scenarios depicted in Figs. 12a and 12b,
respectively.
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Figure 11. Density of states (DOS) for T1 doped (a) Nal, (b) KI, (c) Rbl, (d) CsI (rocksalt), (e) CsI (simple cubic), and (f) KCI. The energy of VBM is set at zero.
Note that the band gaps are underestimated due to the use of PBE functionals (Ref. 57).

Among many ns® ions that are activators in halide scintillators,
such as In*, Ga*, TI*, Ge>*, Sn?>*, Pb?*, and Bi**+,!° TI* appears to
be most efficient. Others often suffers from slow scintillation decay,
strong afterglow, or low quantum yield.>**°> Pb** and Bi** are the
heaviest ions among the ns? ions, enabling strong spin-orbit coupling
and more efficient ’P;— 'S, emission. But a large energy separation
between the lowest excited state 3P, and the 3P, states can also result
from the strong spin-orbit splitting and reduce the electron population
on the radiative *P; state.”

TableI. The calculated TI-I bond lengths and the nearest-neighbor
I-I distances, in Nal: Tl, KI: Tl, RbI:Tl, CsI:Tl. Tlc, in simple-cubic
(SC) CsI undergoes a structural distortion. The TI-I bond length
shown for CsI (SC) is the average over all TI-I bonds.

Nal KI RbI CsI (SC)
TI-1 bond length (A) 3.37 3.55 3.63 3.93
I-1 distance (A) 4.57 5.02 5.24 4.60

Many experiments on Pb and Bi activated phosphors and
scintillators involve fluoride or oxide-based large-band-gap host
materials,”>?>%% which have narrow valence band width and low
VBM.'% This may lead to the electronic structure depicted in Fig. 12a
and the emission consistent with the Seitz model, i.e., the 6p*— 6s*
emission. It is possible that the 6p*—6s* transition at Pb>* and Bi**
is not efficient due to reasons such as the large energy separation be-
tween the 3Py and 3P, levels. However, the efficiency of the 6p*— Vi
type of emission has not been studied in Pb** and Bi** activated mate-
rials. Since the efficiency of the 6p*— Vi emission is reasonably good
in CsI:T1, it should be of interest to explore ways to activate the same
emission mechanism in Pb?*, Bi**, and other ns?-ion activated mate-
rials. The key to activate such emission mechanism is to have weak
activator-anion hybridization and strong anion-anion hybridization as
is the case for CsI:T1. The weak activator-anion hybridization is par-
ticularly important for removing the ns* level from the bandgap. This
requires the size of the native cation to be large relative to that of the
activator ion. For scintillators, a short nearest-neighbor anion-anion
distance is also important for fast hole transport toward activators,
which enables fast scintillation.
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Figure 12. Schematic diagram of hybridization between the ns> and the halo-
gen ions. In (a), the hybridization between the ns? and the halogen ion is
relatively strong while the hybridization between the halogen-p states is rel-
atively weak. In (b), the hybridization between the ns”> and the halogen ion
is relatively weak while the hybridization between the halogen-p states is
relatively strong (Ref. 57).

The light yield of some of the current state-of-the-art scintillators is
already close to their respective theoretical limits, which suggests that
improving crystal quality may have only limited upside potential on
the light yield. Further reducing the bandgap should in principle lead
to higher light yield. However, a small bandgap may not be able to ac-
commodate both the electron- and hole-trapping levels of the activator,
such as the case for Lal;:Ce.?>!%! Therefore, exploring the np*— Vi
emission in ns’-ion activated small-band-gap materials should be of
interest for searching high-light-yield scintillators and phosphors be-
cause only the electron trapping level (np*) of the activator is required
to be inside the bandgap.

Self-Trapped and Dopant-Bound Excitons as Activators

The light yield is one of the most important measures of scintil-
lator performance. A higher light yield can potentially lead to better
energy resolution of a scintillator.? The light yield, which is typically
measured in terms of the number of photons per MeV of radiation
energy, is given by

ng X lOﬁphotons/MeV, [3]

BE,
where E, is the bandgap expressed in eV, Q is the quantum efficiency
of the activator, § is the energy transfer efficiency to luminescent
centers or activators, which are typically found in scintillators. BE, is
the energy needed to create an electron-hole pair. p reflects the fact
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Figure 13. A schematic figure of density of states for discrete energy bands
in a multinary compound semiconductor.

that only a fraction of the radiation energy is used to excite electron-
hole pairs. The rest is lost to phonons. f is typically higher in covalent
materials (3 to 4) than in ionic materials (1.5 to 2.0) due to the more
efficient energy transfer to phonons in covalent materials.>

For several high-light-yield scintillators, such as Srl,, their light
yields are already close to their theoretical limits. For example, a light
yield of 120000 photons/MeV has been reported for Srl,.'*? If one
takes the ideal conditions, i.e., SQ = 1 and B = 1.5 in Eq. 3, and
uses the 5.2-eV bandgap calculated using the GW method,'® one gets
~128000 photons/MeV, only slightly higher than the highest reported
light yield of Srl,. Therefore, to further increase the light yield, one
has to look for materials with smaller band gaps.

Scintillators are usually insulators with large band gaps. The use
of lower-gap materials as scintillators have several challenges, e.g.,
(1) the bandgap is too small to accommodate activator levels, which
are needed to trap both electrons and holes;'™ (2) B in Eq. 1 tends to
increase with decreasing bandgap.? These two problems have largely
prevented the practical use of many semiconductors as scintillators.

To counter the above two problems and achieve high light yields in
low-gap materials, one may consider materials with a small bandgap
and narrow and discrete bands as schematically shown in Fig. 13. The
narrow valence and conduction bands favor the charge localization
and may lead to the formation of self-trapped and dopant-bound exci-
tons, which are stable at room temperature. This may result in exciton
emission at room temperature. The large energy gaps that split the va-
lence and conduction bands may cause hot carrier luminescence and
suppress the hot carrier thermalization. The reduce hot carrier ther-
malization may lead to enhanced impact ionization and more efficient
carrier multiplication. These processes should increase the light yield.

The electronic structure shown in Fig. 13 may be realized in multi-
nary compound semiconductors with large electronegativity differ-
ence between either cations or anions for the following reasons. In a
multinary compound semiconductor, the electronic states of different
cations (anions) mix to form conduction (valence) bands. The lower
part of the conduction (valence) band is made up of the electronic
states derived from more electronegative cations (anions) while the
higher part of the conduction (valence) band is made up of those from
less electronegative cations (anions). In principle, the conduction or
valence band can even be split (as schematically shown in Fig. 13) if
there is a large electronegativity difference between different types of
cations or anions. Also, in a compound with multiple types of cations
(anions), the nearest-neighbor distance in a cation (anion) sublattice
can be much longer than that in a binary compound. This should
lead to narrower electronic bands, further increasing the energy gaps
between the separated conduction or valence bands.

Elpasolites (see Fig. 8 for the structure) exhibit narrow valence
and conduction bands and many of them have conduction and va-
lence bands split as found by DFT calculations (see Figs 9 and 14
for examples).*3! Other examples of similar electronic structures
found in elpasolites can be found in Ref. 61. The PBEO bandgap of
Cs,NalnBryg is 3.84 eV.

Fig. 14 shows the band structure of Cs,NalnBr calculated using
PBEO functionals.! The PBEO bandgap of Cs,NalnBry is 3.84 eV.
The DOS of Cs,NalnBrg shows that the conduction and valence bands
are both split due to the large electronegativity difference between In
(1.78) and Cs/Na (0.79/0.93). The conduction band is split with a giant
energy gap. The lower conduction band is a narrow band of only 1.4 eV
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Figure 14. (a) Band structure and (b) projected density of states (DOS) of
Cs,NalnBrg calculated using PBEO functionals. The main In-related bands are
labeled in (b) according to the orbital character of In states (5s or Sp) and
the bonding character [bonding or antibonding (antibonding states are labeled
with an asterisk)] (Ref. 61).

in width. It is made up of In-5s states hybridized with Br-4p states. The
higher conduction band is a wider band with In-5p and Cs/Na states.
The In-5s derived conduction band is separated from the Br-4p-derived
valence band and the In-5p and Cs/Na dominated higher conduction
band by large energy gaps, appearing almost like an isolated impurity
band. The narrowness of the In-5s-derived conduction band should
be due to the long In-In nearest-neighbor distance (7.85 A) and the
resulting weak In-In hybridization. The valence band of Cs,NalnBrg
is also split. The narrow bands around —5 eV and —3 eV in Fig. 14b
are mainly made up of Br-4p states hybridized with In-5s and In-5p
states, respectively. The higher valence band is only about 2 eV in
width.

The low CBM in Cs,NalnBrg cannot accommodate the Ce 5d
levels within the band gap; therefore, Cs,NalnBrg cannot be activated
by Ce**. However, the very narrow conduction and valence bands of
Cs;NalnBrg (as shown in Fig. 14) can stabilize STEs even at room
temperature because narrow bands enhance charge localization.'®> A
hole in Cs;NalnBrg can self-trap to form a Vi center with hole binding
energy of 0.36 eV, which is large enough to make a hole polaron stable
at room temperature (see Fig. 15). Further trapping of a free electron
at the In ion adjacent to the Vi center lowers the total energy by 0.3
eV, resulting in a STE that is stable at room temperature. The total
binding energy of a STE relative to a free electron and a free hole is
calculated to be 0.67 eV.

The STE emission energy is calculated to be 1.39 eV, which is
the total energy difference between the STE and the ground state
both at the STE structure. The large calculated STE binding energy
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Figure 15. The hole and electron trapping levels at a STE and at an Ig; in
CsyNalnBrg: the hole self-trapping level (e(4-/0) = &, + 0.36 eV) and the
hole trapping level at Ip; (e(+/0) = ¢, 4+ 0.20 eV); the electron trapping level
at a small hole polaron (e(4/0*) = &, — 0.30 eV) and at an I;r(E(Jr/O*) EX?
—0.49 eV) (Ref. 61).

suggests that STE emission in Cs,NalnBrg should be strong even
at room temperature. The room temperature STE emission in both
undoped and Ce doped Cs,LiYClg has been reported.'!97 Note that
the calculated bandgap of Cs,NalnBrg (3.84 eV) is much smaller than
that of Cs,LiYCl (7.08 eV). The large STE binding energy in such
a low-gap material as Cs,NalnBrg should be caused by the narrow
discrete conduction band that promotes the electron localization.

Since a free electron can be strongly bound to a small hole po-
laron, it should also be bound to other localized hole centers. One
can introduce a dopant to facilitate the formation of an acceptor-like
bound exciton. For example, iodine can be doped into Cs,NalnBrg to
trap holes. A hole can be trapped at an [-induced level with a binding
energy of 0.20 eV (Fig. 15). A free electron can further bind with
I;;. and become localized with a binding energy of 0.49 eV (Fig. 15).
The trapping of a free hole and a free electron at Iy, forms an Ig,-
bound exciton and lowers the total energy by 0.69 eV. The I-bound
exciton emission energy is calculated to be 2.53 eV (490 nm). This
is compared to 1.39 eV (893 nm) calculated for a STE. The 490 nm
emission wavelength is close to that of CsI:T1 (530 nm).!% The emis-
sion band width of the Ig,-bound excitons is expected to be narrower
than that of the STEs due to smaller structural distortion and hence
less phonon involvement.%! The scintillation decay time for Ig,-bound
excitons may be shorter than that for STEs since the stronger spin-
orbit coupling due to the heavy iodine ions mixes the spin-triplet and
-singlet states and thus promotes fast light emission.

The stability of self-trapped and dopant-bound excitons and the
emission wavelength can be tuned by alloying (e.g., Cs;NalnBrg «Cly).
For example, increasing the Cl concentration in Cs,NalnBrg ,Cly
should increase the ionicity of the material and enhance charge lo-
calization, leading to more stable excitons. Also, the bandgap should
increase with the Cl concentration, thereby, shortening the exciton
emission wavelength and reducing the number of excitons created by
radiation. Thus, alloying may be used for reducing thermal quenching
of exciton emission and for tuning the exciton emission wavelength to
better couple with the sensitivity of the photodetector. However, the
light yield may be reduced if the bandgap is increased by alloying.

The narrow discrete conduction and valence bands not only pro-
mote exciton-based luminescence at room temperature, but also create
phonon bottlenecks (electronic energy gaps much larger than phonon
energies), which prevent efficient transfer of energy from hot carriers
to phonons.!®!"! If hot carrier thermalization is slowed, other compet-
ing processes, such as impact ionization (which is usually considered
inefficient in bulk semiconductors due to fast carrier thermalization
in continuous energy bands), may take place more efficiently. Taking
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Cs,NalnBrg as an example, a hole in the narrow band that is more
than 4 eV below the VBM (see Fig. 14a) can relax to the VBM. The
released energy can be transferred to an electron in the valence band,
promoting it to the conduction band (which requires energy more
than the bandgap energy of 3.84 eV). The energy and momentum
conservation can be satisfied in this process. The reduced hot carrier
thermalization and the enhanced impact ionization should lower § in
Eq. 3, leading to higher light yield.

In Cs,NalnBrg, the lower conduction band is derived from In-5s
states and the higher conduction band has a significant In-5p com-
ponent (see Fig. 3b). This may lead to In Sp—5s emission (inter-
conduction-band luminescence). Such hot carrier luminescence can
also contribute to the total light yield.

Conclusions

DFT calculations of various types of activators, i.e., Mn*t, Ce’t,
Eu?*, TI*, self-trapped and dopant-bound excitons, in phosphors and
scintillators are reviewed. DFT calculations give good description of
structural relaxation and activator-ligand hybridization, which reveal
the chemical trends that govern luminescence properties. The estab-
lished chemical trends are used for the search and the design of new
materials.

PBE calculations show that Mn** activated phosphors with weak
Mn-ligand hybridization tend to exhibit higher emission energies.
The weak hybridization can be caused by long Mn-ligand distance
and/or distorted bond angles around the Mn octahedral site. Several
new oxide host materials (e.g., Y,03; and La,Zr,0;) are found for
Mn**. Their emission energies are higher than those currently known
for Mn** doped oxides and should be closer to that of Y,03:Eu**
(commercial red phosphor for fluorescent lighting). The trends of the
Mn** emission energy observed can be used for searching for new
Mn** activated red phosphors.

The positions of the 4f and 5d levels of Ce’* and Eu®* relative
to their host band edges are determined using PBE+4-U calculations.
These results are used to examine whether the electrons and holes can
be trapped by Ce** and Eu?*, which is a prerequisite for scintillation.
New Ce** and Eu®" activated materials have been proposed based
on calculations and have subsequently been synthesized and found to
be bright scintillators. PBEQ hybrid functional calculations are used
to rigorously calculate the electron and hole trapping energies at the
5d and the 4f levels of Ce3t in elpasolites, which, in combination of
the electronic structure calculations of host compounds, are used to
search new materials which have band gaps small enough for high
light yield while large enough for accommodating the activator levels
and which have large band dispersion for efficient energy transport.

DFT calculations of a series of Tl activated alkali halides, i.e., Nal,
KI, Rbl, and Csl, reveal that the hybridization strength between the
ns? ion and its ligands and the ionicity of the host material both play
important role in determining the scintillation mechanism (6p*— 6s*
or 6p*— Vi emission) in ns? ion activated scintillators. This insight
can be useful for the search and design of new combinations of the host
material and the ns? ion, which exhibit efficient 6p*— Vi emission.
The 6p*— V\ emission requires the activator to insert only one level in
the host bandgap, which is useful for designing low-gap scintillators
with high light yields.

PBEO hybrid functional calculations show that the conduction and
valence bands of a multinary semiconductor/insulator can be split
to narrow discrete bands by a combination of large electronegativity
difference among cations or anions and large nearest-neighbor dis-
tances in cation or anion sublattices. Based on calculated polaron and
exciton binding energies for Cs,NalnBryg, it is found that the narrow
conduction and valence bands promote the self-trapping of electrons
and holes, which enhances the stabilization of self-trapped and dopant-
bound excitons at room temperature. The exceptional stability of exci-
tons provides an approach to activate exciton-based room-temperature
light emission for low-gap scintillators. Furthermore, discrete bands
with large energy separations (large phonon bottlenecks) in a scintil-
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lator should further suppress the hot carrier thermalization and may
lead to more efficient impact ionization and higher light yield.
Although DFT cannot predict the transitions between multi-
electronic states in optical spectra, it can be efficiently applied to a
large number of materials to obtain trends and insights that are useful
for the search of new materials. DFT calculations of various activators
(ranging from transition metal ions, rare-earth ions, ns? ions, to self-
trapped and dopant-bound excitons) shown in this paper demonstrate
that DFT is a powerful tool in phosphor and scintillator research.
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