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FORBWORD

This report is the twenty-second in a series of Quarterly Technical Progress
Reports on Damage Analysis and Fundamental Studies (DAFS), which is one
element of the Fusion Reactor Materials Program, conducted in support of the
Magnetic Fusion Energy Program of the U.S. Department of Energy (DOE). The
first eight reports in this series were numbered DOE/ET-0065/1 through 8.
Other elements of the Fusion Materials Program are:

Alloy Development for Irradiation Performance (ADIP)
Plasma-Materials Interaction (PMI)
® Special Purpose Materials (SPM).

The DAFS program element is a national effort composed of contributions from
a number of National Laboratories and other government laboratories, univer-
sities, and industrial laboratories. 1t was organized by the Materials and
Radiation Effects Branch, DOE/Office of Fusion Energy, and a Task Group on
Damage Analysis and Fundamental Studies, which operates under the auspices of
that branch. The purpose of this series of reports is to provide a working
technical record of that effort for the use of the program participants, the
fusion energy program in general, and the DOE.

This report is organized along topical lines in parallel to a Program Plan
of the same title so that activities and accomplishments may be followed
readily, relative to that Program Plan. Thus, the work of a given laboratory
may appear throughout the report. Note that a new chapter has been added on
Reduced Activation Materials to accommodate work on a topic not included in
the early program plan. The Contents is annotated for the convenience of

the reader.

This report has been compiled and edited under the guidance of the Chairman
of the Task Group on Damage Analysis and Fundamental Studies, D. G. Doran,
Hanford Engineering Development Laboratory (HEDL). His efforts, those of the
supporting staff of HEOL, and the many persons who made technical contribu-
tions are gratefully .acknowledged. T. C. Reuther, Materials and Radiation
Effects Branch, is the DOE counterpart to the Task Group Chairman and has
responsibility for the DAFS program within DOE.

G. M. Haas, Chief
Reactor Technologies Branch
Office of Fusion Energy
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Foreword

CHAPTER 1: IRRADIATION TEST FACILITIES

1. RINS-II Irradiations and Operations (LLNL)

Irradiations were performed with the left machine for 16
different experimenters during this quarter. On June 15, 1983
the right machine produced neutrons for the first time.

CHAPTER 2: DOSIMETRY _AND DAMAGE PARAMETERS

1. Fission Reactor Dosimetry - HFIR - CIR 31, 32, 34, and 35 {ANL)

Displacement and gas production data are summarized for the
CTR 31, 32, 34, and 35 irradiations in HFIR. The status of
dosimetry for all other experiments i s summarized.

2. Measurement of Spallation Cross Sections at IPNS {ANL)

Spallation cross sections are reported for the AZ reactions
to 7Be, 22Na, and “wq at proton energies between 80-450 MeV.

3. Measurement of the Half-Ilife of 60Fe ttsing Accelerator Mass

Spectrometry (ANL)

Accelerator Mass Spectrometry was used to measure the half-
life of 5“7 to demonstrate the capability of the Argonne
accelerator mass spectrometry system to measure isotope
ratios of 107 to 107 for masses as heavy as 60 atomic

mass units.

Page

19

25



4, Computer Simulation of Displacement Cascades i n Copper {HEDL) 33

A swmmary 1S given of a new compendium containing graphical
depictions of 21 computer-simulated displacement cascades in
copper ranging in energy from 1-200 keV, along with quantita-
tive analyses of cascade shapes ad sizes and defect densities.

S. 14-MeV_Neutron Radiation-Induced Microhardness Increase in Copper
Alloys {U. of Wisconsin-Madison) 51

Microhardness of copper and copper alloys (Cu-5% Al, Cu-5% Mn,

Cu-5% Nil irradiated at room temperature with 14-MeV neutrons

up to 2.2 x 1021 nim? is proportional to the square root of

neutron fluence after an initial incubation period.
CHAPTER 3. REDUCED ACTIVATION MATERIALS 61

1. Activation of Components of a Fusion Alloy {HEDL) 63

Concentration limits for Zand disposal of some fusion reactor
material as low-level radioactive wastes are presented.

CHAPTER 4. FUNDAMENTAI MECHANICAI BEHAVIOR 67

N ! f | Heli liati
(U. of Virginia) 69

Neutron and helium irradiation were found to hinder Mode 11
failure and increase Mode I cracking in 304 and 316 stainless
steels over the test temperature range 25-600°C.

2. Characterization of Localized Plastic Flow by Indentation

Geometry Analysis (U. of California) 85

In a study of seven alloys, it was observed that specimens
exhibiting very coarse slip produced quite asynunetric pile-ups
around the indentations, whereas specimens exhibiting fine slip
produced synunetric pile-ups.
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3. Fundamental Flow and Fracture Analysis of Prime Candidate Alloy

(CA) § hA tics { California and QRL)

Room temperature yield stress, ultimate tensile strength, and
reduction in area were predicted from sheer punch tests in
several variations of PCA. Reasonable agreement was obtained
with actual experimental values. Techniques have been developed
to test miniaturized tensile specimens under creep and creep-

rupture conditions.

CHAPTER 5: CORRELATION METHODALOGY

1. Suppression of Void Nucleation by Injected Interstitials for
Medium Energy lons (U. of Wisconsin]

The effect of injected interstitials on void nucleation was

investigated for 5MeV #< Zom bombardment of nickel using the
computer codes BRICE and HERAD. Significant differences were
found for the degree and range of void nucleation suppression.

2. Microsesration Induced in Fe-34,5Ni-7.5Cr by Irradiation in
EBR-II (HEDL)

The matrix of annealed Fe-35.5Ni-7,5Cr iS resistant to void
formation but tends to develop oscillations in composition
(on a scale of ~200 nm) during irradiation at 533°C to about

40 dpa in the EBR-II.

3. Dependence of Swelling on Nickel and Chromium Content in Fe-Ni-Cr

Ternary Allovs (HEDL)

The swelling rate of EBR-11 irradiated ternary alloys with 235%
nickel appears to reach eventually about 5%per 1022 n em 2
(E > 0.1 MeV) or 1%/dpa, independent OF chromium and/or nickel
content and also independent of the irradiation temperature in

the range 400-600°C. The duration of the swelling transient,
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however, tends to increase with increasing nickel or temperature
or decreasing chromium content.

Swelling of High Nickel Fe-Ni-Cr Alloys in EBR~IT (HEDL)

At 15% chromium, the swelling rate at 35, 45 and 75%nickel con-
tinues to increase with accumulating exposure, most clearly
approaching 1%/dpa at ~35% nickel. Decreasing the chromium
level from 15 to 7.5% extends the transient regime.
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RINS-I1 IRRADIATIONS AND OPERATIONS
CM. Logan and D. W. Heikkinen
Lawrence Livermore National Laboratory

10 biect

The Objectives of this work are operation of RTNS-II {a l4-#aV neutron source
facility), machine develogrent, and support of the experimental program that
utilizes this facility. BExperimenter services include dosimetry, handling,
scheduling, coordination, and reporting. EMS-II IS dedicated to materials
research for the fusion power progran. Its primary use IS to aid In the
develorment OF models of high-energy neutron effects. Such models are needed
In interpreting and projecting to the fusion environment, engineering data
obtained In other spectra.

20 Sunmary

Irradiations were gertormed for 16 different experimenters during this
guarter. Due to a malfunction iIn the target scan system, the HEDL furmace
experiment was damaged after only 40 minutes of rumning and will be
rescheduled later. oOn June 15, 1983 the right machine produced neutrons for
the first time.

30 Program
Title: RrNs-1I Operations (WzJ-16)

Principal Investigator: C. M. Logan
Affiliation: Lawrence Livermore National Laboratory

4.0 Relevant DAFs Program Plan Tagk/Subtagk

TASK II1.A.2,3,4.
TASK 11.B.3,4
TAX 11.C.1,2,6,11,18.



5.0

Jiation = M D. W Heikki TR

During this quarter, irradiations (both dedicated and add-on) were done for
the following people.

Experimenter P or A Sample [ciadjated

J. Fowler (LANL) P AR - changes In electrical and
mechanical properties.

N yoshida (Kyushu) A Pure metals and alloys - sub—cascade
structure T4, positron annihilation
and tensile test.

C. Ichihara (Kyoto) A Hg0 = light absorption for dosimetry

Y. Ccgawa (Nagoya) A al alloys - activation analysis

R. Hopper (LINL) A 235y and optical materials - etched
fission fragment tracks in optical
materials for surface treatment.

P. Hahn (Vienna) A No-Ti = measure fluxoid pinning
strength of superconductors.

R. Hartmann (Northrop) A Integrated circuits - performance

C. Logan (LINL) A 1, ¢u alloys - activation analysis
2. tu-al - Al assay
3. Lectite - strength

K. Okamura (Tohoku) A 5i¢ - strength

C. Violet (L) A 1. W - Mossbauer effect
2. cuNi - magnetic, Mossbauer effect

T and xX-ray diffraction.

R. Borg (LLNL) A 1 NirRh -magnetic properties
2. Geological samples - inert gas

diffusion.

p, Cannon (HEDL) P MHIT Instrumentation

D. Haikkinan (LLNL) A Nb - dosimetry calibration

T. Vercelli (LLNL) A Carbon fiber/spoxy - tensile strength



50 (Continued)

—  Experimenter = PorA* == Sample Irradiated
Y. Tabata (Tokyo) A rolyrer materials - tensile strength
C. Snead (BNL) A Superconductors - critical field and

current, transition temperature.
*p = Primary, A = Add-on

5.1 RINS—- tatus - c M JIogan and D. W. Heikkinen

A mechanical failure in the sensing system used to measure target scan
position caused the target controller to drive the target past the normal
limit on the "up™ direction. The spinning target hit the 4=p. furmace. The
furnace Is being reconstructed. an overtravel switch has been installed on
the target.

Operation of the right machine has begun. Neutrons were produced for the
first time on June 15, 1983.

6.0 Future Work

Irradiations will be continued for P. Cannon (HEDL} , R. Borg (Liym), C. logan
(LINL), T. Vercelli (LINL) and Y. Tabata (Jokyo). Also during this period,
Irradiations for M. Guinan (L), T. Okada and c. Ichihara (Kyoto) will be
made.
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MEASLREVENT OF SPALLATION CROSS SECTIONS AT IPNS

L. R. Greenwood and R. K. Smither (Argonne National Laboratory)

1.0 Objective

To develop new cross sections and techniques for dosimetry and damage analysis

at accelerator-based neutron sources.

2.0 Summary

Spallation cross sections for Al and Cu have been measured at the IPNS at
Argonne National Laboratory. Results are reported for the Al reactions to ’Be,
22Na, and 24Na at proton energies between 80-450 MeV. These reactions will be
used to extend our dosimetry technique to higher energies and will improve
damage and transmutation rates for accelerator-based neutron sources such as

IPNS and FMIT.

3.0 Program

Title: Dosimetry and Damage Analysis
Principal Investigator: L. R. Greenwood

Affiliation: Argonne National Laboratory

4.0 Relevant DAFS Program Plan Task/Subtasks

Task ZI1.A.2 High-Energy Neutron Dosimetry
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5.0 Accomplishments and Status

At present, dosimetry cross sections are not well known above 14 MY and only
a few reactions have been measured up to 28 MeV. Accelerator-based neutron
sources extend to much higher neutron energies. For example, FMIT will produce
neutrons up to 55 M and spallation sources up to 500-800 MeV. Even though
these sources do not have a large fraction of their neutrons above 30 MeV, it
is necessary that some data be developed to monitor these high-energy and very
damaging events. Spallation cross sections appear to have the greatest poten-
tial for dosimetry above about 40 MV since one target material will produce
virtually all lower-z activation products, each product having a different
production threshold and energy dependence. Routti and Sandbergl have shown
that copper spallation products can be used to unfold neutron spectra at CERN.
Unfortuantely, the required spallation cross sections are not very well known
for this purpose. Consequently, we have initiated spallation measurements at

the Intense Pulsed Neutron Source (IPNS) at Argonne National Laboratory.

The IPNS consists of a 50 M/ proton linac which feeds a synchroton capable of
accelerating protons up to 500 MeV. In a somewhat unusual use of this facility,
we have placed various materials directly into the proton beam and changed the
extraction time to obtain proton energies as low as 80 MeV. In this way we
were able to obtain activation measurements at proton energies of 80, 100, 150,
200, 400, and 450 MeV. It should be noted that proton and neutron cross
sections are expected to be identical at high particle energies. Al, Cu, V,

Nb, and zr foils measuring 4" X 4" x 5 mils were irradiated in stacks of three

foils per material. The center foils were gamma counted while the front and

20



back foils are used to correct for recoil losses. At present, only the Al
results have been completely analyzed and these data are reported here. The
other materials produce many more activation products and some foils are still

being counted in order to measure the longer-lived activities.

Three activities were measured from the Al foils, namely 7Be, 22Na, and 24Na.
Each energy point required an irradiation of about 0.5-1 hour with a proton
fluence of about 1017, The proton current was measured using a beam dump
designed to operate as a Faraday cup. An extraction toroid was also used to
monitor the proton beam, although this toroid was only calibrated at energies
above 400 MeV. Following irradiation, the foils were allowed to cool in the
beam tunnel for a few hours and then transported to the gamma counting facil-
ities in the Chemical Technology Division at ANL. Prior to counting, each foil
was autoradiographed using polaroid film. This served two purposes. First,
the autoradiographs confirmed that the proton beam was roughly centered on the
foils and had a beam diameter of about 1'. Secondly, this allowed us to cut
the foils into a hot center portion and a relatively cold outer portion prior

to gamma counting. This reduced the size of the foil stack to minimize

geometric and absorption corrections.

The measured cross sections are listed in Table 1 and plotted in Figs. 1-3.
The values are compared to a semi-empirical model of spallation proposed by
Rudstam.2 It should be noted that the Rudstam cross sections shown on the
figures include contributions from other short-lived isotopes in the same
A-chain. Hence, 22Na includes ZZMg, 24N included 2"Ne, and 7Be includes 7B

(weak). As can be seen, the Rudstam formulas are reasonably close to the
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TABLE 1

Al SPALLATION CROSS SECTIONS MEASURED AT IPNS
(Estimated accuracy +5% )

Cross Section, nb

Energy, MeV 7Be ZZNa 24Na
80 0.76 20.75 11.42
100 0.89 18.28 10.53
150 1.15 15.75 9.64
200 1.43 15.08 9.50
400 2.85 13.50 -
450 3.05 13.28 9.68

experimental measurements onlv for %ZNa, This is not totally unexpected since
24Na can also be made by the 27al(n,a) reaction and the theory is known to work
poorly for isotopes either too close to the target isotope or too light in

mass. The data is also compared to an earlier evaluation3 and it also appears
that our 7Be measurements differ considerably. However, previous data appears
to have an appreciable scatter, possibly due to poor integration of the proton

beam or inadequate recoil corrections.

6.0 References

1. J. T. Routti and J. V. Sandberg, Comp. Phys. Commun. 21, pp. 119-144, 1980.

2. 6. Rudstan, Z. Naturforsch. 21a, p. 1027, 1966.

3. J. Tobailem, C. H. Lassus - St. Genies and L. Leveque, CEA Report N1466,
1971.
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7.0 Future Work

Cross sections will be measured at additional energies to complete the ex-
citation functions. The Cu, Nb, V, and Zr data will be analyzed shortly.

Integral neutron data taken at IPNS will then be compared with calculated

neutron spectra to assess the technique for high-energy spectral unfolding.

8.0 Publications

None.
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MEASUREMENT CF THE HALF-LIFE OF $0Fe USING ACCELERATOR MASS SPECTROMETRY

R. K. Smither, L. R. Greenwood, W. Kutchera, P. J. Billquist, D. Henning,
X. A. ¥a,* L, F. Mausner,** M. Paul,*** R. Pardo, K. E. Rehm, and J. L. Yntema
(Argonne National Laboratory)

1.0 Objective

To develop new cross sections and techniques for dosimetry and damage

calculations.
2.0 Summary

A new technique, AMSl (Accelerator Mass Spectrometry), was used to measure the
half-life of 60Fe. The AMS technique measured the concentration of 0Fe in a
sample produced through spallation in Cu by a 200-MeV proton beam. This concen-
tration measurement was combined with the measurement of the radioactive decay
rate of the 60Fe sample measured in a low-level gamma counting facility to
determine the half-life of 89Fe, The main objective of the experiment was to
develop the combination of the Argonne AN Tandem plus the Argonne Super-Conducting
Linac as an accelerator mass spectrometry system capable of measuring isotope
ratios of 10=8 to 10-1Z for masses as heavy as 60 atomic mass units. This tech-
nique can then be used to measure other long-lived or stable transmutation

products for fusion dosimetry and for the assessment of fusion waste products.

—
Institute of Atomic Energy, Peking, Peoples Republic of China

*%
Brookhaven National Laboratory, Long Island, New York.

*k%k
The Hebrew University of Jerusalem, Jerusalem, lIsrael.
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3.0 Program

Title: Dosimetry and Damage Analysis

Principal Investigator: L. R. Greenwood

Affiliation: Argonne National Laboratory

4.0 Relevant DAFS Program Plan Task/Subtask

Task 11.A.5 Technique Development for Dosimetry Applications
Task I1.B.1.2 Acquisition of Nuclear Data for the Calculation of Defect

Production Cross Sections

5.0 Accomp lishments and Status

5.1 Introduction

The original accelerator mass spectrometer (AM$) system developed at Argonnel
used only the AN Tandem and was capable of measuring isotope ratios and con-

centrations for elements as heavy as aluminum? and silicon3 with ease. As the
method was extended to heavier masses (Cl, Ca, and Ti)1:4 the technique became
more difficult and more time consuming and experiments with elements as heavy
as Fe were not possible because of the lack of sufficient energy in the accel-
erated beams. To get around the insufficient energy problem a new AMS systems
was developed that combined the Argonne AN Tandem with the Argonne Super-Con-
ducting Linac. The increased accelerating power of this new system makes it

possible to perform experiments in the mass-60 range with some potential for
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the mass 70 to 80 range. The measurement of the half-life of 60Fe was per-
formed to demonstrate the potential of this new AMS system. The only published
value5 for the half-life of 60Fe gave a value of Tyy2 = 3 X 109 yrs with an
uncertainty of a factor of 3. The ¢0re was prepared through the spallation
reaction in this previous work and the value used for the concentration of ®0Fe
in the sample was estimated from spallation cross-section systematics. The

uncertainty in this estimate was the main contribution to the large uncertainty

in the quoted half-life value. By actually measuring the concentration of é0Fe
in the sample with the AMS method this uncertainty is eliminated and a check
on the spallation theory can be obtained. This type of check on the spallation
theory should lead to further improvements in the theory and better damage cal-
culation where the source of the damage 1S very energetic neutrons or protons.
The AMS technique will be applied to measure the production of long-lived
activities in fusion waste products as well as for dosimetry purposes. Stable
transmutants can also be measured to test the effects of transmutation on

materials properties.

5.2 The Accelerator Mass Spectrometry Measurement of the Half-Life of 60Fe

The sample of 60Fe material was produced by spallation in a Cu target with

200 MeV protons in the Brookhaven Linac Isotope Produces (BLIP). The Fe
fraction was chemically extracted in September 1982 after a wait of one year.
The sample contained approximate 1013 atoms of 60Fe along with mCi quantities
of 35Fe (Tyyy = 2.7 years) and yCi quantities of 39Fe (Ty;; = 45.1 days). After
an additional waiting period of 5 months the chemically separated Fe sample was

added to a known amount of natural Fe and the AMS method was used to measure
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the 60Fe/Fe ratio. Several 130 ny pellets were made from this sample for use
in an improved inverted sputter source as the source of the particle beams
measured in the AMS system. The 69Fe ions were accelerated to 320 MV in the
Tandem-Linac system, analyzed by an Enge split-pole magnetic spectrometer and
counted in the multiple chamber position sensitive detector located in the
focal plane of the spectrometer. The resulting three dimensional yield plot of

counts (vertical) versus total energy (E} versus energy loss in the first

section of the detector {(AE) is shown in Fig. 1. The plot for the active Fe
sample 18 shown in the upper half of the figure exhibits a cleanly separated
60Fe peak while the plot for the Cu blank shown in the lower part of the figure
(note the scale change of 100} demonstrates how well the 60re peak is separated
from the strong background peak of ®0Ni. The particle beam passed through an
Al foil stack before being magnetically analyzed in the spectrometer. The dif-
ference in energy loss due to the different Z's (atomic charge) of 9JFe and
60Ni particles as they passed through this Al foil stack made it possible to
separate the 0Fe beam from a strong background beam of stable 60Ni atoms. The
different energy loss (aE) in the first section of the detector also helps to
separate the é0re beam from the background in the three dimensional plot in
Fig. 1. The single count in the peak labled 80Fe in the lower graph is believed
to be cross contamination in the ion source. The results of 18 individual runs
were averaged to give a ratio of 0Fe/Fe of 1.16 x 10-7 with an uncertainty of
20%. Most of this uncertainty is related to the variation in the operation and

thus the efficiency or transmission from run to run of this complex acceleration

system.
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' F ACTIVE Fe

300 ®Fre/min
Ore/Fe=1.2xG5"

Cu
0.1 60Fe/min
x100 f
;OFe
T4g B

FIGURE 1. Three-Dimensional Plot of Counts (Vertical) Versus Total Energy

of the lon (ET) and Partial Energy L0sS in the First Section of
the Focal Plane Detector. The upper plot is for the sample con-

taining 60Fe, and the lower plotis for a Qu blank in the ion
source.
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With the concentration of 80Fe in the sample known from the AMS experiments
one need only to measure the rate of decay of the sample to be able to calcu-
late a half-life. This is difficult to do directly because 100%of the 60Fe
atoms decay to the 2+ (56.60 keV) state of 60Co which decays 99.75% of the

time to the 5+ groundstate of 0Co through a highly converted low energy
transition (56.60 keV) which makes it very difficult to be oberved (see Fig. 2).

What can be observed is the subsequent decay of the #0Co to 6ONi. Figure 2

shows this somewhat complicated decay pattern. By monitoring the buildup of
60Co as a function of time by measuring the change in intensity of the two
60Co decay gamma rays at 1173.2 kev and 1332.5 kev one can calculate the
primary decay rate of the 50Fe sample. This low level counting iS now in
progress at the low-level gamma counting facility at Argonne-CMT. The original
sample was found to have a considerable amount of residual 0Co in it so a
second chemical separation was performed in early March of 1983. The buildup
of 60Co in this sample has been monitored for three months. This data sets a
lower limit on the half-life of 60Fe of 1.3 x 106 yrs. This limit is about
four times longer than the previous measurement of 3 X 103 yrs.? The upper
limit has not been established yet because uncertainties of the data points
make them consistent with an infinite half-life. The low level counting ex-
periments are still in progress and will be continued until an upper limit on

the half-life is also determined.

Although 89Fe is not produced by fusion neutrons the experiment described
above demonstrate the capability of the AMS technique to measure the trans-
mutation rates and/or production rates of long-lived isotopes in the mass-60

region.
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FIGURE 2.
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Rac'ggactive Decay Scheme of 60Fe and the Subsequent Decay to 6OCO
to ®Ni. The branching ratios for each mode of decay are given
in %. The level energies in each isotope are given to the left.
The half-life of the ground state of each isotope is given in
parentheses below the level.
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7.0 Future Work

The AMS technique has several quite interesting applications to fusion neutron
dosimetry. Long-lived activities can be measured for assessment of waste and

for dosimetry during long irradiations. W have observed 26A1 (730,000 yr)

and can detect l0Be, l4¢, 53Mn, 598i, 93Mo, 932Zr, and 94nb, all of which are
produced in fusion materials. Stable transmutants can also be detected to
determine transmutation rates which are of concern since compositional changes

eventually change the properties of materials and alloys.

8.0 Publications

"Accelerator Mass Spectrometry of 39Ni and Fe Isotopes at the Argonne Super-

Conducting Linac'™ W. Henning, W. Kutchera, B. Myslek-Laurikainen, R. C. Pardo,
R. K. Smither, and J. L. Yntema. Proceedings of the Symposium on Accelerator
Mass Spectrometry, Argonne National Laboratory, Argonne, Illinois, 11-13 My

1981. Proceedings of the Symposium organized by W. Henning, W. Kutschera,

R. K. Smither, and J. L. Yntema.

Physics Division Report ANL-PHY-81-1 (May 1981)

"Measurement of the Half-Life of 60Fe Using the Argonne AN Tandem-Super-
conducting Linac System as an Accelerator Mass Spectrometer. W. Kutschera,
P. J. Billquist, D. Frekers, W. Henuing, X. Z. Ma L. F. Mausner, M. Paul,
R. Pardo, K. E. Rehm, R. K. Smither, and J. L. Yntema. Proceedings of the
Conference on Nuclear Physics with Heavy lons (Prospects at Energies below
20 MeV/amn, April 14-16, 1983, State University of New York/Stony Brook,

Stony Brook, New York.
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COMPUTER SIMULATION OF DISPLACEMENT CASCADES IN CQPPER

H. L. Heinisch (Westinghouse Hanford Company)

1.0 Objective

The objective of this work is to develop computer models for the
simulation of high-energy cascades which will be used to generate
defect production functions for correlation analysis of radiation

effects.

2.0 2ummary

A  compendium of information on computer - simulated displacement
cascades in copper is now available, and it is summarized here.
The compendium contains graphical depictions of 21 cascades
ranging in energy from 1-200 keV, along with quantitative
analyses of cascade shapes and sizes and defect densities within
cascades. The pictures clearly show that with increasing PKA
energy, cascade configurations undergo a transition from
production of a single compact damage region to widely spaced
multiple damage regions. The number of distinct damage regions
("lobes™) per cascade is found to increase uniformly with PKA

damage energy beginning at about 30-50 keV. The high -energy

cascades, although highly irregular in shape, have been
classified into two main categories of shapes: “"starbursts" and
"chains™. The defect density of the cascades decreases with
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increasing energy, but the average localized defect density

remains constant.

3.0 Program
Title: Irradiation Effects Analysis (AKJ)
Principal investigator: D. G. Doran

Affiliation: Westinghouse Hanford Company

4.0 Relevgpt DAFS Program Plan Task/Subtask

Subtask [!.B.2.3 Cascade Production Methodology

5.0 Accomplishments and Status
A knowledge of the initial damage state produced in metals by the

various neutron spectra of fusion materials test facilities is an

essential element for the development of correlation models. For
example, the study of various 'cascade effects,” i.e., the
effects arising from point defects being created collectively in
discrete cascades as opposed to belng created homogeneously, is

aided considerably by a knowledge of the spatial distributions of
defects within cascades. Computer simulations of the production
of displacement damage initiated by primary knock-on atoms
(PKAs) provide detailed information on an atomic scale not
readily attainable by experimental methods.

A compendium of information on computer-simulated displacement

()
cascades in copper is now available as a HEDL report. it
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contains computer graphics of 21 representative cascades along
with quantitative analysis of cascade shapes and sizes and defect
densities. A summary of the information in that report is
presented here, including the results of the defect density
analyses, which have not been reported elsewhere.

(2)
Using the MARLOWE code (version t1), results were obtained for

PKAs with energies from i keV to 500 kev. This covers cascade
behavior ranging from the production of only a few isolated
defect pairs per cascade at low energies to the production of
widely separated, but densely populated, multiple damage regions
at high energies. The average PKA energy resulting from i4-MeV
neutrons in copper is about |70 keV¥, so the energy range treated
here is well into the realm of importance for fusion materials
irradiations.

The information in this report deals exclusively with the

- B
collisional phase (~10 sec) of cascades produced individually

in an otherwise perfect crystal of a pure material. The

information obtained by simulations of the subsequent quenching
{(3)

and short-term annealing phases indicates that the initial

structure of the <cascade is the dominating factor in its

subsequent disposition.

Table 1 contains the values of MARLOWE code parameters employed

in this study. These parameter values were determined by
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(4)

Robinson in a comparison of MARLOWE with results of more
rigorous molecular dynamics simulations of lower energy
{5}
cascades.
TABLE 1!

MARLOWE PARAMETER SETTINGS FOR CASCADES

GENERATED IN COPPER AT 300K

Interatomic Potential: Moliere. with screening length
of 7.30 pm
Inelastic Losses: Local (Firsov)
Lattice Parameter: ALAT = 0.3615 nm
Maximum Impact Parameter: RB = 0.62 lattice parameters
Debye Temperature: TDEBYE = 314 K
Energy Criteria for EDISP = 5.0 eV
Displaced Atoms: EQUIT = 4.8 eV
EBND = 0.2 eV
Three-dimensional drawings of the vacancy and interstitial
configurations of typical cascade structures for |- to 200-keV
cascades in copper were produced wusing computer graphics.
Figures 1-3 show typical 2-, 20- and 200-keV cascades

respectively.
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FIGURE . (a) Orthographic Projection of the Vacancy
Distribution of a Typical 2-keV¥ Cascade.
In Figures 1-3 the small arrows show the
original position and direction of the PKA.
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FIGURE 1

(b)

3-D View of a Typical 2-keV Cascade.
The vacancies are represented by cubes
and the interstitials by "stars"™. Each

three-dimensional symbol is 1/2 lattice
parameter on a side.
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FIGURE 2. (a)

Orthographic Projection of the Vacancy

Distribution of a Typical 20-keV Cascade.
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FIGURE 2. (b)  3-D view of a Typical 20-keV Cascade.
At 20-keV and above, the vacancies are

represented by 1/2 lattice parameter stars,
and the interstitials are simply dots. As
the actual size of the plotted stars de-
creases, they tend to appear as diamond
shapes, then as large dots.
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Distribution of a Typical 200-ke¥ Cascade.
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Each <cascade is depicted in four views: three orthographic
projections of the vacancy distribution along the directions of
the cubic crystal axes (part a), and one three-dimensional view
of both vacancies and interstif¥ials enclosed in a cube aligned
with the cubic crystal axes (part bl’. The Ilegend for each
cascade gives the PKA energy in eV¥, the number of defect pairs in
the picture, the size of the cube edge in lattice parameters, and
the angle in degrees of the initial momentum vector of the PKA

with respect to the crystal axes.

At low energies, the general configuration is a single depleted

zone surrounded by a more diffuse cloud of interstitiais.

There does not appear to be a sharp threshold at which widely-
spaced multiple damage regions are always produced. Cascades
from 20-50 keV occur with both widely spaced damage regions and
with what appears to be only one major damage region. Perhaps
the apparently single-damage regions should be considered as
closely-spaced, multiple-damage regions. This viewpoint led to
the description of cascades in terms of "lobes™ for the purpose

of quantitative analysis.

At {00-ke¥ and above, the cascades exhibit two typical
configurations, a "starburst" configuration of several damage
regions emanating from a central ©point, and the "chain"

configuration of damage regions strung out along a single path
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(Figure 3), Most higher energy cascades can be classified as
either chains or starbursts, or as some combination of the two

forms.

In general, the high energy cascades appear to be made up of
collections of lower energy cascades, sometimes contiguous,
sometimes wldeily separated. Because of thelr 1irregular shapes,
it i1s difficult to describe the true lengths or volumes of the
high energy cascades In quantitative terms. However, attempts
have been made to obtain quantitative characterization of the

cascades, and this information 1is contained in Ref. 6 and 7.

Another quantity of Interest is the defect denslty of cascades.
The difficulty in determining meaningful defect densities il=ss in
defining the volume of the cascade. How the volume, hence the
defect density, 1is defined depends very much on the application
of the iInformation. In some cases the cascade volume or size
[tse(f may be more pertinent than the defect density, s.3., In
studying cascade overlap or the interactions of cascades wlth
precipitates. However, other properties may be influenced by the
detailed behavior of the 1individual defects after they are
created. The subsequent behavlor of defects s strongly
Influenced by their immedlate surroundings. Hence, one must have

a clear i1dea of what the defect density value represents.
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Let the volume of the cascade be the volume of the parallelepiped
AxdyAz , oriented along the crystal axes x, vy, 1z  that Just
encloses the vacancy distribution of the cascade, and divide that
into the number of defects that remain after 1imposing a
recomblination radtus oF 2 lattice parameters. The resulting
defect density, plotted as a function of PKA energy (Figure 4),

decreases smoothly by more than two orders of magnitude over the

energy range from 1-200 kev, The number of defects increases
approximately Iinsariy with energy, but the cascade volume
increases much more rapidly. In the lower part of the energy

range the single vacancy distributions tend to become more open
and Irregular with increasing energy. At high =snsrgiss the
production of muittiple, widely separated damage regions leads to
larger, sparsely populated enclosing volumes as the energy

increases.

However, some aspects of individual damage regions do not change
much wlth energy. The average defect denslty in the viclnlty of
each defect 1s about the same at each energy, even though the
cascades become more irregular in shape. This can be examined
quantitatively by determining the average local defect density as
a function OF cascade energy. The number of other defects in a

small volume about each defect is averaged over the cascades. In
Figure 5 the average number of neighboring vacancies within the

third nearest neighbor distance from each vacancy is plotted as a
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VACANCIES PER CUBIC LATTICE PARAMETER
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FIGURE 4.  The Average Density of Vacancies as a Function of

Cascade Energy. The density is the number of
vacancies remaining after imposing a recombination
radius of 2 lattice parameters divided by the
volume of the rectangular parallelepiped oriented
along the crystal axes which just encloses the
vacancy distribution.
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function of cascade energy. Above t-2 keV this value is constant
at about 2.7 neighboring vacancles per vacancy. The figure also
shows a constant value of 1.2 nearest neighbor vacancies per

vacancy.

Figure 6 is a similar plot for interstitiais only. Within a

spherical volume with a radius of 5 lattice parameters centered

on each interstitial, about 1 neighboring interstitial exists, on
the average, above 10-20 keV. Only about 5% of Interstitials
have neighboring interstitiais within one nearest neighbor
distance.

The localized defect density analysis indicates quantitatively
that the defects see the same average environment, independent of
cascade energy, and that the vacancy distribution is more dense

than the interstitial distribution.
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7.0 Future Work
Future work will investigate quantitative relationshlips between

cascade structures and microstructural features.

8.0 Publications
The full report and "cascade compendium™ is available as HEDL-

TME-83-17.
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14-MEV_NEUTRON RADIATION-INDUCED MICROHARDNESS INCREASE |IN COPPER ALLOYS

SJ. Zinkle and GL Kulcinski (University of Wisconsin - Madison)

1.0 Objectives

The objective of this work is to examine the effect of a high-energy neutron
irradiation on damage production in copper alloys. Specific objectives are:
1) to determine the effect of neutron fluence and solute additions on the
radiation-induced Vickers microhardness number of copper, 2) to examine the
effect of indenter load on the radiation-induced microhardness at low load
values, and 3) to correlate microhardness results with resistivity and TEM
data.

2.0 Summary

Vickers microhardness measurements have been performed on copper and copper
alloy (Cu-5% Al, Cu-5% Mn, Cu-5% Ni} TEM disks which were irradiated at room
temperature with 14-MeV neutrons in incremental doses up to a maximum fluence
of 22 x 1021 n/mz, After an initial incubation period, the radiation-induced
hardness was found to be proportional to the square root of neutron fluence
for all four metals. This result is in good agreement with previously
reported pure copper resistivity data;(l) The incubation period ranged
from < 1 x 1020 nm? for the alloys to about 4 x 1020 n/m? for pure copper.
The copper alloys also exhibited a larger radiation-induced hardness increase
than the pure copper samples. The Cu-5% Mh samples showed a significantly
larger radiation hardening than any of the other samples. Anomalous behavior

of the irradiated Cu-5% Mn samples compared to the other alloys was also
observed in reported resistivity data. (1)

3.0 Program

Title: Radiation Effects to Reactor Materials
Principal Investigators: GL Kulcinski and RA. Dodd
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Affiliation: University of Wisconsin

4.0 Relevant DAFS Program Plan Task/Subtask

Subtask 11.B.3.2 Experimental Characterization of Primary Damage State;
Studies of Metals

Subtask 11.C.6.3 Effects of Damage Rate and Cascade Structure on Micro-

structure; Low-Energy/High-Energy Neutron Correlations
Subtask 11.C.16.1 14-MeV Neutron Damage Correlation

50 Accomplishments and Status

5.1 Introduction

Vickers microhardness measurements are a convenient experimental method which
can be used to help characterize the extent of radiation damage in crystals.
This report describes some of the microhardness results which we have obtained
as part of a three-pronged approach to analyzing 14-MeV neutron irradiated
copper alloys. The first method, resistivity measurements, indicated that the
neutron-induced damage was proportional to the square root of neutron fluence
for a pure copper sample, while the copper alloys exhibited short-range
ordering effects. (1) The results of the third experimental tool, transmission
electron microscopy {TEM} observations, will be reported in the next quarterly
progress report.

This study is a continuation of research on irradiated copper alloys which was

(2)

hardness and TEM in an attempt to quantify defect survivability and micro-

initiated by researchers at HEDL. In their study'“’, the authors used micro-

structure. W have included resistivity measurements, the results of which
were reported previously(1'3), along with TEM and microhardness measurements
at incremental fluences in order to more completely understand the radiation
effects shown by the copper/copper alloy samples. Details concerning alloy

composition‘“, foil preparation(S), and heat treatment and irradiation
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procedure(” have been previously reported.
5.2 Experimental Procedure

Vickers microhardness measurements were performed using a Buehler Micromet®
microhardness tester. The standard operating indenter load range of this
instrument is from 5g to 5009, with loads down to 1 gram available from the
manufacturer. For this investigation, the indenter loading was restricted to
be less than or equal to 10 grams in order for the diamond pyramid indentation
depth to be less than one-tenth of the nominal TEM foil thickness of 25 fan,
At this low indenter load, special care must be taken to ensure that back-
ground vibrations do not introduce errors into the measurement. A simple
anti-vibration test stand was designed which effectively isolated the micro-
hardness tester from background vibrations dom to indenter loads of 1 gram.
This test stand assembly 1S shown in schematic form in Fig. 1. The 1000-kg
lead brick base provides the test stand with a large inertia so that all
except very low frequency vibrations are damped out. The afr pad serves as a
dashpot to effectively suppress most of the remaining external vibrations.
The remaining cushion materials were chosen on the basis of their different
stiffness values. The use of varied materials was found to be effective in
eliminating external vibrations. Also, the value of a multiple-interface
design, which serves to reflect/dampen vibration waves, was found to be
important. The anti-vibration stand was found to be very effective In sup-
pressing background vibrations dom to indenter loads of 1 gram as determined
by various testing methods (e.g. hardness VvS. load curves, reproducibility of
hardness results while slamming door, dropping bricks from a designated
height, etc.).

A standard sample preparation procedure was developed for all of the TEM disks
prior to indentation. Each disk was given a light mechanical polish in a 0.3
um alumina slurry on a rotating cloth wheel in order to remove the oxide layer
and give a relatively smooth surface. The samples were then electropolished
in a 33%HN04/67% CH30H solution cooled to -20°C at an applied potential of
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FIGURE 1 Microhardness Anti-Vibration Test Stand.

5/ for 5 seconds. The purpose of the electropolish was to remove the work-
hardened layer introduced by the mechanical polishing, and also to give an
optically smooth surface. The electropolish treatment removed approximately
1-2 wm, which is expected to exceed the work-hardened layer in copper for the
type of mechanical polishing which was utﬂized.(”

Table 1 shows the grain size of each of the four metals irradiated at RTNS-11
as detennined by Heyn's Procedure (line intercept method). A total of 250 to
500 grain boundary intercepts in at least 20 different viewing areas were
sampled to deternine the average grain sire for each metal.

A minimum of 60 indentations were made on four different TEM disks for each
metal at every fluence level and for the control samples. A 12 second

o4



TABLE 1
RTNS-11 SAMPLE GRAIN SIZE

Copper CU-5% A1 Cu-5% Mn Cu-5% Ni
13 um 23 umn 22 un 12 um

indentation time was used throughout. All measurements were made by the same
operator in order to minimize the effect of different observers' biases. The
lengths of the diagonals were measured at a magnification of 600X using a
calibrated eyepiece accurate to * 0.2 um. Both diagonals of the indentation
were measured twice and the results averaged in order to minimize measurement
errors. The chisel tip of the Vickers diamond was found to less than 02 um,
as checked by SEM methods. Several TEM disks were re-examined at different
time periods and on different days of the week in order to check the effec-
tiveness of the anti-vibration test stand and also to determine the reproduci-
bility of the results. Agreement on the Vickers microhardness (Hv) for a
single disk was typically found to be within about 1kg/mm2. A larger
variation was noted between different TEM disks which had been exposed to
identical heat treatment and irradiation histories =-- typical standard
deviations about the mean for a set of 4 disks were 2-3 kg/mmz.

5.3 Experimental Results

The Vickers microhardness values obtained for the control and irradiated foils
at an indenter load of 10 grams are summarized in Table 2. The table also
includes the standard deviation for each set of 4 disks which were examined
(Each value given in the table is the result of the measurement of at least 60
indentations).  The microhardness value for the unirradiated pure copper was
56.7 kg/mmz, while the copper alloy control samples all measured about 53.5
kg/ﬂm2 at an indenter load of 10g. It may be noted that the microhardness
values for the alloy and pure copper control samples are equivalent within
quoted error bars. The value of Hy, for pure copper is in good agreement with
the unirradiated value measured by other investigators(ﬁ) at an indenter
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TABLE 2
VICKERS MICROHARDNESS RESULTS (10-GRAM LOAD)

Dose Sample H, (kg/m?)
1020 n/m2 Copper Cu-5% Al Cu-5% Mn Cu-5% Ni
control 56.7 * 4.3 53.8 * 09 534 % 25 534 £ 28
1 56.3 * 0.8 572 (.8 626 t 4.6 573 £ 0.7
4 586 * 28 62.7 * 1.2 736 * 22 63.8 * 14
10 689 £ 16 741 + 17 85.8 £ 04 696 + 1.7
20 782 * 36 823 + 11 90.2 35 783 % 42

loading of 50 grams. However, the hardness values for the unirradiated alloys
(in particular Cu-5% A1 and Cu-5% Mn) are significantly lower than previously
reported values. The reason for this discrepancy iS uncertain, as the
materials were obtained from the same lot and were given identical heat
treatments.

As can be seen from Table 2, 14-MeV neutron irradiation to a fluence of 2 x
1021 n/m2 induces significant hardening in copper and copper alloys -- micro-
hardness changes are on the order of 50% of the unirradiated microhardness
value. The fluence dependence of the microhardness change is shown in Fig. 2
for an indenter load of 10 grams, along with representative error bars.
Results obtained at an indenter loading of 5§ (to be reported separately)
showed trends similar to the 10g data. Following a short incubation period,
the data for all four metals scales linearly with the square root of neutron
fluence. The duration of the incubation period is less than 1 x 1020 n/m2 for
the copper alloys, while for pure copper it is about 4 x 10%0 n/mz. Qi +5% Mh
exhibits significantly larger radiation hardening as compared to the other
metals at the fluence levels investigated. This alloy may also be starting to
approach a saturation hardness value at the highest fluence examined, but
without higher fluence data this conclusion is speculative.
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FIGURE 2. Change in Vickers Microhardness vs. Square Root of 14-MeV Neutron
F1uence.

54 Discussion

The general fluence dependence of the radiation-induced change in Vickers
microhardness is in good agreement with a recent theoretical model developed
by Ghoniem et a1.(8)  The model predicts that radiation hardening should scale
linearly with the square root of neutron fluence following a short incubation
period. The data obtained from resistivity and microhardness measurements as
a function of fluence are compared in Fig. 3 with tensile specimen results
obtained by Mitchell et a19) for copper irradiated at room temperature with
14-MeV neutrons. From this figure it can be seen that the resistivity results
and tensile data are in good agreement. The microhardness results curve is
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FIGURE 3. Change in Resistance, Microhardness, and Yield Strength vs. Square
Root of 14-MeV Neutron Fluence for Copper.

somewhat at odds with the above-mentioned data, although there is agreement
within the quoted error bars. It is believed that the slight discrepancy of
the microhardness data with regard to the other results is due to the well-
known low-load microhardness surface effect (see, e.g., Ref. 10). Evidence
indicating that this is the case, along with a discussion of the low-load
microhardness phenomena, will be presented in the next quarterly progress
report.

The roughly equal slopes for all four metals in the curve of microhardness
change vs. square root of neutron fluence (Fig. 2) may be seen as an indica-
tion that there is equivalent damage production rates in these materials
following the initial transition period. Reasonably good agreement has been
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observed with tensile datal?) using the correlation(2) Aoy = 3.27 AHV .
55 Conclusions

It appears that quite reproducible Vickers microhardness results may be
obtained at low indenter loads when adequate precautions are taken to elimi-
nate background vibrations and when a statistically significant number of
indentations are sampled.  Microhardness measurements are a ueful tool which
may be utilized to help characterize irradiation damage in conjunction with
other techniques. However, care must be taken when attempting to extrapolate
measurements made at low loads to bulk values.
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19757, Yol. 1I, p. 172
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7.0 Future Work

Vickers microhardness measurements obtained at an indenter loading of 5g will
be compared to the present results in the next quarterly progress report.
These findings will be coupled with literature results in an attempt to corre-
late low indenter load values with data obtained at higher loads. TEM disks
at various fluences will be examined in an electron microscope in order to
determine visible defect cluster size and density as a function of 14-MeV
neutron fluence.

8.0 Publications

The copper/copper alloy resistivity, microhardness and TEM data will be
presented at the 3rd Topical Meeting on Fusion Reactor Materials, Albuquerque,
NM, September 19-22, 1983. An abstract has been submitted to the Symposium on
the Use of Nonstandard Subsized Specimens for Irradiation Testing,
Albuquerque, NM, September 23, 1983, which deals with the correlation of Tow-
load microhardness values with bulk values.
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CHAPTER 3
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ACTIVATION OF COMPONENTS OF A RUSION ALLOY
F. M. Mam {Westinghouse Hanford Company) and W. E. Kennedy, Jr. (Battelle
Pacific Northwest Laboratory)

1.0 Objective

The objective of this work is to determine the activation of the constituents
of potential fusion alloys so as to guide metallurgists in selecting low
activation materials.

2.0 Summary

/s the NRC has based its isotopic concentration limits for land disposal of
low-level radioactive wastes on present experience, limits for those isotopes
not covered by the NRC regulation (10 CFR 61), but which would be produced in
a fusion environment, were determined. These limits severely restrict the use
of A1 as a prime constituent of an alloy and further restrict M as a minor
constituent.

3.0 Program
Title: Irradiation Effects Analysis (AKJ)
Principal Investigator: D. G. Doran

Affiliation: Westinghouse Hanford Company

4.0 Relevant DAFS Program Plan Task/Subtask

N relevant task.

5.0 Accomplishments and Status

In past quarterly reports, results were presented of calculations of the act-
ivation of various elements at the STARFIRE first-wall position.'™™ In addi-
tion, the resulting isotopic concentrations were compared’ with the NRC
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regulation (10 CFR 61) to determine limits on the initial elemental composi-
tion of the first wall.

The NRC regulation, however, is based upon present experience, mainly LWRs
and medical facilities. Therefore, some radioactive daughters presently
considered unimportant under the regulation will almost surely be regulated
when fusion devices become more powerful.

A brief investigation of such isotopes was conducted. Since it was not our
intent to duplicate the complex exposure scenario analysis used by the NRC,
disposal limits for these radionuclides were developed using a ratioing tech-
nique based on 59N1‘. As a check of the adequacy of this technique, 50¢o and
63Ni disposal limits-were calculated and found to be in good agreement with

the detailed NRC analysis.

Using the calculated activation from References 1 and 2 and these additional
limits on burial, new potential limitations on initial compositions of first
wall materials can be estimated (see Table 1). Note that the data in this
table are for one specific exposure, 10 Mw-y/m‘2 (the results are generally
proportional to the exposure). The differences from the earlier results in
Reference 2 are lower limits for Fe, Mo, and Pb, and rnew limits for B, Al,
and 5. The limit found for Al would restrict its use as the prime constitu-
ent of a first wall exposed to significant fluences if near-surface burial
were desired. The limit on Mo already very low, is reduced by an order of
magnitude. The other new limits should not greatly restrict alloy designers.
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TABLE 1

ESTIMATED MAXIMUM FRACTIONAL WEIGHT CONCENTRATIONS
PER 10 MW-yr/m2 (10 GR 61) (All Tritium Expelled)

Element Class A Disposal Class C Disposal
B* 328 3182
C 62. 620.
N .00033( 330 ppm) .0033
0 31 3.1
Mg .0096 b
Al .0036° 0362
Ti 26. b
s 42 4.0
v 37 b
Cr .00064(640 ppm) b
Mh .0015 b
Fe 42 4.08
co 7.5(-7)€(.75 ppm) b
Ni 4. (-5)(40 ppm) .0091
cu 6.(-6)(6 ppm) .0012
Zr 1.2(-5)(12 ppm) 2.1
Nb 2.9(-7)(.29 ppm) 2.9(-6)¢(29 ppm)
Mo 4.9(~6)(.5 ppm)? 4.9(-5)(49 ppm)?
Ta .0025 b
W 2.3(-5)(23 ppm)
Pb .00312 .0312

3 imit set by BNAL study.

bL1'm1'1:ed by practical considerations, such as the effects of external radia-
tion and internal heat generation on transport, handling, and disposal.

SJ((Y) should be read as X x 10.Y.

Underlined elements may be affected by new regulations. No limits on Li, Be,
Si, P, Sn, and Hf.
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6.0 References

1. F. M Mann, "Activation of Components in a Fusion Alloy"”, Damage Analyses
and Fundamental Studies Quarterly Progress Report, October - December 1982,
DOE/ER-0046/12 (1983) p. 69

2. F. M. Mann, "Activation of Components in a Fusion Alloy"”, Damage Analyses
and Fundamental Studies Quarterly Progress Report, January - March, 1983,
DOE/ER-0046/13 (1983) p. 63

7.0 Future Work
Activation calculations for a TASKA first-wall position will be performed to

determine the effect of neutron spectrum on activation. Also, blanket
positions in TASKA and STARFIRE will be examined.
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EFFECT OF NEUTRON AND HHAM IRRADIATION ON FRACTURE MODES
T. Hanamura and W. A. Jesser (University of Virginia)

1.0 Objective

The objective of this work is to determine the crack opening modes during in-
situ HVEM tensile testing and how it is influenced by test temperature and
neutron and helium irradiation.

2.0 Summary

Neutron and helium irradiation were found to hinder Mode IT failure and in-
crease Mok | cracking instead. Over the temperature range studied (25-600°C)
irradiated specimens showed that Mok II intergranular failure was absent and
intergranular failure occurred mostly by a Make | crack opening. In unirradi-
ated specimens tested under the same tensile conditions as for the irradiated
specimens, Mok 11 crack opening at the grain boundaries was present.

3.0 Program

Title: Simulating the CTR Environment in the HVEM
Principal Investigators: W. A. Jesser and R. A Johnson
Affiliation: University of Virginia

4.0 Relevant DAFS Program Plan Task/Subtask

Task 11.C.13 Effects of Helium and Displacements on Crack Initiation and
Propagation
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5.0 Accomplishments and Status

5.1 Introduction

In a fusion reactor neutron and helium ions from the plasma that strike a
first wall are known to cause a number of serious material problems, one of
which 1is the embrittlement of the material due to a weakening of grain bound-
aries. The weakening of grain boundaries can cause intergranular fracture by
grain boundary sliding through Mode t1 crack propagation or by other opening
modes including a mixed mode. To understand this mechanism, in this investi-
gation crack opening mode 1s used as a crack propagation parareter®®)  like
other parameters which have been investigated(2-4). The intent of this paper
IS to understand the mechanism of crack initiation and propagation in neutron-
and helium-irradiated stainless steel, using in-situ HVEM tensile testing of
microspecimens under various conditions of irradiation-induced microstructure
and temperature, and to determine the effect of irradiation on crack opening
mode.

5.2 Experimental Details

In this Investigation either type 316 or type 304 stainless steel was investi-
gated. Type 316 stainless steel was helium ion-irradiated for in-situ tensile
testing in the HVEM. Type 304 stainless steel was neutron-irradiated and in-
situ tensile tested after the irradiation. The type 316 stainless steel spe-
cimens were vacuum annealed at 1000°C for one hour at a pressure less than

1 x 10~% Pa and then punched into microtensile specimens 12.5 mm long, 2.5 mm
wide and 40 um thick. After punching, the specimens were electropolished in a
9% acetic-10% perchloric acid solution at 18°C and at 20 mv in a Tenupol etec-
tropolishing apparatus. The helium irradiations were conducted at tempera-
tures estimated from ion beam heating to be less than 300°¢ (%56 by bombarding
the electropolished specimens with 30 kav helium ions to fluences up to

= 3 x 10'8 cm=2. In addition, some specimens were given a post-irradiation an-

neal in vacuum (107" Pa or better) to coarsen the radiation-induced microstruc-
tural features. The neutron-irradiated specimens were from a control rod
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thimble from the EBR-II reactor. These specimens were electropolished in the
same solution as above but in a Fischione Jet electropolishing apparatus. The
specimens investigated here were designated by OR\L as 3T-2b and 3T-5b. The
3T-2b specimen was neutron-irradiated at 428°C to a fluence of 1.0 x 1023 neu-
trons (> .1 MeV)/cm? and the 3T-5b specimen was neutron-irradiated at 371°C to
a fluence of 6.5 x 1022 neutrons (> .1 MeV)/cm?. Tensile testing in the HVEM
was carried out in a hydraulically operated load-elongation tensile stage which

(7)

still micrographs and video tape during the dynamic observation of crack pro-

I s capable of heating the specimen to about 600°C. Data were obtained from
pagation. From these sources the mode of crack opening was determined.

5.3 Experimental Results and Discussion

Crack opening displacement vectors were obtained by analysis of a sequence of
pictures during in-situ HVEM tensile testing from video tape and still pic-
tures of electron images on the HVEM screen. The crack opening displacement
vector, B is defined as the difference vector between two vectors: one ob-
tained from one micrograph by connecting a reference point on one crack flank
to a corresponding reference point on the opposite crack flank, and another
vector obtained from the same two points on the crack flank but measured from
a micrograph later in the sequence. The direction of B i's where it points to
the tip of the vector obtained in the latter micrograph of the pair. The ref-
erence points are chosen as any pair of easily distinguishable points located

within 10 um of the tip of each crack.

In order to describe the crack mode, it i s convenient to define additional
crack characteristics which are shown in Figure 1-A. In this figure, the
crack angle is ® and the crack tip angle is €. The crack propagation direc-
tion, IS, is defined as the bisector of the crack flank angle, @, and points
into the material. The crack directional angle a is included between E’ and
the tensile axis, and the angle between the tensile axis and 13 is denoted by 8.
The sum of @ and g iS denoted as ¢', i.e., 8' is the angle between D and P.
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FIGURE 1:

(A)_Schematic Drawing of a Crack Tip. The crack opening displacement
is D, the crack propagation direction is P, the angle between the
tensile axis and P is a, that between the tensile axis and D is 8,
o+ 8 =46"', the crack angle is @ , and the crack tip angle is e.
(B) Schematic Diagram of a Pure Mode | Crack Propagation. The angle
between D and P is 90°. (C) Schematic Drawing of Pure Mode II Crack
Propagation. The angle between D and P is 0".
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Each displacement vector, 5 was separated into a segment, [_) parallel to the
direction of crack propagation, and a perpendicular segment D,. Using the
angle &', it can be expressed as D, = D sin &' which corresponds to Mode |
crack opening and similarly D, = D cos &' which corresponds to Mode I1 crack
opening. Since D.? + D,,* = D2, the % Mode I character of a crack can be de-
fined as 100 * D.2/D%, which is 100 sin? &', and the % Mode II character as
100 - D,,2/D2, which is 100 - cos? e¢'. Figure 1-Band 1-C show these pure Mok
| and Mode II cases respectively. Any Mok III component is parallel to the
electron beam and is not revealed by the present technique.

Figure 2 shows the graph of % Mok | versus crack directional angle, a, for
the cases of an unirradiated type 316 stainless steel specimen tested at room
temperature, a neutron-irradiated type 304 stainless steel specimen (3T-5b 83)
tested at 400°C, and another neutron-irradiated specimen (3T-5b #1) tested at
room temperature. A transition area from predominantly Mok | crack propaga-
tion to Mode II crack propagation was determined to be around a = 30" for the
unirradiated specimen tested at room temperature. The neutron-irradiated spe-
cimen tested at room temperature showed the transition area at a higher angle
of « compared to the case of the unirradiated specimen tested at room temper-
ature. In the case of the neutron-irradiated specimen tested at 400°C, the
observed values of a were close to « = 90°, and all the cracks showed a charac-
ter of nearly 100%Mode |I. This temperature corresponds to channel fracture in
bulk specimens which have been neutron-irradiated. In the microtensile speci-
mens, the cracks appear sharp and propagate in straight directions mostly
across grains. As a reference curve for comparison with the data points, a
smooth curve is superimposed on the plot. This curve shows the idealized case
of D parallel to the tensile axis for all values of «, i.e., g = 0 for all «.
The displacement vector 5 may be thought of as locating the direction of the
local tensile axis so that D parallel to the tensile axis (i.e., 8 = 0) repre-
sents no deviation of the macroscopic tensile axis from the microscopic one.
One example of such a situation is a rigid displacement of one crack flank
from its opposite, mating crack flank and could be approximated by a completely
brittle crack propagation through weak material in which constraints and local
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HGURE 2:

100}

100

1V =
-9- -
o
a8 [
o L
— i
35
0 50
z -
0
° B

_ 30 60 90 120
@ s _Crack Direction. o (°) |

® Unirradiated 316 SS tested at R.T.

A Neutron-irradiated 304 SS (3T-5b, #3) tested at 400°C
(dose = 6.5 X 1022 neutrons - c¢cm~2 at 371°C)

B Neutron-irradiated 304 SS (37-5b, #1) tested at R.T.
(dose = 6.5 x 1022 neutrons - ¢cm~2 at 371°C)

Graph of Observed % Mooe | Opening of a Given Crack Plotted as a
Function of its Propagation Angle a. Sﬁecimens were type 304 stain-
less steel irradiated with neutrons. The smooth curve represents a
rigid displacement of the crack flanks in the direction parallel to
the tensile axis, i.e., g = 0.

plastic deformation which might lead to bending and effective rotations are

negligible.

The effect of helium irradiation on crack mode is shown in Figure 3, which is

a graph of % Mode | character versus crack directional angle, a, for four type
316 stainless steel specimens: an unirradiated one tested at room temperature,
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Unirradiated 316 $S tested at R.T

Post irradiation annealed 316 SS tested at R.T.
(flux = 1.4 x 10!% ions + cm™2sec~!; dose = 4.2 x 1017 ions « cm~2)
(annealed at 900°C for ~ 10 sec)

No post irradiation annealing, 316 SS tested at R.T.
flux = 3.3 x 10!* ions - cm™2sec1; dose = 1.0 x 10'7 ions - cm™2)
no annealing)

Post-irradiation annealed 316 SS, tested at 250°C

(flux = 3.0 x 10'* ions - em~2sec~!; dose = 1.0 X 1017 ions - cm=2)
(annealed at 300°C)

(mixed fracture mode)

Graph of Observed % Mok | Opening of a Given Crack Plotted as a
Function of its Propagation Angle a. Specimens were type 316 stain-
less steel irradiated with 80 kev helium ions. The smooth curve re-
presents a rigid displacement of the crack flanks in a direction
parallel to the tensile axis, i.e., g = 0.
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an annealed helium-irradiated one tested at room temperature (flux = 1.4 x 1013
ions cm™2 sec~!, dose = 4.2 x 10!7 ions c¢cm™2, followed by annealing at 900°C
for ~ 10 sec}, a helium-irradiated one tested at room temperature (flux =

3.3 x 101* ions em~2 sec~1, dose = 6.0 x 1017 jons cm~2, and no post-irradia-
tion annealing), and a helium-irradiated one tested at 250°C (flux = 3.0 x 10!*
ions cm™2 sec™!, dose = 1.0 x 1017 jons ecm™2, followed by annealing at 300°C
for 30 min). Mode II grain boundary sliding was observed only in the case of
the unirradiated specimen tested at room temperature and the annealed helium-
irradiated one tested at room temperature. From the six specimens tested in
this investigation, it is seen that when a is small, i.e. B is almost parallel
to the tensile axis, the crack opening is close to 100%Mode II. In this ex-
periment, all the observed 100%Mode II cracks were along grain boundaries,
which means all the 100%Mode II crack propagations correspond to grain bound-
ary sliding. When the observed grain boundary sliding occurred, all cases
showed that strong Mode | character cracks preceded the 100%Mode II cracks
and initiated the Mode II cracking by intersecting the grain boundaries at an
angle near 90° as schematically shown in Figure 1-C.

In the case of the neutron-irradiated specimens (3T-5b #3) tested at 400°C and
(3T-5b #1) tested at room temperature, and in the case of the annealed helium-
irradiated type 316 stainless steel specimen tested at 250°, the data points
were closer to the smooth curve than other cases. This is especially true for
the neutron-irradiated one (3T-5b #3) tested at 400°C, which also showed most
of the data points lying in a region of « close to 90". Accordingly, all the
points for this case correspond to the fracture which is close to 100% Mode |
fracture.

A further indication of brittleness is the flow localization at grain bound-
aries which manifests itself as intergranular failure. In this investigation,
two specimens exhibited a significant amount of intergranular failure, the
helium-irradiated one tested at 250°C and the neutron-irradiated one (3T-5b #3)
tested at 400°C. Both of these specimens failed largely by nearly pure Mode |
crack propagation and exhibited a significant amount of intergranular failure.
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The range of crack directions for the helium case was wider than that for the
neutron case, which showed a narrow range of values of « near 90°,

It is also important to note that a small amount of intergranular failure oc-
curs in the ductile, unirradiated specimen through the mechanism of grain
boundary sliding. This Mode 11 mechanism of intergranular failure is replaced
by a Mode 1 mechanism of intergranular failure when the specimen is subjected
to irradiation as seen in Figure 2 by comparing the case of the unirradiated
specimen tested at room temperature and the case of the neutron-irradiated spe-
cimens, especially the one tested at 400°C. It is possible, however, to con-
duct a post-irradiation anneal of the helium-irradiated specimen and thereby
restore the small amount of Mode I1 intergranular failure found in ductile un-
irradiated specimens as seen in Figure 3 by comparing the case of the unan-
nealed helium-irradiated one tested at room temperature and the case of the an-
nealed helium-irradiated one tested at room temperature. A further effect of
the post-irradiation annealing is to favor ductile crack propagation character-
istics which are typified by the crack propagation data for the unirradiated
specimen.

Displacement vector changes with distance to the crack tip. The displacement
vector was measurea as a function of distance to the crack tip and it was
found that as the measurement is made closer to the crack tip, the % Mode |
character of the crack opening increases gradually as shown in Figure 4. In
this figure, the lowest point in a series of points is = 10-15 ym from the
crack tip and the highest point in a given series is 1 um from the tip. This
result confirms that the choice of reference points for calculating D is not
critical .

5.4 Theoretical Development

In this investigation,grain boundary sliding was observed in the case of the
unirradiated type 316 stainless steel tested at room temperature and the post
helium 1rradiation annealed type 316 stainless steel tested at room tempera-
ture, and only when |a| <30°. TO understand the initiation and propagation
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HAGURE 4:
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Relationship Between % Mode | and Distance to Crack Tip. =: Direc-
tion to the Crack Tip. As the position to measure the displacement
vector gets closer to the crack tip, % Mode | is seen to increase.
The lowest point in a series is = 10-15 ym from the tip and the
highest point is 1 um from the tip.

mechanisms of grain boundary sliding, it is important to develop a criterion
which explains the condition to produce grain boundary sliding, and SO, in
this paper, a rew criterion is developed.

In this theory of a maximum stress criterion, it is assumed that grain bound-
ary sliding occurs when the boundary lies in an orientation near that corre-
sponding to a maximum local shear stress produced by the geometry of a crack
in the presence of a load. To obtain the shear stress distribution in front
of a crack tip, first consider the local stress in front of the crack tip,

which can be expressed in the notation in Figure 5 as

(8)
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FIGURE 6: Crack Inclined & Degrees to the Tensile Direction.

1
k2 = Cit':\’i

sin ¢ cos & (4)
where o = uniaxial tensile stress, & = inclined angle of the crack against the
tensile direction, 2a = length of the crack. So, the total shear stress at a

crack tip which is loaded in a mixed Mode I and II case can be expressed in

linear elasticity as the sum of 1Trg" and 11 re"? i.e.,
Tep" T ITre Y 11 re"
= of g%—[sin2 8§ sin 8" cos(6"/2)
+ sin § cos §(3 cos 8" - 1)cos(6"/2)] (5)

In this analysis, 6 is taken to be the angle between the existing crack direc-
tion and the tensile direction, and o is taken to be the angle with respect to
the tensile axis of the new crack propagation direction, i.e., the next crack
segment which is to undergo grain boundary sliding induced by the maximum shear
stress at the tip of the existing crack. Further, 8" is taken to be the angle
between the crack propagation direction of the original crack segment as shown
in Figure 7. The relationship among these parameters is:
ot 8" =38 (6)

Using equation (5), the variation of Tpgn 35 @ function of 8" can be calculated



FIGURE 5: Stress Components Near the Crack Tip in Cylindrical Coordinates.

Mode 1 component:

_ 2 : 1l 1
[T = (Zr)% k; sin 8" cos(6"/2) (1)
Mode II component:
ITpe" = ——g—%-k2(3 cos 8" - 1)cos(s"/2) (2)

(2r)

where = shear stress in r direction on ¢” plane due to pure Mode

I're" = ITg"r
I cracking, 1" = 11%"r

pure Mode Il cracking, k; = stress intensity factor for Mode I, and k, = stress

= shear stress in r direction on 8" plane due to

intensity factor for Mode II. The stress intensity factors for a combined

Mode I and Mode II character, k; and k,, are expressed as follows in Figure 5(9):

Ky = oa® sin? & (3)
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FIGURE 7: Schematic Drawing of Crack Propagation.

direction of
ist crack

for different values of 6. The plotted graph for ¢ = 10°, 20°, 30°, 40°,
and 50° is shown in Figure 8. Each curve is seen to have some relative maxima
which shift their positions as 6 changes its value. If the value of ¢" which
corresponds to the maximum point is taken to be e"may. there is a possibility
of the occurrences of shearing across a plane lying in the orientation of
8" nax * Hence, to see the relation between the maximum shear stress and the
angle of the crack propagation of the second crack against the tensile direc-
tion, the maximum value of 44 1S plotted against a in Figure 9. Ore can see
that as « changes, the value of v . at the maximum point shifts smoothly.
Also, it is seen that when « is close to 13°, 25%, 155°, and 167°, Tyg at its
maximum point has a maximum value. Fom this result, it is theoretically es-
timated that when a = 13°, 25°, 155°, and 167°, the probability of the occur-
rence of grain boundary sliding is highest.

This theoretical result agrees with the experimental data which showed when
|a| < 30" grain boundary sliding was observed.
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5.5 Conclusions

All grain boundary sliding observed here was caused by a nearly Mode | crack
reaching a grain boundary and initiating Mok 1! cracking at the grain bound-
ary, i.e., initiating grain boundary sliding. #ode II cracking was only ob-
served when the macroscopic tensile axis was nearly parallel to the grain
boundary and also to the crack opening displacement vector.

Mok 11 failure is hindered and Mode | cracking is formed by neutron and he-
lium irradiation. In the case of helium irradiation, Mok II cracking can be
restored by post irradiation annealing.

Over the temperature range studied (25-600°C), Mocke I intergranular failure
in irradiated specimens was absent and Mok | intergranular failure was pres-
ent in irradiated specimens.

In unirradiated specimens, the crack propagation mode was observed to undergo
a transition from Moce I1 to Mok | when the crack direction angle a exceeded
about 30°, and this result agrees with the theoretical result.
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7.0 Future Wok

Assessment of the amount of Mode III cracking will be made. The relation of
microtensile specimen data and bulk specimen data is being addressed.
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CHARACTERIZATION OF LOCALIZED PLASTIC FLOW BY [INDENTATION GEOMETRY ANALYSIS
M. Jayakumar and G. E. Lucas (Department of Chemical and Nuclear Engineer-
ing, University of California, Santa Barbara)

1.0 Objective

The purpose of this study was to investigate a means of characterizing
localized plastic flow in irradiated metals with indentation hardness.
Specifically, we have investigated techniques for characterizing the flow
distribution around impressions produced by static indentation tests and to
determine a relationship, if any, between this flow distribution and the
degree of homogeneity in the plasticity of the test material.

2.0 Summary

Seven alloys, heat treatable to a range of strengths and ductilities, have
been investigated. Specimens were fabricated and pulled in uniaxial tension
as well as subjected to indentation hardness. Both tensile and hardness
specimen surfaces were replicated and examined by transmission electron
microscopy. In addition, hardness indentations were examined by multiple
beam and differential interference techniques. It was observed that speci-
mens exhibiting very coarse slip produced quite asymmetric pile-ups around
the indentations, whereas specimens exhibiting fine slip produced indenta-
tions which were symmetric in their pile-up.

3.0 Program

Title: Damage Analysis and Fundamental Studies for Fusion Reactor Materials
Development

Principal Investigators: G.R. Odette and G.E. Lucas

Affiliation: University of California, Santa Barbara
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4.0 Relevant OAFS Program Plan Task/Subtask

Subtask B Fundamental Mechanical Properties

5.0 Accomplishments and Status

5.1 Introduction

For a variety of reasons, including volume limitations in high energy
neutron sources, techniques are required for extracting mechanical proper-

ties from small volume specimens. To this end, a number of techniques have
been under investigation at UCSB.{1-5)

One plastic flow phenomenon for which there is interest in characterizing in
irradiated metals is the onset of inhomogeneous or localized plastic flow.
This is generally attributed to dislocation channeling subsequent to or
concurrent with an irradiation defect clearing or sweeping in widely spaced
narrow channels coincident with slip planes.

A technique for characterizing localized plastic flow was identified as
having potential by Lucas and Haggag.(B) In their investigation of the
geometry of the pile-up around indentations in mild steel, they noted that
the indentation lip exhibited peaks and valleys, i.e., it was "crown-like"
in appearance. This had also been previously observed by Underwood,(ﬁ) who
postulated that it was related to Liiders band formation in steels. Since
Liders deformation is one type of localized plastic flow, it was felt that
localized or inhomogeneous plastic flow in general might lead to such a
phenomenon; hence, indentation geometry analysis might be useful for moni-
toring and characterizing the onset of dislocation channeling in irradiated
metals.

Consequently, a study was undertaken to investigate several techniques for
indentation pile-up analysis and to determine a relationship, if any, be-
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tween the pile-up geometry and the degree of homogeneity in the plastic flow
of the test material.

5.2 Materials

Technique and correlation development was carried out on the SiX heat-treat-
able alloys listed in Table 1. These alloys were selected because of the
range of strengths and ductilities to which they could be heat-treated and
because of the low ductilities which could be achieved -- thereby simula-
ting, to a certain extent, radiation effects. In addition, the alloys taken
together exhibit a range of homogeneities in their plasticity. Final heat
treatments and conditions are also given in Table 1.

Following development, techniques have been (and are being) tried on ad-
ditional material. Reported here are results on nearly pure aluminum (1100
Al) in both the hot-rolled and the quenched and aged condition. This latter
conditon was achieved by annealing specimens at 6000C for 1/2 h, quenching
in liquid nitrogen and aging at room temperature for 15 h. This produces
hardening by vacancy dislocation loop formationf7) thereby simulating
radiation-induced dislocation channeling during plastic deformation.

5.3 Experimental Procedure

Tensile specimens -- 3.2 mm in diameter, 50.8 mm long and with a 25.4 mm
gage length -- were fabricated from the various conditions of the first Six
alloys given in Table 1. Three specimens of each material were pulled i{n
uniaxial tension at room temperature; and stress-strain curves, strength,
and ductility data were obtained. Selected tensile specimen gage section
surfaces were electropolished and then replicated before and after tensile
testing. Replicas were examined on a JEM-200 CX to determine the nature of
deformation in uniaxial tension.

Following tensile testing, the specimen end tabs were sectioned off, mounted
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TABLE 1

Description of Test Alloys

ALLOY HEAT TREATMENT
Soft Intermediate Hard
Cu-2 Be Anneal at As received Anneal at
800°C, 1/2 h; 800°C, 1/2 h;
water quench age 1 h at
330°C
7075 Al Anneal at Anneal at Anneal at
470°C, 2 h; 470°C, 2 h; 470°C, 2 h;
water quench water quench; water quench;
age 1 day age 1 day
at Rm. Temp. at 120°C
4340 Steel Anneal at Anneal at
845°C, 1 h; 845°C, 1 h;
oil quench; oil quench;
age 1 h at age 1 h at
5400C 260°C
A6 Steel Anneal at Anneal at Anneal at
730°C, 1/2 h; 870°C, 1 h; 870°C, 1 h;
furnace cool water quench; water quench;
to 630°C and age 1 h at age 1 h at
water quench 595°C 1200c¢
17-4 PH Anneal at Anneal at Anneal at
1040°C, 1 h; 1040°C, 1 h; 1040°C, 1 h;
water quench; water quench, water quench;
age 6 h at age 2 h at age 1 h at
6500C 540°C 480°C
Ti-Cr-Al Anneal at Anneal at
785°C, 20 min; 785°C, 20 min:
air cool water quench;
age 72 h at
480°C; water
quench
1100 Al As-received Anneal at
600°C, 1/2 h;
liquid nitro-
gen quench;
Age at rm.
temp., 15 h.
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in Bakelite, polished and subjected to 120¢ cone indentations. Loads were
adjusted to provide indentations with diameters of ~ 0.11 to 0.15mm, a size
convenient for subsequent investigation by optical microscopy. Selected
indentations were replicated, and the replicas examined by transmission
electron microscopy. All indentations were examined by both multiple beam
interferometry and differential interferometry. Multiple beam interfero-
metry was conducted on a Unitron Series N Metallograph using a xenon source
and cadmium filter to produce monochromatic light with a 644 nm wavelength.
Differential interfeometry was conducted on a Leitz Labarlux microscope
using a tungsten source and a polarizer. Micrographs of indentations and
replicas were then used in conjunction with tensile data to determine a
relationship between flow distribution and indentation geometry.

54 Results and Discussion

Results of the tensile tests are summarized in Table 2. As can be seen,
materials exhibited total ductilities ranging from ~ 4 to 406 and yield
stresses ranging from 143 to 1800 tPa. In addition it should be noted that
the Cu-2Be, 7075 Al and Ti-Cr-A1 all showed evidence of localized plastic
flow phenomena in the tensile tests. The Cu-232 and 7075 A1 exhibited ser-
rated yielding, characteristic of dynamic strain aging, and the Ti-Cr-Al
alloy in the soft condition showed nearly elastic-perfectly plastic be-
havior.

Analysis of indentation geometries and surface replicas revealed the follow-
ing. For materials which exhibited fine slip in uniaxial tensile deforma-
tion (i.2., the a8, 17-4 PH and 4340 steel specimens), fine slip was also
exhibited in the indentation pile-up; and the pile-up itself showed a high
degree of uniformity with little or no crowning (i.e., exhibition of a
crown-like lip). A representative example is shown in Fig. 1. The differ-
ential interference micrograph shows that slip is relatively fine, and the
multiple beam interferograph shows that the pile-up is quite uniform; i.e.,

the fringes are concentric with no nested circles, (which are indicative of
crowning) at the lip of the indentation.
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TABLE 2
Summary of Uniaxial Tensile Test Results

Yield Ultimate Uniform Total Reduction Strain
Stress Tensile Elongation Ductility in area Hardening

Alloy (MPa) (MPa) (%) (%) (%) Exponent
Cu-2 Be

Hard 1014 1225 6.2 1.2 11.8 0.117

Medium 613 744 4.9 17.7 65.2 0.126

Soft 212 491 36.1 37.5 71.4 0.242
7075 Al

Hard 515 580 9.7 17.4 31.2 0.066

Medium 258 459 17.4 20.6 34.3 0.017

Soft 143 356 16.3 20.7 40.0 0.244
4340 Steel

Hard 1544 1898 3.7 12.7 49.8 0.138

Soft 697 834 9.2 20.4 66.1 0.068
A6 Steel

Hard 1800 2331 4.4 4.4 6.9 0.133

Medium 1320 1471 4.8 7.9 22.7 - -

Soft 477 837 10.0 12.8 23.6 0.198
17-4 PH

Hard 1245 1411 4.1 15.1 56.3 0.102

Medium 1060 1163 4.4 16.4 61.4 0.113

Soft 706 971 4.3 17.7 63.8 0.187
Ti-Cr-A1

Hard 1309 1421 572 6.1 11.1 0.054

Soft 990 990 14.4 23.6 57.9 0.020

On the other hand, materials which exhibited localized flow in their tensile
behavior exhibited coarse slip steps on the gage surface. An example for
Cu-2 Be is shown in Fig. 2. In addition, coarse slip was also evident in
the pile-up around the indentations in these alloys, and the pile-ups ex-
hibited a pronounced crown-like appearance. An example for Cu-2 Be is shown
in Fig. 3. The differential interference micrograph demonstrates the
coarseness of slip around the indentation, and the multiple beam interfero-
graph shows large groups of nested fringes around the indentation lip.
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FIGURE 2. Transmission Electron Micrograph of a Surface Replica of the Soft
Cu-2 Be Tensile Specimen at 8.1% Strain. Lines Correspond to
Slip Steps.

In all the alloys Investigated, this correspondence between coarse slip and
crowning around the 1indentation lip was observed. Moreover, for a given
alloy, the slip was observed to either be coarse for all heat treatments or
fine; that is, thewre was no transition from fine slip to coarse slip as the
alloy became harder as one might expect, for instance, in an irradiated
metal.

Consequently, we attempted to simulate an irradiation response in 1100
aluminum by quenching and aging as described previously in Section 5.2.
Both the hot-rolled and quenched/aged sample were investigated by inter-
ference microscopy of indentation geometries. Results of the interferometry
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analysis are shown in Fig. 4. The hot-rolled sample exhibited fine-to-
intermediate slip, and as can be seen In Fig. 4, the pile up is largely
devoid of crowning (the lip is somewhat obscured by deformation that took
place when the reference plane of the interference objective contacted the
surface). The quenched and aged sample showed coarse slip, and as can be
seen in Fig. 4, pronounced crowning was exhibited in multiple beam inter-
ferography. Thus, the technique appears promising for application to
irradiated materials.

6.0 References

1. Lucas, G.E., et al., DOE/ET-0065/5 (1979) 199.

2. Lucas, G.E., et al., DOE/ER-0046/4 (1981) 46.
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5. Lucas, G.E., Sheckherd, J.W., Odette, G.R., DOE/ER-0046/11 (1982)
43.

6. Underwood, J.H., "Residual Stress Measurement Using Surface

Displacements Around an Indentation, !Proc. Soc. Exp. Stress
Analysis, 30, 2 (1973) L

7. I. Crivelli-Visconti and 1.G. Greenfield, J. Appl. Phys., 39, 6
(1969) 2845.

7.0 Future Work

Work is underway to quantify the results described above. In addition other
materials, particularly copper, are being investigated in quench and age
experiments similar to the one conducted on aluminum as described above.
Following favorable evaluation, the technique may be applied to other alloy
systems and to actual irradiated samples.
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FUNDAMENTAL HON AND FRACTURE ANALYSIS CF PRIME CANDIDATE ALLOY (PCA) FOR
PATH A (AUSTENITICS)

G.E. Lucas, P. Brashear (Department of Chemical and Nuclear Engineering,
University of California, Santa Barbara)

P.J. Maziasz (Metals and Ceramics Division, Oak Ridge National Laboratory)

1.0 Objective

The purpose of this aspect of the program is to use a set of well-character-
ized alloys under investigation in the Alloy Development for Irradiation
Performance (ADIP) program to develop an understanding of the relationship
between microstructure and fundamental flow and fracture behavior. Such an
understanding is vital to the development of correlation methodologies for
use in the fusion materials program. Moreover, the mechanical properties
data obtained in such an analysis will be of immediate interest to the ADIP
program.

2 Summary
Work has proceeded in two different areas. In the first, shear punch tests

were performed on several microstructures of PCA and values of room temper-
ature yield stess, ultimate tens'ile strength, and reduction in area were pre-
dicted. This was done as a blind test, with actual experimental values of
the corresponding parameters determined separately at ORNL Quite good
agreement was obtained between predicted and actual values of the strength
parameters. In the second area, techniques have been developed to test
miniaturized tensile spetimens under creep and creep rupture conditions; a
creep test program has been initiated on the A3 and B2 microstructures of
PCA, and preliminary results, compared to MFE 316 stainless steel, are
reported here.
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3.0 Program

Title: Damage Analysis and Fundamental Studies for Fusion
Reactor Materials Development

Principal Investigator: G. R. Odette and G. E. Lucas

Affiliation: University of California, Santa Barbara
(This work was performed in collaboration with P. J. Maziasz,
Alloy Development for Irradiation Performance (ADIP) Program
for Magnetic fusion Energy, Metals and Ceramics Division,
Oak Ridge National Laboratory.)

4.0 Relevant DAFS Program Plan Task/Subtask

Subtask B Fundamental Mechanical Properties
Subtask C Correlation Methodology

5.0 Accomplishments and Status

5.1 Introduction

As described previously," ) this program was initiated for several reasons.
A number of microstructures of PCA have been fabricated and well

characterized for purposes of studying the void swelling response of this
system; hence, a materials bank exists which is ideally suited for

fundamental flow and fracture investigations. Moreover, a need exists to
evaluate the mechanical properties of this alloy system to complement the
swelling resistance data which are currently being collected.

Initial microhardness studies®™® ) showed that PCA precipitate-hardened with
aging time at 750%C, whereas cold-worked, solution strengthened austenic
stainless steels softened under the same conditions. This provided some
demonstration that PCA in the precipitate hardened condition might exhibit a
better elevated temperature strength than solution strengthened and/or cold-
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work strengthened austenitic stainless steels. As a subsequent effort, shear
punch tests were performed on PCA to corroborate the microhardness findings.
(This was also done, to some extent, to test the shear punch approach, as
part of the effort to develop small specimen test techniques.(z)) I n addi-
tion creep and creep rupture investigations were initiated on several micro-
structures of PCA and on MFE 316 stainless steel in the 20% cold worked
condition as a reference. The results of these efforts are reported below.

5.2 Shear Punch Tests

Shear punch tests were conducted on PCA microstructures Al, A2, A3, B2, C,
and D at room temperature using both 3 mm and 1 mm punches. From the re-
sulting load-displacement curves, the yield stress, ultimate tensile strength
(UTS) and reduction in area were determined by procedures discussed else-
Where.(?’) At this time, because of the limited data upon which these
correlations are based, the uncertainty in strength predictions is * 150 MPa;
and the uncertainty in reduction in area (RA) predictions is * 20% of the RA
value. For comparison, shear punch tests were also conducted on the MI, M3,
and M4 microstructures of MFE 316 stainless steel and the 01, 03, and 04
microstructures of the DO heat of 316 stainless steel.* These data were
obtained without prior knowledge of the actual room temperature tensile data
of the corresponding alloys. Hence, the experiment was performed as a blind
test.

Following these tests, data were compared to tensile data obtained on alloys
01, 03,(4) Al, A3, 82(5) and MS.(G) Results of the comparison are shown in
Table 1 and Fig. 1. Several points are worth noting. First, given the

uncertainty in the shear punch-UT5 prediction and the uncertainty in the
empirical correlation between diamond pyramid hardness and UTS,U) there is

*The numbers in the designations M1-M4 and 01-04 have the following meanings:

1 = solution annealed
3 = 20% cold worked
4 = 20% cold worked plus aged 2 h @ 750°C
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FIGURE 1. Comparison of Values of Yield Stress and Ultimate Tensile Strength
Measured in Uniaxial Tension Tests with Values Predicted from Both
Shear Punch and Diamond Pyramid Hardness Tests.

reasonable agreement among both predicted values and the actual measured
values of UTS. Secondly, with the exception of one material (03), there is
reasonable agreement between the predicted and measured values of yield
stress. Finally, the values of UIS predicted from shear data are in better
agreement than the values of yield stress; this is a reflection of the better
experimental accuracy in determining maximum loads in the shear-punch locad-

(3)

displacement curves than in determing yield loads.
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It should also be noted that the material exhibiting the highest room temper-
ature yield stress (813 #ra), and the highest room temperature UTS (B48MPa)
IS 03. The microstructure/alloy exhibiting the lowest room temperature yield
stress (220 MPa) and the lowest ultimate tensile strength (B2 MPa) is Al.

Finally, the predicted values of reduction in area are iIn rather poor agree-
ment with measured values. This may in part be due to difference in tensile
specimen geometries (i.e., the ones used to generate the punch correlation
versus the ones used to obtain the data in Table ). This is currently under
Investigation.

5.3 Creep and Creep Rupture Tests

Creep and creep rupture properties of alloys selected from those mentioned
above are being conducted on sheet tensile specimens with the nominal
geometry given in Fig. 2. These specimens are relatively small. This
geometry was selected to maximize the number of specimens which could be
tested from the available experimental alloy stock.

Prior to initiating tests on PCA microstructures and reference materials, an
initial developmental effort was undertaken to devise a means of testing
these small specimens to obtain both creep and creep rupture data, and to
validate these data against larger specimens. ATS 2430 creep frames were
modified to provide both lever arm and direct dead weight loading. Special
wedge grips were fabricated to permit aligned gripping of the small specimens
and to provide standard mechanical/electrical extensometers (ATS 412 type) to
be attached for displacement measurement. The grip geometry is shown in Fig.
3. Because of the specimen size, it was decided to avoid attaching an exten-
someter directly to the specimen gage section. However, to minimize
extraneous displacment measurements, the points of attachment were kept as
close to the specimen gage section as possible. As shown In Fig. 3, the
extensometer attaches to the rib just behind the specimen end tab.
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FIGURE 3. Small Creep Specimen Grips.
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To validate the small specimen test technique, both small specimens {i.e.,
Fig. 2) and large (i.e., a gage section 5.08 on long x .64cm x .084 cm)
specimens -- to which the extensometer could be directly attached -- were cut
from AISI 302 stainless steel. Both types of specimens were tested in uni-
axial tension over a temperature range of 755-1030°K and a stress range of
124-558 MPa. Results are shown in Figs. 4 and 5.

Figure 4 illustrates the variation of the Larson-Miller parameter (LMP) with
applied stress o for both large and small specimens, here

LMP = T(®K)(Tog tr(h) + 20) m
where tr‘ is the rupture time and T is the test temperature.

As can be seen, the data obtained from both large and small specimens fall on
the same master curve, indicating the validity of the small specimen tech-
nique for obtaining creep rupture data. Note the two separate regimes of o
vs. LMP. These both correspond to regimes of transgranular fracture as can
be verified by the corresponding factographs shown in Fig. 4. Preliminary
analyses indicate that the behavior at high stresses probably corresponds to
a dislocation glide controlled regime, and the behavior at low stresses to a
dislocation climb-glide regime.

Figure 5 illustrates the variation of the rupture time with the minimum creep
rate, 1i.e., the Monkman-Grant reIationship,(s) for both large and small

specimens. Again both data sets fall on the same master curve, indicating
the validity of the small specimen test technique for measuring both creep
strain and creep rates.

Once the techniques had been developed and verified, tests were begun on PCA
microstructures A3 and B2 and on M3 as a reference material (i.e,, MFE 316
stainless steel, 20% cold-worked). To date, tests have only been conducted
at 650°C in the stress range 262-379 MPa. Comparisons of the data for the
three alloys/microstructures are shown in Figs. 6 and 7.
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Figure 6 illustrates the variation of rupture time with applied stress. For
these conditions, all failures were transgranular with the exception of the
test at 262 MPa for A3. This failure was intergranular (as verified by
fractography) and corresponds to a slope change in o vs. tr" In the trans~
granular failure regime, for a given rupture time, the applied stress is

greatest for A3 and smallest for 82. This is consistent with the elevated
temperature yield stress data for these alloys/microstructures. (5)

Figure 7 illustrates the variation of the minimum creep rate with rupture
time for the three materials. For a given rupture time, the creep rate is
somewhat higher for M3. The creep rates for 82 and A3 are nearly identical.

Itis important to note that at these test temperatures and times, the micro-
structures of these materials are not constant. For instance, time-temper-
ature-precipitation (TTP) curves for PCA show that the percent formation of

MC achieved by aging at 750°C for 2 h {i.e., the matrix precipitation step in
(9

in the tests to date. For instance, Fig. 8 shows both bright field and dark

microstructure B2) is also achieved at 650%C in~ 42 h. This is born out
field TEM micrographs of alloy A3 after exposure to 6509C for 217 h (i.e.,
the TEM disc was cut from the gage section of the corresponding creep rupture
specimen after the test). The decoration with MC of the dislocations(i§

1
2.

quite similar to but slightly coarser than that for microstructure B
(Note that both the matrix and grain boundary MC distirbutions are similar

9y,

to, but again slightly coarser than, microstructure C Consequently, it
is not entirely surprising that the creep results are similar for A3 and 82
at long test times. However, since the 82 has significantly coarser MC at
the grain boundary (see ref. 1) than the tested A3, the response to inter-
granular failure may be considerably different. This will be investigated in
future tests. Similarly, TEM investigations of the other microstructures and
test conditions are ongoing. However, there is insufficient data at this

point in time to draw any conclusions.
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7.0 Future Work

Work will continue on obtaining creep and creep rupture data on materials M3,
A3, and 82, particularly at lower temperatures. Additional microstructures

may be investigated. Furthermore, microstructural analysis of specimens will
continue. Microstructures of the as-fabricated material will be compared to

material exposed to time at temperature (specimen end tabs) and creep defor-
mation (gage length). Work will begin on microstructure-property relation-
ship and deformation/fracture mapping.
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CHAPTER 5

CORRELATION METHODOLOGY
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SUPPRESSION CF VOID NUCLEATION BY INJECTED INTERSTITIALS FOR MEDIUM ENERGY
IONS
DL Plumton, HM. Attaya and WG Wolfer (University of Wisconsin)

1.0 Objective

Injected interstitials were recently shown to suppress void nucleation in 14
M/ ion bombardment. For 5 MV ion bombardment, which is employed by many
laboratories, the spread of the injected interstitials represents a larger
fraction of the entire range. The effect of this increased overlap of the two
profiles, displacement damage and injected interstitial, on the suppression of
void nucleation is investigated.

20 Summary

The effect of injected interstitials on void nucleation depends on the precise
distribution of both the displacement damage and the deposited ions. The
lower the ion energy, the larger the overlap of these two distributions.
These distributions have been obtained for 5 MV Ni ion bombardment of nickel
using two different computer codes. The BRICE and HERAD codes were used to
evaluate the depth distribution of the void nucleation rate. Significant dif-
ferences were found for the degree and range of void nucleation suppression.

3.0 Programs

Title: Effects of Radiation and High Heat Flux on the Performance of First
Wall Components

Principal Investigator: WG Wolfer

Affiliation: University of Wisconsin-Madison

Title: Radiation Damage Studies

Principal Investigator: GL Kulcinski and RA. Dodd

Affiliation: University of Wisconsin-Madison
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4.0 Relevant DAFS Program Task/Subtask

I1.8.2.3
Subtask C. Correlation Methodology

5.0 Accomplishment and Status

5.1 Introduction

In a recent investigation, Plumton and Wolfer(l) have shown that the injected
self-ions in ion-bombardment studies can suppress void nucleation in the peak
damage region. This suppression was particularly pronounced at low tempera-
tures when recombination becomes the dominant point defect loss mechanism.
Since the predominance of recombination also depends on the displacement rate,
which in turn is a function of depth, the depth distribution of the void
nucleation rate exhibits a complicated profile. The void nucleation profile
is determined by the mutual overlap of the two depth distribution profiles,
the displacement rate profile and the ion deposition rate profile. For
example, it was found that voids nucleate in two separate bands, one found in
front and one behind the peak damage region. Although a large fraction of the
self-ions come to rest behind the peak damage region, void nucleation is still
possible inspite of the high concentration of excess interstitials because the
displacement rate is low. The low displacement rate gives a low point defect
supersaturation so that point defect loss occurs mainly at sinks and recombi-
nation is insignificant as a loss mechanism; therefore the injected intersti-
tials have little effect on void nucleation.

The previous investigation wes specifically carried out for 14 MY N ion
bombardment of nickel and utilized the BRICE code to determine profiles for
the displacement damage and ion deposition. Because of the large ion range,
the region of mutual overlap of these profiles is relatively small and not
very sensitive to the precise determination of these profiles. However, for
lower energy bombardment the overlap region becomes an increasing fraction of
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the total ion range. Consequently, any inaccuracies in the damage and ion
deposition profiles for low energy ions will likely have a larger effect on
the accuracy of the nucleation profile. For example, it is assumed in the
BRICE code that the ion deposition profile is Gaussian. While this is proba-
bly a reasonable assumption for high energies, it is expected to be less reli-
able at lower ion energies.

The calculations were carried out for 5 MV Ni ion bombardment of nickel using
the results of both the BRICE(z) and the HERAD(3) code. The latter code
solves the ion transport problem without resorting to any compromising assump-
tions by the implementation of a Monte Carlo simulation. With a sufficiently
large number of case histories, accurate damage and ion deposition profiles
can be obtained.

5.2 Displacement Damage and lon Deposition Profiles

The displacement damage profiles calculated with the BRICE and HERAD codes are
illustrated in Figs. 1 and 2, respectively, where the minimum disptacement
energy is taken as 40 eV¥. The damage peak for the BRICE case is at ~ 0.85
while for the HERAD case the peak is at ~ 1.05 u. This shift of the HERAD
peak, relative to the BRICE peak, towards the end of range is reflected in the

ion deposition profiles. The BRICE peak deposition is at ~ 1 u while the
HERAD peak deposition is at~ 1.2 p.

The displacement rate and the excess interstitial fraction are plotted as a
function of depth for both codes in Fig. 3. The excess interstitial fraction
in both 5 MeV cases rises to about three times the magnitude of that in the 14

Mev case. Therefore the excess interstitials should be more important for 5
M irradiations than the 14 MV irradiations.

53 Void Nucleation Profiles

For the evaluation of the void nucleation rates as a function of depth in

nickel the same materials parameters were used as in the previous study.(l)
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2 i s assumed and

Specifically, a dislocation density (sink strength) of 5E13 m~
the cascade survival fraction is taken as 0.25. Although the same vacancy
formation and migration energies were used, 1.7 e¥ and 1.2 eV respectively,
the self-diffusion pre-exponential factor is slightly different at 1.34E-6
m2/sec. The old value was an experimentally determined value that was good
for a particular vacancy migration energy only. To make the self-atom dif-
fusivity internally consistent, a change in the vacancy migration energy must
not only effect the exponential but also the pre-exponential. The formalism
used is that developed by Seeger and Mehrer(“ where the pre-exponential is
treated as a function of the vacancy migration energy. The change in the pre-
exponential i s most important at high temperatures (600°C) where pr‘evious]y(“

the calculated void nucleation rate dropped precipitously.

The depth and temperature dependence of the void nucleation rates for 5 MV Ni
on nickel is shown in Fig. 4 for the BRICE code, and in Fig. 5 for the HERAD
code. The dashed lines in both figures represent the void nucleation rates
with the injected interstitials neglected. The suppression of void nucleation
is seen to be very significant except for the high temperature, 600°C, cases.
In addition, large discrepancies in the void suppression between the BRICE and
HERAD code are observed. Whereas the damage and ion deposition profiles from
the BRICE code result in little suppression at 500°C, the profiles obtained
with the HERAD code give a large suppression at 500°C. Even at 600°C the
HERAD results give a significant reduction of void nucleation at the peak
damage location.

The shift in the peak of swelling due to excess interstitial suppression can
be larger for the HERAD code than for the BRICE code depending on the tempera-
ture.

The BRICE code results give a peak nucleation shift of =04 u at 300°C (0.9 w
to 05 u) while at 500°C the shift is ~ 02 p (0.9 u to 0.7 u). The HERAD
code results give a peak nucleation shift of = 1 u at 300°C (1.1 ¢ to 0.1 w)
while at 500°C the shiftis =03 u (1.1 uto 0.8 u).
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54 Discussion

The void nucleation differences, obtained between the BRICE code and the HERAD
code, occur because of the difference in the shape of the displacement rate

and ion deposition profiles between the two codes. The BRICE code gives a
Gaussian shape while the HERAD code gives a non-Gaussian shape exhibiting a
more pronounced tail towards the surface. Because of the more detailed physi-
cal modeling of the collision process in HERAD and the absence of any compro-
mising assumptions regarding the solution of the transport equation, the re-
sults of the HERAD code are expected to be more reliable.

The larger effect of the excess interstitials at (or near) the peak damage
region in the HERAD case occurs because the ion-deposition profile does not
exhibit as large a straggling at the end of range as the BRICE case. The
larger shift in the peak nucleation as a function of temperature in the HERAD
case occurs because of more straggling towards the surface than in the BRICE
case. The long tail towards the surface gives a low excess interstitial
fraction which is only significant at low temperatures when recombination
dominates the point defect loss.

Regardless of which code is used, the effects of excess interstitials at this
mediun energy, 5 MeV, are more pronounced than in the 14 M&/ results because
the excess interstitials cover a larger fraction of the total range. When a
more accurate displacement damage code such as HERAD is used the effect of
injected interstitials is larger in the low and middle temperature range than
might be expected strictly from analysis with the BRICE code.
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7.0 Future Work

Further evaluations will be performed on low-energy ion bombardment in the

range from 10 keV to 1 MeV.
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MICROSEGREGATION INDUCED IN Fe-35.5Ni-7.5Cr BY IRRADIATION IN EBR-I1
H. R. Brager and F. A Garner (Hanford Engineering Development Laboratory)

1.0 Objective

The object of this effort is to identify the microstructural and microchemi-
cal origins of the compositional dependence of radiation-induced swelling,

creep and changes in mechanical properties in Fe-Ni-Cr alloys.

2.0 Summary

The examination was continued of composition oscillations in an annealed
Fe-35.5Ni-7.5Cr alloy which is resistant to void formation. Energy dis-
persive x-ray measurements were made of the matrix composition along
straight lines at smaller intervals (50 vs 200 nm} than previously reported.
These data better delineate the oscillations in composition measured in this
single phase material irradiated in the EBR-II at 593°C to ~40 dpa and
verify previous EDX results. The matrix composition of unirradiated speci-

mens were also examined by EDX and showed only minimal spatial variations.

The compositional variations of the irradiated material do not correlate
with any currently existing microstructural feature and may arise from
irradiation-assisted long-range ordering processes. The compositional

oscillations occur on a scale of ~200 nm.

3.0 Program

Title: Irradiation Effects Analysis (AKJ)
Principal Investigator: D. G Doran
Affiliation: Hanford Engineering Development Laboratory

40 Relevant DAFS Program Plan Task/Subtask

Subtask II.C.I. Effects of Material Parameters 0n Microstructure
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50 Accomplishments and Status

5.1 Introduction

In several recent reports it has been shown that the swelling of relatively
pure and annealed Fe-Ni-Cr alloys is sensitive to their chromium and nickel
Ievels,(]'3) with the greatest resistance to swelling at ~35 wt% nickel

and low chromium levels (<10 wt%), It was also shown that the matrix of
the E37 alloy {Fe-35,581-7,5Cr) actually densified during irradiation at
593°C, with the density increasing 0.9% at 7.6 X 1022 n/cm2 (E > 0.1 MeV).

Since the E37 alloy is known to be near a composition at which the density of
the alloy 1s a minimum, it was proposed that segregation of the alloy into
regions that were enriched in nickel at the expense of other regions would
lead to a net densification of the aIon.(4) Examination of this alloy by
microscopy and EDX microanalysis did not reveal the presence of any precipi-
tate phases, however. Additional EDX examination(4) showed that there were
substantial reproducible variations in composition along any linear traverse
across the specimen. Not only did the local nickel content vary substan-
tially (25-53%) but those areas enriched in nickel were depleted in chromium
and 1ron, with the reverse being true in regions of low nickel content.(4)

The conclusions reached in the previous report(d) are subject to several
reservations. First the variation in matrix composition was measured along
lines with spacings equal to ~200 nm. The possibility of the observed
perturbations occurring over shorter intervals needed to be investigated.
Second, 1t is assumed that the compositional variation, which appears to be
irradiation-induced and spinodal in nature, extends in all three dimensions.
Only a limited number of sets (four) of reproducible compositional traces
were originally obtained and these were limited by the small concentration
of i1dentifiable features. It is possible that the variations observed were
distorted by the averaging effect of the beam over the foil thickness.
Third, the compositional variation in unirradiated material was not studied.
These deficiencies were addressed in the current study.
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5.2 Results

A problem in analyzing this irradiated alloy was the relative absence of
identifiable microstructural features from which one could start measuring
alloy compositions. This lack of features was also true in the unirradiated

material .

5.2.1 Unirradiated Specimen

An unirradiated specimen of alloy E37 was examined in order to determine the
magnitude of the variations of the solute concentrations in the as-processed
material. The identification marker used in this example was a small chro-
mium rich inclusion, Figures 1 and 2. The compositional variations of the
matrix are rather minimal, with the nickel content varying only from 34.2 to
36.6% along a traverse of ~600 nm. In those measurements the electron

beam diameter of the JEOLCO 100 CX STEM was approximately the same nominal
size (~30 nm) used for the irradiated specimens. The foil thickness

examined was ~50 nm.

5.2.2 Irradiated Specimen

The compositional variations observed in alloy E37 after irradiation are much
larger. Using a dislocation as a marker (Figure 3), variations in nickel
content ranged from 32 to 42%. 1In all cases the chromium and iron concen-
tration behaved opposite to that of nickel as observed previously. Note that
the characteristic distance over which the compositional oscillation occurs
isstill onthe order of 2200 nm. Similar behavior was observed in some
respects in thin-foil traverses using other markers such as precipitates
(Figure 4), voids (Figure 5) and grain boundaries (Figure 6). Note that the
largest variations often occur with the microstructural features known to

segregate nickel, such as voids and grain boundaries. (5-6)

Figure 6 also
shows how the use of thicker foils tends to average out the compositional

variations. In an area where a grain boundary is the dominant sink, the
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thicker foil measurement shows a much lower degree of variation in the

depleted region far from the grain boundary.

5.3 Discussion

It appears that the variation of composition arises from at least two
possibly separate sources. The largest variations in the matrix composition
at locations which were not adjacent to observable features, might be
associated with large microstructural features shown in this study to
segregate nickel. These features, such as grain boundaries and voids, would
need to be located in regions adjacent to the thin foil but were removed
during sample preparation. However, with the very low density of these
features found within the foil volume, it appears that the numerous and
relatively substantial variations in alloy composition cannot be correlated
solely with such visible microstructural features.

One might also postulate that small radiation-induced dislocation loops may
have once occupied the regions of higher nickel content and initiated com-
positional variations which persist after the growth, unfaulting and move-
ment of the resulting dislocation. It is considered more likely however,
that the observed oscillations in matrix composition occur spontaneously
during irradiation. This possibility will be discussed in more detail in

the next report.

The range of the measurements reported here are limited by the size of the
electron probe employed and the thickness of the foil examined. Under con-
sideration are the possibilities of using either the smaller probe available
on the HB501 STEM or a field ion microscope.

5.4 Conclusions

The examination was continued of composition oscillations in an annealed
Fe-35.5Ni1-7.5Cr alloy which is resistant to void formation. Energy dis-
persive x-ray measurements were made of the matrix composition along
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straight lines at smaller intervals (50vs 206 nm) than previously reported.
These data better delineate the oscillations in composition measured in this
single phase material irradiated in the £8R-11 at 593°C to ~40 dpa and
verify previous EDX results. The matrix composition of unirradiated speci-
mens were also examined by EDX and showed only minimal spatial variations.

The compositional variations of the irradiated material do not correlate
with any currently existing microstructural feature and may arise from
irradiation-assisted 1ong-range ordering processes. The compositional
oscillations occur on a scale of ~200 nm.
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7.0 Future Work

This study will continue, concentrating primarily on the origins of the com-
positional oscillations that are not associated with currently visible
microstructural components and also on the consequences of segregation on
void nucleation and growth. Additional experimental work will proceed on
other ternary alloys at different irradiation conditions.

8.0 Pubi ications

None.
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DEPENDENCE OF SWELLING ON NICKEL AND CHROMIUM CONTENT IN Fe-Ni-Cr TERNARY
ALLOYS

F. A Garner (Hanford Engineering Development Laboratory)

1.0 Objective

The objective of this effort is to determine the role played by each major
element In the radiation-induced microchemical evolution of irradiated
alloys.

2.0 Summary

The steady-state swelling rate of EBR-II irradiated ternary alloys with <35%
nickel appears to be approximately 3b per 1022 n em™? (E > 01 MeV) or 1%/dpa,
independent of chromium and/or nickel content and also independent of the
irradiation temperature in the range 400-600°C. The duration of the tran-
sient regime of swelling is sensitive to these three variables, however,
tending to increase with increasing nickel or temperature or decreasing
chromium content. A similar relative independence of the steady-state
swelling rate on temperature has been also observed in commercial stainless
steels, which also appear to be approaching a swelling rate of 1%/dpa at

high fluence. There is some evidence that elemental segregation plays a

role in the compositional dependence of swelling.
3.0 Program

Title: Radiation Effects Analysis (AKJ)
Principal Investigator: D. G. Doran

Affiliation: Hanford Engineering Development Laboratory

4.0 Relevent Program Plan Task/Subtask

Subtask II.C.1  Effect of Material Parameters on Microstructure
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5.0 Accomplishments and Status

5.1 Introduction

It has been shown that the swelling of both ternary and commercial alloys
during ion bombardment can be correlated to the nickel content of each

aIon.“’z)

As shown in Figure 1, swelling of ternary alloys is sensitive
to the iron, nickel and chromium levels, but most strongly linked to the
nickel content at levels below 35-40% nickel. This behavior has been
confirmed in some aspects by irradiations conducted in the fast reactor
designated EBR-II.(3‘4)

generated data provide a definitive clue as to whether the nickel or

Neither the previously published reactor or ion-

chromium content affects the incubation period, steady-state swelling rate
or both.

Recently additional swelling data have become available for ternary alloys
22 1 sem? (E > 01 Mev)
or 60 dpa. These data are shown in Table 1. |In this report it is shown

irradiated in EBR-II to fluences as large as 12.1 x 10°" n/cm

that a significant amount of insight can be extracted from these data and
applied to the modeling of the compositional dependence of swelling.
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FIGURE 1. Composition Dependence of SweIIing in ? M(3V Ni* lon-Irradiated
Fe-Ni-Cr Alloys at 675°C and 140 dpa. (1,2
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5.2 Data Analysis

It should be noted in Table 1 that for a given alloy composition and tem-
perature there are occasionally four data points at different fluences.

Most often there are only three data points, however, and occasionally only
two, one or no data. Therefore, attempts to extract steady-state swelling
rates or to define an incubation-plus-linear swelling curve for a single

al loy and temperature lead to substantial uncertainty, particularly when one
attempts to determine the separate effects of temperature, composition,
natural data scatter and possibly displacement rate. The last variable is
not usually considered in analyses of neutron-induced swelling data.

An alternate approach to the analysis of this data is to group the data in
composition-related subsets which are defined by temperature and composition
limits that confine a minimum variation of swelling within the data set. |If
such limits can be defined then trends within and between subsets can be
sought to provide the needed insight. The compositions of the ternary
alloys examined 1In this study are shown in Table 2.

5.3 Dependence of Swelling on Nickel Content

Figure 2 shows the swelling observed in a data subset containing only those
alloys designated E18, E90 and E19 at temperatures of 400, 427, 454, 482 and
510°C.  These alloys have 14.9 - 15.6% chromium and have nickel contents of
12.1, 15.7 and 19.4% nickel respectively. When plotted in this manner it
becomes very clear that swelling is relatively insensitive to both temper-
ature and nickel content in this range. Nb consistent internal trends with
temperature, nickel content, neutron flux or irradiation position can be
discerned within the subset. This implies that the scatter about the trend
line shown in Figure 2 arises primarily from measurement error and the
natural variation of the swelling process. The trend line shown in Figure 2
has a slope of % per 102 1 em™? (E > 0.1 MeV) or 1% per dpa and is repro-
duced for comparison purposes in Figures 4 through 8.
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FIGURE 2.

TABLE 2

COMPOSITIONS OF THE SIMPLE FE-NI-CR ALLOYS

Designation

E18
E90
E39
E26
E19
E27
E20
E21
E37
E22
E38
E25
E23
E24
E36

2
18
SWELLING
%
14

10

Fe

Ni Cr C 0 N
12.1 15.1 . 005 .016 .0024
15.7 15.6 013 --- ——-
20.3 75 004 .016 .0014
20.1 11.8 002 L0716 L0019
19.4 14.9 .003 .018 .0015
24.7 10.2 <. 001 012 L0017
24.4 14.9 .003 017 0017
29.6 15.3 .004 .017 .0020
355 75 002 .06 .0013
34.5 15.1 .003  .017 ,0021
35.2 20.0 004 .017 .0010
35.1 21.7 .004 .015 .0020
45.3 15.0 . 002 014 .0017
75.1 14.6 .001 .0077 L0011
84.9 15.1 002  .0064 .0010

Swelling in Neutron-lrradiated Ternary
Below 510°C for Nickel Levels of 12.1,
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TEMPERATURES
400, 427, 454, 482, 510

NICKEL LEVELS
s 121%
A 18.7%
X 194%

Alloys at Temperatures
15.7 and 19.4%.



figures 3a - 3¢ show the trend band of the data contained In Figure 2 as
well as the data for the same three alloys at 538, 533°C and §50°C. It
appears that the primary effect of increasing temperature is to extend the
transient portion of the swelling curve. Most importantly however, there
now appears to be a clear separation of the swelling curves with increasing
nickel content at each temperature, a trend that was not discernible at
400-510°C. Note that the swelling rate at 538°C for the 15.7 and 19.4%
nickel levels is clearly comparable to that of the 400-510°C trend band. At
593°C the data are incomplete at 12.1 x 1022 n cm™? but the B0 alloy

(15.M 1) has clearly reached a swelling rate comparable to that of the
400-510°C and 538°C data subsets. The data at 550°C have not reached a suf-
ficient fluence to determine iIf the same steady-state swelling rate will
also be reached at this temperature.

Figure 4a shows the data subset comprising the alloys E20 and E27 at 24.4

and 24.7 Ni, and 14.9 and 10.2% Cr respectively. Note that with one excep-
tion, these data also fall into a tight grouping, falling in general just a
little to the right of the trend line shown in Figure 2 for the 12.1 to

19.4% ni subset. Note in Figure 4b that at higher temperatures the transient
regime of swelling is again progressively extended, but that at 533°C the
steady-state swelling rate IS comparable to that of the two low temperature
subsets presented in Figures 2, 3a and 4a.

Figure 5 shows that in the range 400 to 454°C all but one of the data points
at 29.0% Hi - 15.3 Cr (E-21) agree with the trend line of the 12.1 to 19.4%
Ni subset. Note that where the steady-state slopes can be determined at
higher temperatures they are again comparable to that of the trend line, but
the duration of the transient regime increases with temperature.

Figure 6a shows that at 34.5% Ni and 15.1% Cr the incubation periods have
been extended to fluences large enough such that the steady-state swelling
rates cannot be determined at even the lowest irradiation temperature. The
trends with temperature are consistent with those of previous data subsets
however .
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It should be noted, however, that the curves in Figure 6a are probably

approaching the slope of the trend line. The reasons for this assertion are
shown in Figures 6b-d, discussed iIn the next section.

54 Dependence of Swetting on Chromium Content

Figures 6b-d contain a subset of alloys comprising E37, E22, E3B and E25,
containing 34.5 - 35.9% Ni and 15.1, 20.0 and 21.7% respectively. Note that
at all temperatures the effect of adding chromium is to shorten the tran-
sient regime of swelling and to yield steady-state swelling rates approaching
that of the trend line. A similar trend can be seen at temperatures >482°C
In Figures 7a-c. This data subset comprises the alloys E20 and E27 at 24.4 -
24" Ni and 14.9 and 10.2% Cr, respectively.

Figure 8a shows a subset of data comprising the alloys €39, E26 and E19 at
temperatures of 510°C and below. These alloys have a narrow range of nickel
concentration (19.4 - 20.36) and chromium levels of 7.5, 11.8 and 14.9%
respectively. Note once again the relatively narrow band of swelling, which
closely embraces the trend line of the first data set. As shown in Figures
8b and c the trends observed with chromium level and temperature in previous
figures are still maintained.

55 Discussion

There are several surprises arising from this analysis. First of all, there
appears to be an intrinsic steady-state swelling rate of ~5% per 102% n cm'2
(or 1%/dpa) for all Fe-Ni-Cr ternary alloys studied at <35% nickel. (The
data presented in this report are judged insufficient at this time to dster-
mine the steady-state swelling rate at higher nickel contents.) Second, the
steady-state swelling regime 1is preceded by a transient swelling regime which
is shortest for low nickel, high chromium and low temperature. The transient
s never shorter than ~2 X 10°% n cm 2 (E > 0.1 MeV) however. For a given
nickel and chromium level there appears to be some temperature below which
the transient regime is also insensitive to temperature. Third and finally,
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the steady-state swelling rate itself IS independent of temperature in the
Fe-Ni-Cr system over a remarkably large range of temperatures (400-850°C) .

The strong dependence of i1on-induced swelling on nickel and chromium content
In Figure 1 can now be seen to occur as a result of the influence of these
elements on determining the duration of the transient swelling regime, a
phenomenon which occurs only at relatively high temperatures. The extension
of the transient regime with increasing nickel in Figures 3-8 always occurs
by 538°C and frequently happens at lower temperatures. The ion-generated
data of Figure 1 were developed at a much higher displacement rate and 675°C,
a temperature comparable to 550°C in fast breeder irradiation.*

Since nickel and chromium influence the incubation period but not the steady-
state swelling rate, this implies that any modeling effort must concentrate
either on transient components of the microstructure or transient phenomena
occurring either in the matrix or at static microstructural components.
Matrix changes are expected to be minimal in pure ternaries. Frank loops
are transient but eventually unfault and glide away, and network dislocations
can also climb away from any segregated elements. It has been suggested

that the required transient may arise from the composition-dependent conse-
quences of radiation-induced nickel segregation and chromium depletion at
the surface of void embryos.(s) This has been shown to change the void"s
capture efficiency for point defects. This proposal has been explored in

another report and appears to be a plausible explanation for at least part
of the dependence of swelling on nickel content.(6)

Note that Figure 9 shows that one subset of the Ion irradiation data confirms
that the primary effect of nickel is to extend the transient regime. This is
once again a relatively high irradiation temperature (675°C) and the exten-
sion is shown to occur to nickel levels of at least 45h.

*A temperature shift of 125°C was assumed to compensate for the difference
In displacement rates.
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FIGURE 9. Influence of Nickel Content on Swelling Behavior on Fe-15Cr-XNi
Alloys at 675°C When Bombarded with 5 Mev Nit Ions.(3)

It is important to note that the strong dependence of high temperature swell-
ing on nickel content has also been observed in ion irradiation of more com-
plex Fe-Ni-Cr alloys containing solutes such as Mo, Si, C, Mn, etc., as

shown in Figure 10. It has also been shown that the primary effect of

adding such solutes is to extend the incubation period but not to change the
swelling rate as shown in Figure 11. It is therefore reasonable to assume
that the swelling of the more complex alloys should exhibit not only a depen-
dence on nickel content but should also show a similar relative independence

of the steady-state swelling rate on nickel content and temperature. This
trend has been observed in various heats of aA[s1 316 and 304 steel. (7-10)

The finding that both ternary and commercial alloys exhibit an independence
of steady-state swelling rate on temperature is at odds with the widely
accepted perception that a strong temperature dependence exists. This per-
ception is most strongly reinforced by most ion bombardment data. Figure 12
shows that Johnston and coworkers would have predicted a strong temperature
dependence of swelling (and probably swelling rate) even for the ternary
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alloy series. It has recently been shown{ 11} however, that the magnitude

and temperature dependence of the ion-induced swelling rate is severely
distorted by the effect of injected interstitials, as shown in Figure 13.

There 1is one potentially important variable which has not yet been incor-
porated in this analysis. This is the dependence of swelling on displacement
rate, which varies roughly a factor of two between the various subcapsules
in which the ternary alloys were irradiated. In any alloy where the incu-
bation period was sensitive to temperature it is expected that there will
also exist a corresponding sensitivity to displacement rate, particularly at
temperatures where the transient regime begins to get longer. In addition,
the data are currently correlated to neutron fluence above 01 MeV, which
implies an assumption that the number of displacements per E > 0.1 MeV
neutron are equal at all positions in the reactor core. As shown in Figure
14 this assumption i s not completely correct. The variability or scatter of
the Fe-Ni-Cr swelling data may partially arise from considerations such as

these.
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There are several other features of the data tabulated in Table 1, which
should be explored in more depth. Note in Table 1that many alloys, partic-
ularly those with relatively high nickel, exhibit a relatively continuous
densification at temperatures of 593 and 650°C. This densification can be
quite large (1.16% for E22 at 593°C) and was at first thought to be related
to formation of a separate phase. More recent microscopy studies have shown
that no precipitate phase forms but that densification occurs because there
exists a minimum in density that occurs at 435% nickel. Substantial
radiation-induced microsegregation causes the density increases. (13-15)
Note also that the alloy E37 (35.5 Ni, 7.5 Cr) exhibits densification as low
as 454°C. The elemental separation appears to coincide with and possibly
control the duration of the transient regime. Note that E24 (75.1% nickel
and 14.6% Cr) also undergoes densification and then abruptly starts swelling
(12.06% at 12.1 x 1022 n/cmz). There is no known density minimum in this
composition regime, however, and the densification may result from precipi-

tate formation.
5.6 Conclusions
The steady-state swelling rate of EBR-Il irradiated ternary alloys with

nickel content <35% nickel is roughly 5% per 1022 2 (E > 0.1 MeV) or
1%dpa, independent of chromium and/or nickel content and the irradiation

necm .

temperature. The duration of the transient regime of swelling is sensitive
to these three variables, however, tending to increase with increasing nickel
and temperature, or decreasing chromium content. A similar relative inde-
pendence of the steady-state swelling rate on temperature is also observed
in the various commercial stainless steels, which also approach 1%/dpa at
high fluence. There is some evidence that elemental segregation plays a
role in the compositional dependence of swelling.
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SWELLING oF HIGH NICKEL Fe-Ni-Cr ALLOYS IN €8R-[I

H. R. Brager and F. A. Garner (Hanford Engineering Development Laboratory)

1.0 Objective

The objective of this effort is to identify the origins of the compositional
dependence of swelling in simple ternary alloys.

2.0 Summary

Swelling data on Fe-Ni-Cr alloys with nickel in the 35-75 wth range has been
obtained to fluences as large as 2.2 x 1073 n/em? (E> 021 MeV) (~110 dpa)-
At 15% chromium the swelling rate at 35, 45 and 75% nickel continues to

increase with accumulating exposure, most clearly approaching 1%/dpa at
-35% nickel. The minimum often observed in swelling at ~45% nickel

appears to be due to a maximum in the duration of the transient regime at
this composition. Decreasing the chromium level from 15 to 7.5% extends the
transient regime even further.

3.0 Program
Title: [Irradiation Effect Analysis (AKJ)
Principal Investigator: 0. G. Doran

Affiliation: Hanford Engineering Development Laboratory

4.0 Relevant Program Plan Task/Subtask

Subtask 11.c.} Effect of Material Parameters on Microstructure
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5.0 Accomplishments and Status

51 Introduction

In another report the compositional sensitivity of neutron-induced swelling

in annealed Fe-Ni-Cr alloys was reported for nickel levels of <35 wth and
exposures of <60 dpa. {1)

With the exception of fe-35,5Mi-7.5Cr and Fe-34.5Ni-15.1Cr, the swelling data
for these alloys clearly demonstrate that the primary influence of composi-
tion lay only in the duration of the transient regime that preceeded steady-
state swelling (at a rate of ~1%/dpa, essentially independent of both
temperature and composition).

The data for the two alloys mentioned above (as well as two other alloys at
45 and 75% nickel content) were judged to be insufficient at those exposure
levels to determine whether the lower swelling observed in them was a conse-
quence only of an extended transient regime or also a reduction in the
post-transient swelling rate relative to that of other Fe-Ni-Cr alloys.

Limited additional data are now available for these four alloys at exposures
ranging from 75 to 110 dpa. The new swelling data tabulated in Table 1 were
obtained by immersion density measurements on small microscopy disks irra-
diated in sodium-filled subcapsules in £8r-1[1,

5.2 Results

As shown in Figure 1 the swelling rate of Fe-34.581-15.1C at 427 and 482°C
Is clearly approaching 1%/dpa similar to that observed at lower nickel
levels. The determination of the eventual swelling rates at 400° and 454°C
requires the acquisition of higher fluence data but the swelling rate at
510°C appears to be decelerating. Figure 2a provides a clue to the cause of
this behavior, however, in that there clearly is a densification of 1% or

more in progress. Since these are bulk density measurements it 1S most
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TABLE 1

HIGH FLUENCE SWELLING DATA FOR FOUR TERNARY ALLOYS

st/1022 AV
Temperature ("C) (E> 0.1 MeV) dpa** Vo

Alloy E37

Fe-35.5Ni-7.5Cr 400 15.2 75 1.71
454 15.8 79 1.93
650 21.8 109 0.31

Alloy E22

Fe-34.5Ni-15.1Cr 400 15.2 76 16.2
427 14.5 73 21.9
482 17.4 87 20.8
593 22.0 110 2.90
650 21.8 109 4.42

Alloy E23

Fe~45,3Ni-15.0Cr 400 15.2 76 2.38
427 14.5 73 8.19
482 17.4 87 9.42
538 20.3 102 5.26
593 22.0 110 1.09

Alloy E24

Fe-75.1 Ni-14.6Cr 427 14.5 73 9.03
510 21.0 105 21.1
593 22.0 110 4,13*
593 22.0 110 2.37%
650 21.8 109 31.0

*Two separate and nominaliy identical specimens irradiated in the same

packet, indicating the sensitivity of swelling at high temperature to
ambient conditions.

**The displacements per atom listed in this column are approximate values
only and assume that 5 dpa = 1022 n cm-2 (E > 0.1 MeV).
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likely that the apparent saturation of swelling at 510°C and apparent
reduction at 538°C represents the competitive action of two separate
processes: swelling and densification. The cause of the densification has
been shown elsewhere to be microsegregation to both higher and lower nickel
levels about a minimum in density that exists at ~40% nickel.(2”4)

Figure 2b shows that the transient and densification regimes of Fe-35.5
Ni-7.5Cr persist to higher fluence levels than obtained to date. The
swelling in general is lower than that of the Fe-35.58i-15.1Cr alloy, a
result consistent with both neutront'*2) and jon®) experiments reported
earlier.

Figures 3 and 4 shows that at ~i5% chromium and high nickel levels the
swelling rate slowly increases with increasing exposure. At 75% nickel one
observes that there 1Is a regime of temperature (400 - 538°C) in which the
swelling is relatively insensitive to temperature but at higher temperatures
the transient regimes of swelling tend to become longer. At 35% nickel the
same general trend is also observed. A noteable exception to this trend is
seen at 550°C at 75% nickel.

In general it appears that the incubation periods of Fe-15Cr-XNi alloys at
temperatures above 510°C exhibit a broad maximum at 45% nickel. This iIs
consistent with a shallow minimum in swelling at that composition observed
in ion irradiations.'®

5.3 Conclusions

For Fe-15Cr-XNi alloys the swelling rate continues to accelerate with
accumulating neutron exposure, even at nickel levels of 35-75 wt%, with
about 1%/dpa as the upper limit. The minimum at ~45% in ion-induced
swelling previously reported by Johnston ') appears to arise from a
maximum in duration of the transient regime of swelling. Decreasing the
chromium level from 15.1 to 7.9 chromium extends the transient regime to
even higher fluences.
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7.0 Future Work

The origins of the composition dependence of swelling in the Fe-Ni-Cr system
will be described in terms of the compositional dependence of both vacancy
diffusivity and elemental segregation to voids.

8.0 Publications

None.
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