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PREFACE

This two-volume report contains two special contributions. Appended to
Volume 1 is a critical assessment of the role of charged particle research
In the Damage Analysis and Fundamental Studies (OAFS) program, prepared by
several OAFS program participants under the leadership of G. R. Odette.
Volume 2 contains the proceedings of a workshop on advanced experimental
techniques for radiation damage analysis arranged under the OAFS program by
P. Wilkes, F. V. Nolfi and J. A. Spitznagel. The participation of the
various contributors, most of whom were not working on Office of Fusion
Energy programs, 1is gratefully acknowledged.
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Foreword

The workshop was intended to assist the fusion materials comnunity in
assessing the usefulness of a variety of sophisticated techniques currently
available in analysis of radiation damage microstructures. The fusion
materials program will require careful analysis of large numbers of
irradiated samples by a relatively small group of qualified scientists and
engineers. The problem is exacerbated by the absence of any high dose rate,
14-MeV neutron facility. This places great demands on predictions from
other neutron sources and, In turn, requires a very complete understanding
of the fundamental processes occurring in void swelling, radiation phase
instability, radiation creep, fatigue, and fracture. Therefore, it is
necessary to make appropriate use of every technique that can provide useful
information on relevant microstructural features and, in addition, to
explore the possibilities of using technically trained people to maximum
efficiency by means of innovative data collection systems.

The primary purpose of the workshop was, therefore, to acquaint the
community with current developments in the techniques of radiation damage
microstructure. A secondary purpose was to begin detailed examination of
the usefulness of these techniques in discussion sessions. The test for the
success of the workshop 1is whether future work by the fusion materials
community will be able to use the techniques described.

The workshop was made possible through technical contributions by
leading investigators, most of whom are not working directly on Office of
Fusion Energy programs. This participation is gratefully acknowledged.

Peter Wilkes
Frank Nolfi
John Spitznagel
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WORKSHOP ON ADVANCED TECHNIQUES FOR
RADIATION DAMAGE ANALYSIS

|. SUMMARY

The aim of the workshop i1s to examine a wide range of state-of-the-art,
solid-state techniques and determine their usefulness in high-temperature
radiation damage studies. The first day of the program included invited
lectures on a variety of physical techniques with overviews of the current
understanding of damage microstructures. The second day included a detailed
examination of the techniques by a selected panel (with some audience
participation) to determine the particular usefulness of each technique in
studying high-temperature damage microstructures.
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A SUMMARY OF PROBLEMS ASSOCIATED WITH PRIMARY DAMAGE AND
SECONDARY DEFECT AGGREGATION UNDER CTR
IRRADIATION CONDITIONS*

M. R Hayns'

1. INTRODUCTION

The characterization of the irradiation damage in steels exposed to
neutron irradiation in the first wall of CTRs is an immensely complex and
daunting problem. In addition to the known, but not completely solved
problems associated with lower energy neutron damage in FBRs, no major experi-
mental facility exists, or will exist in the near term, for the investigation
of the effects of the harder neutron spectrum and its associated helium
generation. Consequently, an experimental program of irradiation in fission
reactors and simulation environments (heavy ions or 7 MeV electrons) is the
only means of obtaining pertinent data. Thus, if these data are to be at
all useful, we must have a sufficiently detailed physical understanding of the
processes to allow quantitative extrapolation to the CTR environment. It
Is therefore necessary to isolate those mechanisms which require a detailed
knowledge of materials parameters and to establish procedures with the
available equipment which can provide this information. The purpose of this
workshop is to discuss the available experimental techniques and to establish
their usefulness in this area. This brief review, and the one following it,

attempt to outline some of the mechanisms which play an important role in the
damage process and hence isolate these quantities which require detailed

experimental investigations. Here we are concerned with the primary stages
of the damage process and we cover two areas in particular. The first is the
nature of the displacement damage under 14 MeV neutrons, compared with either
fission reactor or simulation conditions. The second is the broad area of the
nucleation and stability of secondary defects (aggregates of point defects).

I1.  PRIMARY DAMAGE AND THE IMPORTANCE OF DISPLACEMENT CASCADES

The problem of relating the lattice atom displacements due to impingeing
energetic particles has plagued the study of irradiation damage. Here we

*Work performed at UKAEA Harwell, England
tNow on assignment at Oak Ridge National Laboratory, Oak Ridge, Tennessee 37030.
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concentrate upon those aspects which specifically relate to CIR irradiation
environments and the correlation with lower energy neutrons, heavy ions or
electrons. Two questions are highlighted, the ramifications of the harder
neutron spectrum and the pulsed nature of the irradiation.

In the fission reactor the principal damage component arises from
neutrons with ~1 MeV energy. Collisions between these particles and lattice
atoms dislodge the lattice atoms with sufficient energy to dislodge further
lattice atoms. This process continues until the displaced atoms do not have
sufficient energy to dislodge further atoms. The area of crystal undergoing
such a process is termed a displacement cascade. In this region both interstitials
and vacancies are produced and, whilst considerable numbers may be annihilated
by recombination, a vacancy-rich core can remain as the interstitials rapidly
diffuse away. The vacancy supersaturation in the core is such that vacancy

loops can form. Thus, the number of 'free’' point defects created by a single
collision event depends upon the energetics of the displaced atoms, the

diffusivity of the defects and the number of vacancies trapped temporarily in
vacancy loops. For fussion realted conditions and for heavy ions (typically
4-40 MV nickel ions) the production of vacancy loops is well established,"?
and some idea of their size and shrinkage kinetics has been established. 3

For electron irradiation no displacements occur because the energy available

is only sufficient for Frenkel pair production. In this case, the threshold
energy for displacements and the effects of correlated recombination are the
principle problems. Thus, in order to correlate the three types of irradiation,
the displacement events must be understood in some detail. Under 14 MeV
neutron irradiation the displacement events are expected to be significantly
larger, with the possibility of subcascade formation. This would lead to

more than one vacancy loop per collision event; such a situation is shown in
Fig. 1, taken from Ref. (1). The principal quantities to be characterized are
the number of defects surviving the cascades and the size, type, and concentration
of the secondary defects. A range of measuring techniques could be used; up

to now TEM and electrical resistivity have dominated but, as detailed in a
recent review,4 diffuse x-ray scattering, mechanical property changes, super-
conductivity, internal friction, and neutron sputtering have all been used to
some extent. Computer simulation of displacement cascades also provides a

12
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Figure 1. The production of subcascades in a 14 MeV displacement cascade iIn
gold (from Ref. 1).
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significant source of 'inforrnation.5 Clearly such processes are most important

for projected CTR materials applications and, without generally available

sources of 14 MeV neutrons, their influence can only be understood by extrapolating
physical models based upon information gleaned from lower energy neutron or

heavy ion experiments. This places a great burden upon both the basic data

and the theoretical models for some years to come.

Another possibly important distinction between CTR environments and
those typically existing in FBRs and simulation experiments is that the latter
produce a very uniform damage as a function of time (unless specifically
altered) whilst all of the CTR designs, whether they are tokamaks or laser
fusion devices, operate on pulsed basis. Plasma burns in experimental reactors
are expected to occur with cycle times in the region of a few per second to
a few seconds per pulse. As the damage will be imposed as large displacement
cascades, as discussed above, it is important to understand how cycling such
damage can influence the irradiation microstructure. W are not aware of
any experimental data, but a theoretical study has recently been reported. 6
The significant new feature studied is the inhomogeneous nature of the damage
structure both spatially and temporally. The argument can be sumnarized as
follows. At a particular point in space cascades will occur at random distances
and times around it. Large local fluctuations in point defect concentrations
occur as the virtually instantaneous 'wind' of interstitials from new cascades
cross the reference point. The local vacancy concentration varies much more
slowly, reflecting the much lower mobility of these defects. Figures 2 and
3 are typical of the computed local point defect concentrations arising from
random cascade production for vacancies and interstitials, respectively.

Even though the local defect concentrations vary by almost an order of magni-
tude, comparisons with the spatially and temporally averaged rate theory
continuum model traditionally used shows that for most instances of continuous
irradiation the averaging processes lead to an adequate representation of void
growth except at elevated temperature, and this is illustrated in Fig. 4
where the fractional changes in void radius with and without spatial averaging
are shown. However, cyclic operation, with a cycle time < the relaxation
time implied by Fig. 2 could lead to an accute sensitivity to this effect

and have a significant, though as yet undetermined, effect on secondary
defect nucleation.

14
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ITI. THE NUCLEATION OF SEIONDARY DEFECTS

In order that irradiation produced defects should influence the irradia-
tion response of material* they must first aggregate and such aggregates
are called secondary defects. Further, the existance of separate secondary
defects for interstitials and vacancies is necessary and such a separation
can only occur under steady-state conditions when sinks for both species
exist and in addition that interstitials have a bias for one sink type.7
The initial aggregation is therefore a prerequisite for irradiation induced
deformation and is a difficult area for experimental observation since,
in general, all of the necessary information concerning the properties of
small clusters has to be inferred from observations of the macroscopic
defects after some growth has been achieved. Here we concentrate upon the
nucleation of point defect aggregates, the precipitation of solute and
impurity atoms will be treated in the following presentation. W shall
treat the nucleation of two types of secondary defects, interstitial dis-
location loops and cavities. A great deal of information is available on the
nucleation of interstitial loops under electron irradiation in pure metals and
alloys. In recent reviews Kiritani8 and Yoshida9 cover a wide range of
observations. Several features of loop nucleation have now been clarified;
even for ostensibly 'pure' metals the nucleation density is very sensitive to
impurity atom concentrations, with levels in the ppm range being important;
the rate controlling diffusion process depends upon the mobility of vacancies,
at higher temperatures the vacancy migration energy controls the rate of
growth of loops and the local increase in vacancy concentration adjacent to
interstitial sinks can lead to the formation of vacancy clusters by thermal
and/or irradiation induced diffusion of vacancies. The observed® nucleation
density as a function of inverse temperature for gold and molybdenum are shown
in Fig. 5. The separation into four significantly different temperature
regimes is more clearly shown in Fig. 6 where the loop densities were calculated.?
The highest temperature regime is not seen in Fig. 5 because of the very low
densities and also these calculations did not include vacancy mobility.
Region II is interpreted as nucleation dominated by (interstitial) impurity

*With the exception of irradiation enhanced diffusion which does not
introduce mw mechanisms of deformation.
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trapping; the apparent activation energies are 0.19 eV for Au and 0.18 eV
for Mo, activation energies for other metals are in reference (8). These
quantities are a combination of the free interstitial mobility and the
free interstitial-impurity binding energy. The plateau region is hetero-
geneous nucleation on impurity atoms (here assumed to be present at ~10 ppm),
whilst region IV is either nucleation under free interstitial diffusion or
in conjunction with an impurity of lower binding energy than that associated
with region 1I. These results are included to demonstrate the level of
complication found for simple electron irradiation under ‘ideal' conditions
for very pure materials. Our concern is for technologically important
materials under heavy ion or neutron irradiation and several new features have
to be considered. The important role of impurities as heterogeneous nucleation
sites has been established for pure metals, in technological alloys it can
be expected to be dominant. Consequently careful measurements are required
to separate self-diffusion processes and point defect trapping in interpre-
ting the loop nucleation density. The very important part played by the segre-
gation of impurities to the nucleating clusters is treated in the next pre-
sentation.7 Another feature which is especially pertinent under CTR condi-
tions is the influence of helium gas on the nucleation process. W shall
discuss this further below with reference to cavity nucleation, but there
is clear evidence that the presence of helium greatly influences the observed
loop number density.m’n When the damage is caused by 14 MV neutrons, with
the consequent copious helium generation the loop nucleation is likely to
be influenced to an extent which at present is not well understood. Further
questions relating to the damage-rate dependence,]2 the presence of free
surfaces (in electron and heavy ion simulation expem‘ments),}3 and the presence
of large diffusion gradients for defects (in heavy ion experiments)14 must
also be considered.

Even though there is general agreement that interstitial loop nucleation
is completed very early in an irradiation, the final nucleation density
and hence the dislocation density is sensitive to many influences which are
not well characterized, particularly for technological steels and CTR irradiation

conditions.
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IV,  THE NJUCLEATION AND STABILITY OF CAVITIES*

The nucleation of voids is a more complicated process than that for
interstitial loops discussed above because it arises from the mutual aggregation
of more than one diffusing species. In the simplest case one must account
for the flux of two species, interstitials, and vacancies, whilst in general
the simultaneous arrival of helium or intrinsic gases is also necessary for
the creation of stable embryo's. Cavities are special in that a three dimensional
collection of vacancies is not a stable unit. Hence the appearance of two
dimensional vacancy loops from cascades and from quenching (although in pure
metals vacancy type stacking fault tetrahedra are observed)." The net
vacancy flux to an embryo must be large enough to overcome the thermodynamic
driving force for shrinkage by vacancy thermal emission for stable growth.

This is simply conceptualized as a critical size or void nucleation barrier,
below which a cavity is unstable and will shrink, and is strongly dependent

upon damage rate, local microstructure and temperature. At elevated tempera-
tures this size can be significant, Fig. 7 gives an example of the computed
critical size for 316 stainless steel as a function of temperature for

different dose rates.w There are three ways in which a cavity can appear in

the system with sufficient size to grow as a void. First by statistical
fluctuations, that is the out of equilibrium appearance of clusters of vacancies
by thermodynamic accretion, secondly from high vacancy supersaturations in
damage cascades. and thirdly, by the growth of gas bubbles up to the required
size. At higher temperatures (the peak swelling temperature and above) it is
clear that the latter is the only viable process. W therefore prefere to
separate void nucleation in two stages. The first concerns the aggregation
of gas atoms to form small gas bubbles, the void embryos, the second the
growth/or simple existance of bubbles up to the critical size. The first
stage has been treated using classical thermodynamical arguments]ﬁ and by
sophisticated numerical treatments which involve all three diffusing species.
A simpler approach in which onl¥ the motion of the helium was taken into
account has also been given.]s’ g All of these methods are complicated and

17

" Thecavitys used to cover both gas bubbles and voids; only when it is
clear which type is dominant will the terms ‘'gas bubble' or 'void' be used.
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depend upon poorly known quantities. For example, even the simplest picture
of gas bubble nucleation requires a knowledge of an equation of state for
statistically small ensembles of gas atoms and vacancies. Further, the role
of impurity trapping, leading to heterogeneous nucleation is thought to be
just as important as discussed previously for interstitial ]oops.18 Typical
calculated bubble densities as a function of inverse temperature for different
assumed gas atom trap energies are shown in Fig. 8.]8 The high apparent
Arrhenius energy can be explained (for interstitial helium motion) by means
of a thermally activated non-saturable heterogeneous trap for gas atoms.
In the calculations leading to Fig. 8 no assumptions were made as to the
nature of the trap site other than the binding energy. Thus, the trap
could be an interstitial loop, perhaps leading to the commonly observed
feature of loops and voids apparently produced together, single solute atoms,
precipitates, dislocation nodes and other lattice defects. W have insuffi-
cient evidence to clearly define the nature of the trapping site and all of
the above possibilities have been observed. The direct observation of void
embryos is not possible and therefore techniques other than TEM need to be
brought to bear.

The second part of the void nucleation process, the critical size,
is rather more amenable to experimental confirmation since, from Fig. 7,
we see that for an appropriate choice of damage rate and temperature the
critical size predicted theoretically is well within observational range
in the TEM. and indeed a considerable body of evidence now exists which
yields to this interpretation. Mazey and Nelson” have presented most con-
vincing evidence from heavy ion irradiatins. but here we utilize a spectacular
example from the work of Packan and Farrell. The material investigated was
a ‘pure’ 316 type austenitic steel (17%Ni, 16.7% Cr, 2.5% Mo), irradiated
under 4 MeV Ni ions after being preinjected with 1400 ppm helium. Prein-
jection has long been used to simulate the helium production during neutron
irradiation, and to give consistant values of the void density. Notice
that this is significantly different from the continuous production of gas
under neutrons. The consequences have been discussed in some detail

15,21

recently. Upon preinjection we visualize the gas nucleating a large

number of small bubbles, the following ion irradiation will allow only those
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bubbles with a radius in excess of the critical size to grow. Thus, with
the large amounts of injected gas in these experiments we would predict

a bimodal cavity population consisting of growing voids and a stable back-
ground population of gas bubbles. Figure 9 shows this very clearly for

two different experimental conditions, case (d) was for preinjection at

room temperature, and case (c) at the temperature of the irradiation (6250(:).
The first case is clearly bimodal with a large (dominant) population of
small cavities, the second case has a background population of less numbers,
but larger size. The histograms for these two cases are shown in Fig. 10
and clearly highlight this effect. The differences between these two experi-
ments are easily reconciled in the temperature at which the gas bubbles
nucleated, the high temperature resulting in a smaller number of larger
bubbles — hence in turn leading to a more evenly distributed bimodal popula-
tion. Calculations using a distribution of cavity sizes shows the expected
evolution of a bimodal population and the results are summarized in Fig. 11,
essentially validating the physical model. This physical process has proved
to be rather useful in a much wider area. For example, itwas first
‘Intr*oduced15 as a clear concept to explain the observed sudden drop in 'void'
numbers at high temperature, which seems to be an unusual feature of all
irradiation conditions. For preinjected material this is explained in terms
of the exponential rise in critical size with temperature (see Fig. 7)
rapidly exhausting the cavities large enough to grow which resulted from

the preinjection. Figure 12 demonstrates the results for particular calcu-
lations in 316 steel under nickel ion 'ir-mdi'a\'t:ion.15 The effect is also

useful in interpreting the appearance 0f an incubation dose and second
swelling peak in neutron irradiated 316 stee'|22 and in interpreting the possible
effects of temperature changes on void swa'l'l*ing.ZB Useful though these simple
arguments haye been the complications arising from dose dependent effects,
such as the evolvina further detailed measurements 1ike those mentioned
above]g"20 to fully utilize the physical model and therefore allow its
allow its extrapolation to CTR conditions.

In Figs. 10 ana [ vie introduced the void size @aistributlion as an observ-
able feature of irradiation damage. The examples cited show that such measurements
are a source of more detailed information. In fact, a great deal more informa-

25
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in 'pure' 316

c) is for hot injected helium,

case (d) for cold injected helium, both to 1400 ppm (from Ref.

20).
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tion can be derived if such size distributions can be accurately measured.
However these principally concern questions of growth kinetics and are
outside the range of the present discussion. Details are available in the
Iiterature.24’25

V¢ have emphasized the role of helium in the nucleation kinetics of
voids and shown how physical models based upon it can give a very success-
ful interpretation of the available experimental results. In particular we
would reemphasize the vital distinction between preinjected (or intrinsic)
gas in simulation experiments and the continuous gas production under neutron
irradiation conditions. Experimental observations under dual ion-gas in-
jection irradiation conditions are vital to simulate CTR, and even FBR,
environments and there is already a significant-body of evidence which
emphasizes tlrn’s.Z]’26 V¥ therefore highlight the whole area of inert gases
in metals as a crucial one for understanding the response of materials to CTR
irradiation environments.

V. SUMMARY

In this very brief note we have tried to highlight some of the important
new quantities which need experimental verification and characterization of
further our understanding of the irradiation damage processes in materials
in CTR environments. ¥ have particularly emphasized the need to thoroughly
understand the available simulation experiment conditions so that a proper
correlation with the, as yet unobtainable, CTR conditions can be made. W
have only focused upon the primary stages of the damage process and the
nucleation of secondary defects. This should in no way be taken as implying
that our understanding of the more basic quantities, such as diffusion in
complex alloys, surface energies, stacking fault-energies, dislocation bias
values, trap nature and binding energies, and phase stability (not segregation)
is anywhere near adequate and further work is needed here as well as in the
rather more exotic fields discussed in the body of the paper.
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A SUMMARY OF THE CURRENT UNDERSTANDING
OF THE SECONDARY DAMAGE MICRCSTRUCTURE

H. Wiedersich
Materials Science Division
Argonne National Laboratory

Argonne, Illinois 60439

l. INTRODUCTION

During elevated temperature irradiations with energetic neutrons,
ions or electrons, the microstructure of alloys undergoes significant changes
accompanied by corresponding changes in physical properties. Detailed
information on various aspects of radiation-induced microstructural effects
and property changes can be found in several recent proceedings. [1-3]

The preceeding paper by M. R Haynes summarizes the defect production
and the nucleation of small defect aggregates during irradiation. Here,
we will discuss the development of the microstructure on a somewhat
grosser scale.

After a short characterization of the dynamic state of a crystalline
material during irradiation we will address (a) the void swelling phenomenon;
(b) radiation-enhanced, diffusion-induced processes such as radiation-induced
coarsening; and (c) radiation-induced processes such as radiation-induced
second phases and the spatial redistribution of phases in multiphase
alloys.

I1. THE DYNAMIC STATE DURNG IRRADIATION

For a conceptual understanding of the microstructural developments
during irradiation a treatment by chemical rate theory is most useful.
[4«6] This theory assumes that defects are produced randomly through-
out the material. Defects are classified as "imnobile”, e.9., collapsed
vacancy loops or void embryos in the core of displacement cascades, and
"mobile", e.qg., interstitials, vacancies, small clusters of these point
defects, point defect-solute complexes, helium and other transmutation

products. The interstitial- and vacancy-type mobile defects diffuse,
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except at low temperatures, and cease t0 exist by mutual recombination
throughout the material or by annihilation at stationary sinks such as
dislocations, voids, surfaces and grain boundaries. Defect annihilation

at sinks induces defect fluxes from the interiors of grains to the spatially
discrete sinks. These fluxes are the predominant cause of microstructural
development during irradiation. In the rate theory description, the defect
losses by fluxes to descrete sinks are taken into account by loss rate
constants called "sink annihilation probabilities” [4] or "sink strength"
[5,6] and average defect concentrations are calculated.

For an appreciation of the types and scale of microstructural changes
that can be expected in different temperature regimes, it is useful to
consider the quasi-steady-state, average concentrations of mobile defects
that are achieved during irradiation at const-ant displacement rate after
an initial transient. At high temperatures, all point defects diffuse
fast and, hence, their concentration does not rise significantly above
the thermal equilibrium value; the rise is therefore insufficient for nuclea-
tion of interstitial loops or voids; moreover, thermal annealing eliminates
incipient microstructural changes.

At low temperatures, at least one of the two principal types of defects,
in metals usually the vacancy type, is essentially imnobile. [Its concen-
tration builds to a level limited by diffusive or spontaneous recombination,
thereby eliminating any significant long range diffusion processes. The
microstructural changes in this temperature range are thus limited to a
high density of point defects and small defect clusters, up to sizes on
the order of those produced directly by cascades.

Between these two temperature regimes both vacancies and interstitials
annihilate, at least in part, at pre-existing or radiation-induced sinks,
because even the slower defect diffuses fast enough to limit recombination
as a defect loss mechanism. In this intermediate temperature regime,
typically 0.3 to 0.6 of the absolute melting temperature, major changes
of the microstructure on a scale above the resolution limit of conventional
transmission electron microscopy (TEM) are induced or accelerated by
irradiation. Generally, the high supersaturation of point defects at the
lower end of this temperature regime causes profuse nucleation of interstitial
loops and vacancy aggregates and, hence, leads to a high density of micro-
structural features. With increasing temperature, defect supersaturations
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decrease. Consequently, fewer defect aggregates nucleate and coarser
microstructures result. In the following sections we will touch on
several distinct types of microstructural changes that occur during
irradiation.

111,  VOID SWELLING

In contrast to other microstructural changes during irradiation, to
be discussed later, void swelling can occur only when a partial separation
of interstitial=- and vacancy-type defects is produced by preferential
annihilation of interstitials and/or vacancies at specific types of sinks.
The stronger elastic interaction of interstitials with dislocations than
that of vacancies with dislocations is recognized as the major cause of
this bias. The development of the dislocation structure in an annealed
material usually starts with faulted loops. These loops grow, unfault,
and eventually interact with other loops and existing dislocations to
form dislocation networks as illustrated in Fig. 1. [7] The development
of the major microstructural features in an annealed austenitic steel during
electron irradiation is shown in a quantitative fashion in Fig. 2 [8]

The number density of loops decreases as they interact and form dislocation
networks, which in turn leads to an increase in the total dislocation
density Py Saturation of Pi is approached with increasing dose. Generally,
nucleation of loops as well as of voids ceases after low doses as can be
deduced from peaks in the number densities, see Fig. 2 Observed decreases
in void number densities with dose are likely caused by a process similar

to Ostwald ripening or, sometimes, by v id coalescence. The growth of
surviving voids more than compensates 1 r the decrease in number density

as evidenced by a monotomic increase of the fractional void volume, AV/VO.

Typical void microstructures at a fixed dose are illustrated as a
function of irradiation temperature in Fig. 3. [9] Consistent with the
expectations outlined in the previous section, the void number density
decreases with increasing temperature and the volume attains a maximum at
intermediate temperatures where few defects are lost by recombination and
thermal annealing is sufficiently slow to permit the nucleation 0f defect
clusters at moderate number densities.
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Fig. 3.

Micrographs of a Ti-14.4 at. % Al alloy nickel-ion bombarded
to a approximately 15 dpa at the temperatures indicated. The

curve shows the calculated swelling as function of temperature.
Courtesy of D. I. Potter.
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Usually, voids and dislocation loops are distributed fairly randomly
throughout the material with some exceptions. In a number of cases, many
of the initial voids are observed in close proximity to existing dis-
locations. Void and loop denuded zones occur near surface and grain
boundary sinks. In S0Me materials interstitial loops are aligned in strings
or rafts. The most striking non-random defect cluster distributions are
ordered void arrays in which the voids form a superlattice, usually with
the same type of unit cell and orientation as the host metal lattice.
Examples of ordered void arrays, shown in Fig. 4, are taken from the work
of Loomis et al. [10] The figure shows that the perfection and temperature
range of ordered void arrays in No depend on the oxygen content.

IV.  RADIATION-ENHANCED MICROSTRUCTURAL PROCESSES

Diffusion of substitutional elements in crystalline solids generally
involves point defects. It has long been recognized that the radiation-
produced excess point defects accelerate diffusion processes. Figure 5
illustrates the calculated enhancement of the diffusion coefficient for
a species diffusion by a vacancy mechanism. In the intermediate and low
temperature range, diffusion is greatly enhanced by irradiation. Values
of the diffusion coefficient which can lead to significant microstructural
changes in reasonable times are maintained to significantly lower tempera-
tures during irradiation than without irradiation. Note that interstitials
contribute to the enhancement of diffusion. However, increased recombina-
tion at low temperature limits long range diffusion and, hence, significant
redistribution of alloy components on a microstructural scale.
te theory which
yields spatially averaged defect concentrations and diffusion coefficients.
[4] Complications arise near defect sinks where defect concentralions and
diffusion coefficients become strongly space dependent. Furthermore,
defect flux inauced segregation, to oe discussed in the next section,
may overshadow any effects of diffusion enhancement in the vicinity of
defect sinks. As an example of a radiation-enhanced, diffusion-controlled
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Diffusion coefficient as function of inverse temperature cal-
culated from rate theory for a nickel based substitutional
alloy. Displacement rate used was 10 = dpa/s. The Sink'degfity

is characterized by the sink annihilation probability p. p
is the average number of jumps of a defect between creation

agg annihilation at a sink. The thermal diffusion coefficient
D~ is shown for comparison.
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microstructural process, we will discuss precipitate coarsening in y/vy'
alloys. The y'-precipitates are ordered A4B intermetallics (L]Z) that
form coherently with the fcc disordered matrix and often exhibit little if
any lattice parameter misfit. Therefore, coarsening can be studied with-
out the undue interference from defect sinks that was alluded to before.
Coarsening or Ostwald ripening occurs by growth of large particles
at the expense of smaller ones. The driving force is the reduction of
interfacial energy. According to the Lifschitz-Slyozov-Wagner theory
the average particle diameter 53 - 52 = kt. The rate constant k is pro-
portional to the diffusion coefficient. Figure 6, taken from the work
of Potter and McCormick, illustrates that coarsening of a Ni-12.8 at. % Al
alloy during irradiation at various temperatures follows this relation well
and, hence, can be considered as Ostwald ripening. [11] However, the
rate constant k (which is proportional to the ordinate value at any fixed
dose, e.g. 1 dpa, is greatly enhanced relative to that for thermal aging.
In Fig. 7 coarsening rate constants for a Ni-12.7 at. % Si during irradiation
are compared with those calculated on the basis of rate theory assuming
that Si atoms act as immobile or mobile traps for interstitials, or do
not trap interstitials. [12] The results indicate that precipitate
coarsening under irradiation can be described as a radiation-enhanced
diffusion process in the Ni-Al and the Ni- Si systems. Some complications
that arise from radiation-induced segregation will be discussed later.

V. RADIATION-INDUCED PHASE CHANGES

Three principally different types of radiation-induced phase changes
can be distinguished. The changes may be caused by (a) the presence of
excess difects, (b) displacement disordering and (c) radiation-induced
local compositional changes.

The presence of excess interstitials and vacancies increases the free
energy of a phase. Maydet and Russel suggested that as a consequence,
shifts in phase boundaries should occur. [13] The energy contribution
from excess defects are usually small compared to typical energy differences
between neighboring phases. Moreover, only the difference in the energy
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contributions of the excess defects in competing phases can lead to shifts
in the phase boundaries. These shifts are expected to be small and no
unambiguous experimental evidence for such a shift seems to exist. Some
conceptual difficulties for phase boundary shifts resulting from excess
defects exist when the interface between the competing phases act as a
defect sink.

Displacements tend to disorder a solid and can change a crystalline
phase in to an amorphous phase. Such transitions appear especially
prevalent in covalently bonded semiconductors but are by no means restricted
to this class of materials. Similarly, radiation can disorder an ordered
alloy without a severe reduction of the crystallinity. At temperatures
at which atomic rearrangements ly diffusion, with or without radiation
enhancement, occur at perceptable rates, the competition between radiation-
induced disorder and reordering by atomic rearrangements nmey set up a
"steady state degree or order" during irradiation. [14] Figure 8 shows
some experimental evidence for this phenomenon taken from the work of
Potter, [15] At lower temperatures the N1'3Si film tends towards a lesser
degree of order during irradiation. At higher temperatures reordering is
fast enough to maintain the degree of order close to that at thermal
equilibrium. Since reordering requires only short diffusion distances,
phase changes due to radiation-induced disordering are expected to be

important mainly at relatively low temperatures.
The third type of radtation-induced phase change, i.e., that caused

by segregation, appears to be of the most practical importance and is hy
far the best documented type. Radiation-induced segregation has been
reviewed recently by Okamoto and Rehn. [16] A simple theoretical treat-
ment has been given by Wiedersich et al. [17] A previously mentioned,

at intermediate temperatures, significant fractions of the randomly

produced defects annihilate at sinks, thus, defect fluxes are induced.

A preferential association and/or exchange of specific alloy components
with defects couples net fluxes of components to defect fluxes, which in
turn alters the local composition near defect sinks. Usually, the matrix
near sinks becomes depleted of the large atomic size components and enriched
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in the small atomic size compnents of the alloy. [16] Local enrichments
of solutes may be sufficiently large to exceed the solubility limit and
precipitation can then occur in nominally solid solution alloys. Examples
are shown in Fig. 9 for dilute Ni-Sialloys in which Ni3Si precipitates
form on surfaces (a), on dislocation loops (b) and on grain boundaries
(c). [18] A normally single phase Ti-6A1-4Y alloy forms a high density
of 8-phase precipitates during elevated temperature irradiation as shown
in Fig. 10. [19] Whether the hcp to bce phase transformation in this case
isin fact caused by local concentration changes has not been established
as yet.

Solute depletion near sinks occurs in those alloys in which solvent
atoms are preferentially transported with the defect fluxes to sinks. A
corresponding enrichment of solute results in the matrix. However, in
solid solution alloys the enrichments in the matrix are generally small
compared to those discussed in the previous paragraph because the volume
around sinks, in which significant concentration changes and gradients
occur, is a rather small fraction of the total volume of the material.
Hence, generally no precipitation will occur for solid solution alloys which
show solute depletion at sinks, except when the average composition i s close
to the solubility limit.

The solute depletion case is, however, important for redistribution
of phases in multiphase alloys as will be shown by examples from the work
of Potter and co-workers on a Ni-12.8 at. % Al alloy. [20] In contrast
to the uniform distribution of y"' precipitates which is observed in the
thermally aged alloy, precipitate free zones develop during irradition
around defect sinks such as dislocation loops as illustrated in Fig. 11.
Nickel enrichment around sinks brings the local composition into the
solid solution range; ¥' precipitates dissolve near these sinks and are
concentrated in sink-free regions. As dislocations penetrate at high
doses into regions with large and dense precipitates, precipitates partially
dissolve at the dislocations as shown in Fig. 12. Fragmentation of pre-
cipitates occurs and renucleation takes place in previously precipitate
free zones. The number density of precipitates eventually increases at
high doses, so that the average precipitate size goes through a maximum
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continuous surface film of Ni_Si film; (b) shows toroidal
Mi_Si precipitates that form on interstitial dislocation
Io%ps; (© shows a ¥1,Si Film that covers a grain boundary.
Courtesy of P. R. Okar?ﬁoto and K.-H. Robrock.

48



Fig. 10.

o

Formation of b.c.c. precipitates in a h.c.p. commercial purity
Ti-6 wt. % Al-4 wt. % V solution annealed alloy during V-ion
bombardment; (b) 465°C, 25 dpa, (b) 547°C, 12 dpa, (c) 660°C,
25 dpa. Control specimens with the same temperature history,
but shielded from the ion beam, remained single phase. [19]
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as a function of dose during irradiation, Fig. 13, in contrast to the
monotomic increase in size during themral aging. [21]

Precipitate redistribution due to radiation-induced segregation also
occurs, of course, in two-phase alloys in which solute enrichment at sinks
prevails. Precipitates nucleate and grow preferentially at defect sinks,
as discussed in conjunction with Fig. 9 for solid solutions. The matrix
loses solute and eventually all precipitates not associated with defect
sinks are dissolved.

In two component alloys the composition of the precipitate phase
should be close to that of the thermal equilibrium phase aside from
possible concentration gradients within the precipitates due to defect
fluxes. In multicomponent systems, the different strengths of coupling
between the various components and the defect fluxes can lead to precipitate
compositions that differ markedly from their thermal equilibrium composition
in the alloy, because the matrix composition at the precipitate interface
mey be altered significantly from the average matrix composition. An
example of this phenomenon ney be the so called G-phase that is found after
neutron irradiation in silicon-containing Fe-Cr-Ni based alloys. [22] The
G-phase is structurally similar to M23C6’ but has a significantly different
lattice parameter and composition.

VI PROBLEM AREAS | N QUANTITATIVE CHARACTERIZATION OF DEFECT CLUSTERS AND
MICROSTRUCTURAL FEATURES

As is apparent from the brief discussions of the primary and the
secondary damage microstructure presented in the two introductory papers
to the Workshop, a multitude of defects, defect clusters and other micro-
structural features play an important role in the development of the damage
structure in materials under irradiation. Although a good qualitative
understanding of the major processes and features has been achieved during
the past decade, quantitative and predictive descriptions of the response
of a material during elevated temperature irradiations require a substantial
increase of our knowledge about properties and structures of defect clusters.
Some of the most important areas in which the techniques discussed in the
Workshop could contribute are outlined here.
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The structures, binding energies and kinetic properties of defect-solute
complexes are of great importance to the quantitative understanding of alloy-
ing effects on nucleation of interstitial and vacancy aggregates as well
as to the quantitative description of radiation-induced segregation processes.
Quantitative information on structures, size-distributions, compositions
and stabilities of vacancy, interstitial and solute aggregates, especially
those whose size is below the resolution limit of conventional transmission
electron microscopy, would provide valuable checks on existing theory and
would give guidance for necessary improvements. Measurements of chemical
composition and phase identification of precipitates in irradiated materials
are prerequisites for a thorough description of phase stability during
irradiation. At present most quantitative microstructural investigations
rely on quantitative transmission electron microscopy which is highly
labor-intensive. Characterization of size-distributions of voids, loops
and precipitates and measurements of dislocation densities by less laborious
methods would be highly desirable.

Irradiation microstructures are frequently nonuniform. For example,
void and dislocation loop depleted regions occur near surfaces and grain
boundaries; massive precipitation can be associated with defect sinks and
precipitates may form continuous grain-boundary and surface films; frequently,
preferential associations between different microstructural features are
observed, e.g., voids attached to precipitates. It is easily surmized
that such nonuniformities could affect, for example, crack propagation
or the relative contribution of grain boundary sliding and intragranular
slip to overall deformation. At present, no valid concepts seem to exist
for useful, quantitative descriptions of these nonuniformities, nor are
reliable models available for relating them to properly changes.
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RADIATION DAMAGE ANALYSIS BY
POSITRON ANNIHILATION SPECTROSCOPY*

R. W. Siegel
Materials Science Division
Argonne National Laboratory

Argonne, IL 60439

I INTRODUCTION

Positron annihilation spectroscopy (PAS) has in recent years become
a valuable new tool for investigating defects in metals. The ability of
the positron to localize in a trapped state at various defect sites, in
which the positron annihilates with unique characteristics. has enabled
the positron to be used as a localized probe of these defect sites. Several
reviews of the application of PAS to the study of defects in metals have
been published [1-8], as have more general treatises on the applications
of positron annihilation to the study of solids |9,10]. PAS has made,
and has considerably greater potential for, a significant contribution
to radiation damage analysis in two areas of importance: (1) the deter-
mination of atomic-defect properties, a knowledge of which is necessary for
the modeling required to couple the results of model experiments using
electron and ion irradiation with the expected irradiation conditions of
reactor systems, and (2) the monitoring and characterization of irradiation-

induced microstructure development. A unique aspect of PAS for radiation
damage analysis is the defect specificity of the annihilation characteristics

of a trapped positron. In addition to its value as an independent analytical
tool, PAS can be a useful complement to more traditional techniques for defect
studies.

I POSITRON ANNIH ILATION

The physical _llj_asis for PAS can be described with the aid of fig. 1.
When a positron (e ) is injected into a metal, usually from a radioactive
source such as 22Na, i t becomes rapidly {~1 ps) thermalized resulting in a
positron initially in a Bloch state (see fig. 2) in the lattice, but which
can subsequently be trapped in a highly localized state in a defect {€.g.,
see fig. 3). At a time 6t (distributed from zero up to some hundreds of
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Fig. 1. Positron annihilation spectroscopy. Schematic representation of

positron annihilation indicating the bases for three experimental
techniques: lifetime, angular correlation, and Doppler broadening
(Ref. 6).
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Positron density x @ ¥n | in the vacancy-trapped state of the positron,
shown on a network of 25 atomic sites in the (001) plane with the
vacancy at the center; @ is the volume of the supercell (Ref. 11) in
which the calculated positron density is normalized (Ref. 11).

59



ps) after positron injection into the metal, signaled in the case of a
2Nal positron source by the essentially simultaneous emission of a 1.23
MV "birth" y-ray, the positron will annihilate with an electron yielding,
almost always, two y-rays.

Although the positron lifetimes and source intensities are such that
no more than one positron usually exists in the metal sample at a given in-
stant, the PAS measurement techniques integrate over a large number (often
m106) of annihilation events. The distribution of the measured ¢t values
for a number of these events yields information regarding the total electron
density o~ (F) in the region of positron-electron annihilation, since the
rate of positron annihilation, », equal to the reciprocal of the positron
lifetime, is given by the overlap integral of the electron and positron
densities as

A= ﬁroac -[-p'(—r")p*'(?'*) 3, (1)

where r, is the classical electron radius, c is the velocity of light and
p+(?) Is the positron density in the crystal. A typical set of experimental
positron lifetime spectra are shown in fig. 4 for pure a-Fe with and without
defects (from Ref. {121). It can be seen from fig. 4 that the presence of
defects in the a-Fe increases the observed positron lifetimes, a result of
the positron being trapped and subsequently annihilating in a region of
lower-than-average electron density, the defect {e.g., vacancy, dislocation,
void).

- Owing to the necessity of energy and momentum conservation in the annih-
ilation process, the two y-rays resulting from the electron-positron pair
annihilation each have an energy equal to the rest-mass energy of an electron
or positron (rnoc2 = 511 keV) plus or minus an energy increment 4 and pro-
pagate in opposite directions plus or minus an angular deviation 8 (see
fig. 1). The deviations aE and ¢ arise from the net momentum of the annihil-
ating positron-electron pair. However, since the positrons have only thermal
energies {v kT) just prior to annihilation, the values of AE and e correspond
to essentially only the momenta of the annhilating crystal electrons, either
valence or core, with the higher-momentum cere electrons contributing pro-
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portionately more to the largest values of at and d. This can be seen in
fig. 5 in which typical angular-correlation curves, N(8) versus &, are
shown'for A1 at 100K containing no vacancies, Al at 600K containing ~10"
vacancies, and Al containing voids (from Ref. [5]). Since fewer core
electrons are present at the defect site at which the positron is trapped,
and from which it subsequently annihilates, the angular-correlation curves
are seen to be more sharply peaked for the Al containing vacancies or voids.
A similar effect on the Doppler-broadening spectra, P(AE) versus AE, also
results from the presence of defect traps for the positron.

The similarity of information available from Doppler-broadening and
angular-correlation experiments (of the one-dimensional or long-slit type)
can be most easily seen by comparing the expressions for N(e) and P(aE) in

terms of the independent-particle model probability, R(P), that positron-
electron annihilation yields 2y-emission with total momentum ;

2

5

+> +
REE) = wr e 2 0 | f 3 &TTPTy (Pl ()2, (2)
k

where w+('F) and wk(F) are the positron and electron wavefunctions, respectively,
ny is the Fermi function, and k represents both the electron wavevector
X and the band index. The expressions for N{8) and P(AE) are then

N(e,) = f[ dp,dp,, R(P) | | (3)
and _
e, ) = [[ anyep, RB) (#)

where the direction of the emitted y-rays has been taken as X in a Cartesian
coordinate system, and the momenta, angles and energies are related by

pj = mee; and AE\]. = Py where m is the electron mass. Indeed the positron
lifetime, T = A=!, gives even more-integral information regarding the region
from which it annihilates, as can be seen from its expression in terms of

R(P) as:
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“lzae (2m) ‘/‘ % R(B) (5)

which is equivalent to eq. (1). However, since the average electron density
at a defect site can be quite defect specific, positron lifetime measurements
have offered a unique method. for investigating, for example, vacancy-clustering
processes at the smallest cluster sizes. The momentum measurements (angular
correlation or Doppler broadening) can also yield detailed defect-specific
information, as indicated by egs. (3) and (4), but few attempts to date

have been made to apply this information to defect studies. A further

advance in this area should come from the advent of two-dimensional angular-
correlation studies on metals containing defects [13], since the annihilation
spectrum obtained from such experiments,

N(e,,0,) = fdpx R(P) (6)

yields the least-integral, and hence most detailed, information regarding
the region from which the positron annihilates.

111. TRAPPING MODEL

The results of PAS experiments on metals containing defects are normally
analyzed in terms of the two-state trapping model [14-16]. In this model

it is assumed that the positron: (1) exists in either one of only two
s’tates in the metal, the bulk or Bloch state (see fig. 2) and the defect-
trapped state (e.g., see fig. 3), in relative concentrations nb(t) and
nt(t), respectively; (2) enters the system at time t=O only through the
Bloch state; and (3) is thermalized at t=0. This model can thus be
described by the set of coupled differential equations:

dny

_b . (7a)
at - "Mt 7 Mkt
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ot T TS e (7b)

where Ay and At are the positron-annihilation rates in the Bloch (lattice)
and defect-trapped states, respectively, and K¢ s the total transition
or trapping rate of the positron from the Bloch state to its defect-trapped
state. The positron lifetimes in the Bloch and defect-trapped states are
defined by Ty = Ab'l and Ty = At'l, respectively.

- Equations (7a and b) are readjly solved to yield an expression for the
fraction N(t) of positrons present in the system at time t

N(t)

nb(t) + nt(t)

(1-12)exp(—A1t) + 1, exp(-Azt) s (8)

where As Ay and I2 are the decay rates and intensity that can be obtained
from a deconvolution analysis of an observed positron lifetime spectrum.

An experimentally observed lifetime spectrum for such a system is the time
derivative of eg. (8) convoluted with the resolution function of the experi-
mental lifetime apparatus plus any additional contribution from the positron
source itself (see fig. 4). The experimentally obtainable parameters A, A,
and 12 are related to the physical quantities Ab’ Ae» and K¢ by:

Ap = (1=I)A) + Toh, = Ay - kg (9a)
R ¥t (9b)
ke = Iy (A = A,). (9¢c)

*Use is made here of the ergodic hypothesis, which draws the equivalence
between a set of sequential individual events (e.g., positron-electron
pair annihilations in a metal) and the time average or sum of these events
(e.g., an experimentally collected lifetime or momentum spectrum).
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It can be seen from eqgs. (8) and (9) that A2 = 1_2'} is the decay rate
corresponding to the position in its defect-trapped state and may thus
be used in determining the nature of the defect trap present in the metal.
The intensity Iz, on the other hand, is directly related to the probability
of position trapping at the defect and is thus a measure of the defect-trap
concentration.

The mean positron lifetime, t, is given by

@ ) ]+Tth
T = fN(t) dt = ™ \ T (10a)
" b*t
= (1-At) .Tb + Atft 5 (IOb)
where
-_— — —K ]
At B [ Atnt(t)clt - x.tfx.t (11)

is the probability that the positron annihilates from the defect-trapped
state. An expression analagous to eg. {10b) can be written for any of
the characteristic shape-parameters, which we denote generically by F,
obtained from analyses of the angular-correlation or Doppler-broadening
spectra. Thus,

F= (1-At)Fb +AF (12)
where At is given by eq. (11) and Fb and Ft are the spectrum shape-parameters
characteristic of positron annihilations from the Bloch and defect-trapped
states, respectively. For any of these momentum (or energy-shift) distribu-

tion shape-parameters, F, or the mean positron lifetime, T, its relationship
to the total positron trapping rate, Kis is given by

Ky * Ap (PP )/ (Po-P) (13)

where P can represent any F or T.
The trapping rate «;, within the trapping model [see egs. (9¢) and (13)]
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is proportional to the concentration of defect traps. For a single defect
type it is simply «, = w,c,, where u, is the (specific) positron trapping
rate per unit defect concentration and ¢, is the defect-trap concgafration.
For an ensemble of various defects (j) that trap positrons, Ky = Fi: H.Cy,s
where hy and c, are the specific positron trapping rate of the jth) type
defect and the concentration of this defect, respectively. In such a
multi-defect trap situation, the values of 7, and F, obtained from two-
state trapping-model analyses of PAS experiments are essentially weighted
averages of the rt.'s or Fj's for the individual defect types present in
the system. Furthermore, in this case Ky is proportional to the total
concentration of defects that act as positron traps, with the proportionality
constant being an appropriately weighted average of the specific trapping
rates for the defect ensemble.

Thus in summary, the concentration of defects to which the positron
s sensitive (e.g., vacancies, vacancy clusters, voids, dislocations)
can be monitored directly by experimental PAS determinations of Kgs OT
somewhat less directly through I [see eqgs. (8) and (9)]. In addition,
the nature of the defect being monitored by the positron can be deduced by
means of its characteristic positron-annihilation parameters Ty =T, 00 R
This combination of available information from PAS regarding both the con-
centration and nature of the defects to which the positron is sensitive
forms the basis for the application of PAS to the study and characterization
of defects in metals.

IV.  APPLICATIONS OF PAS TO DEHECTS

Vé now turn to some examples of the application of PAS to defects in metals;
applications that have direct bearing on the analysis of radiation damage.
I't should first be pointed out, however, that the positron is not equally
sensitive to all lattice defects in metals, and in a very definite sense
this is one of the positive attributes of PAS as applied to defect studies.
While the positron is very sensitive to local regions of lower-than-average
electron density in metals, such as vacancies, small vacancy clusters,
voids or dislocation lines and jogs, it is essentially insensitive to regions
of higher-than-average electron density, as found at an interstitial or small
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interstitial cluster. Thus, PAS is able to differentiate between the earliest
stages of vacancy and interstitial clustering in irradiated systems in a manner
not directly possible by resistometric techniques or transmission electron
microscopy.

A major application of PAS has been in the study of the physical pro-
perties of vacancies. A knowledge of these properties is necessary both for
an understanding of radiation-damage development in metals and in order to
be able to predict the behavior of complex defect systems in neutron-irradiated
metals from the results of model experiments in electron- or ion-irradiated
metals. The measurement of vacancy formation enthalpies, HS, in metals by
PAS has been recently reviewed [6] and compared with other available techniques.
A typical set of experimental PAS Doppler-broadening data [17] for the measure-
ment o f Hf inCu is shown in fig. 6, in which a lineshape-parameter F(T),
defined by a region around AE=0, is plotted as a function of temperature, T.

At temperatures below ~500°C in Qu the positron is insensitive to the rather
low equilibrium concentration of vacancies (cv s 10—7) and, hence, F(T) is
simply Fb(T)’ the lineshape parameter corresponding to the positron annihilat-
ing inits Bloch state. The parameter Fb(T) varies linearly with temperature
inthis temperature region, as indicated by the lower dashed line in fig. 6,
a behavior which is theoretically understood [18,19] in terms of lattice
expansion and phonon-coupling effects. At the highest temperature, F(T)
approaches a saturation, indicated by the upper dashed line, which is re-
presentative of the lineshape parameter FV(T), corresponding to the positron
annihilating from its vacancy-trapped state. The parameter FV(T) s also
linearly temperature dependent, although more weakly so than Fb(T), since
only lattice-expansion is expected to affect this parameter [11].

The temperature dependence of F(T) in the transition region of the
sigmoidal curve shown in fig. 6 between these two states is controlled by
the transition or trapping rate x (T) = u c, = u, exp(Sf/k) exp(-Hf/kT),
where the subscript v refers to the vacancy and the other quantities have
their usual meanings. Thus, an Arrhenius plot of these data, shown in fig. 7,
yields a straight line from which a value of HC = 1.31 + 0.05 eV has been
deduced [17] for Cu. A representative, but limited set of recent PAS results

for values of Hf in-several metals is presented in table 1. It can be
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TABLE 1.

Some recently measured values of the vacancy formation enthalpy, HE, for
several metals by PAS

Metal H.F.(EV) Reference
Al 0.66+0. 02 [20]
Ag 0.1 60, 02 [21]
Au 0.97t0.01 [21]
Cu 1.31+0. 05 [17]
Ni 1.74+0.06 [22]
v 2.110.2 [23]
Nb 2.6:0.3 (23]
Mo 3.040.2 [23]
Ta 2.8%0.6 (23]
W 4.0%0.3 [23]

seen that PAS has been useful in deterining values of Hf in a variety of
metals, even the bcc refractory metals for which little vacancg—formation
information had previously been available. These values for Hv when
combined with the results from tracer self-diffusion measurements of the
activation enthalpy for diffusion also yield values of the vacancy migration
enth lpy, often the most reliable source of such information regarding
vacancy mobility in metals [6].

In addition to investigations of vacancy formation in pure metafs, a
number of similar PAS measurements of vacancy formation in dilute alloys have
also been carried out. These have yielded information regarding the interaction
energies between a vacancy and a solute atom in the systems investigated,
since this interaction is responsible for an enhanced vacancy concentration
at a given temperature. The results of much of this work, and the basis upon
which the experiments have been analyzed, have been reviewed elsewhere [24].

PAS has also been applied quite extensively to post-irradiation annealing
behavior in metals, .both in attempts to study the mobility of the atomic
defects produced by irradiation and to investigate the nature of the vacancy
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precipitation process and the resulting defect structures. It is useful

to look at a few examples from this class of PAS experiments in order to
point out the types of defect information available from PAS and to elucidate
the particular advantages of PAS over more traditional techniques for such
defect studies.

Some results of a set of Doppler-broadening studies [5, 25, 26] of Cu,
irradiated at 10K with 3 MV electrons to an initial Frenkel-pair concentration
of «3 X 10'4, are presented in fig. 8. These studies have been unique to
date, in that they have utilized the defect specificity of the electron-
momentum information available from PAS in investigating the developing micro-
structure during post-irradiation annealing. A comparison is made in fig. 8(a)
between the isochronal-annealing behavior of two Doppler-broadening shape
parameters, Iv and IC defined in fig. 8{(c}, and that of the more traditional
electrical resistivity. While the resistivity measurements can only indicate
the loss of electron-scattering centers (vacancies Or interstitials or both)
during stage-111 (at ~250%) annealing, the PAS-parameter measurements, which
are primarily sensitive to vacancy-like defects, rather clearly indicate the
loss of vacancies via precipitation into void-like precipitates. This can be
seen more clearly in fig. 8(b), in which a parameter designed to be defect-
type specific, but defect-concentration independent, is plotted for the irradia-
ted Cu and compared with a similar plot for quenched Au and parameter cali-
brations for dislocation loops, vacancies, and liquid-state trapping sites
in Cu. It should be possible in the future to define parameters of the PAS
momentum distributions that are even more defect specific than that shown
in fig. 8(c) when our understanding of the positron-annihilation spectra for
various defects becomes sufficient for this purpose. At that time, PAS
Doppler-broadening and angular-correlation studies will become even more
powerful tools than they are at present for the study of defects in irradiated
metals.

Positron lifetime measurements on metals containing previously undefined
defect ensembles have the distinct advantage at the present time that the
positron lifetime in a particular defect-trapped state is a more well-defined
physical quantity than the various momentum-distribution shape-parameters
in use, and can alsa be theoretically estimated with reasonable, if not
precise, certainty. Thus, the positron lifetimes in vacancies and voids are
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rather well-established quantities and can be used in evaluating the results of
lifetime experiments on irradiated metals. An example of such results [12]
is presented in fig. 9, in which the isochronal-annealing behavior of the
defect-trapped positron lifetime, Tos and the intensity of this component,
I,,are shown for high-purity «-Fe electron irradiated t94two different doses
(initial Frenkel-pair concentrations of -0.7 and ~7 X 10 "). It seems clear
from fig. 12 that vacancy clusters are_being formed at temperatures ~220K,
although these clusters with 250 ;12 < 300 ps do not appear to be well-
defined three-dimensional voids, which would yield a somewhat higher life-
time for positrons trapped therein. Furthermore, the annealing behavior
of I, in the low-dose sample, in combination with the absence of any change
in T, at ~140K, indicates that vacancy-interstitial recombination occurs
at 140K in electron-irradiated a-Fe. This work, and a number of others in
various laboratories, points up a particular and unique advantage of PAS
in the study and characterization of defects in irradiated metals, namely,
the sensitivity of the positron and its annihilation characteristics to
both individual vacancies and their clusters up to sizes large enough to be
considered well-defined voids. This sensitivity is unique to PAS in comparison
with the more traditional techniques (e.g., electrical resistometry, trans-
mission electron microscopy, etc.) for defect and radiation damage analysis.

W finally turn to an example of a set of investigations on void formation

during ischronal annealing following irradiation of M by 1.5 x ]O]ch—2 fast
neutrons [27] or 2 X 10'8 ¢m? electrons [28], the latter of which has been

futher quantitatively analyzed [29] in terms of the vacancy-clustering process.
Figure 10 shows the post-irradiation annealing behavior of the defect-trapped
positron lifetime, Tos in M from [27] and [28]. It can be seen that while
T, in the electron-irradiated case has an initial value representative of

the vacancy in Mo, the initial value of t, in the neutron-irradiated case is
already considerably higher, indicating the void-like nature of the depleted
zones present in this case. Upon ageing at elevated temperatures, vacancy
precipitation into voids is indicated by the continuous increase of T, up

to values -450 ps. The rise of T, above these values at higher temperatures
has subsequently been shown [30] to be due to impurity contamination of the
voids, an effect to which PAS is also quite sensitive and a potentially useful
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investigative tool.

In an attempt to make such PAS lifetime data more quantitatively useful
ininvestigating the void-formation process, theoretical estimates using the
jellium model have been made [29] of the positron lifetime in its void-
trapped state in Al and Mo as a function of the number (1...50) of vacancies
in assumed-spherical clusters, shown in fig. 11(a). The application of these
calculations to the results of [28] are shown in fig. 11(b), in which the de-
duced number of vacancies in the (average) microvoid as a function of annealing
temperature is indicated. While these calculations are still rather crude,
especially in the case of very small clusters {e.g., divacancies and tri-
vacancies), they indicate clearly the additional potential of PAS as a detail-
ed quantitative tool for the analysis of defect-clustering processes in metals;
a potential that will be more fully realized with the availability of more
sophisticated theoretical models for positron annihilation in small vacancy
clusters.

V. CONCLUSION

In conclusion, it is evident that positron annihilation spectroscopy
has already become a valuable technique in our arsenal of methods for the
study of atomic defects in metals. Owing to the ability of the positron to
localize in a variety of metal defects where it subsequently annihilates
yielding information regarding its local electronic environment, we now
have a new and unique tool available for radiation damage analysis in metals,
which both complements and supplements previously available methods. Many
new advances in PAS experimental and theoretical techniques and additional
applications to problems concerning defects and microstructures in metals
are evolving in this rapidly developing area [31]. Nevertheless, it already
seems clear that in the future PASwill continue to increase its usefulness
for the characterization of defects and the study of radiation damage in
metals.
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HIGH SPATIAL RESOLUTION CHEMICAL MICROANALYSIS
IN DAMAGE STUDIES

David C. Joy

Bell Laboratories
Murray Hill, NJ 07974

[ I INTRODUCTION

A valuable adjunct to high resolution micro-structural studies of
damaged materials is the ability to determine the chemistry of the sample,
iTpossible at about the same level of spatial resolution. This chemical
micro-analysis should be able to both identify what elements are present
in any given area of the sample and measure the concentrations of these
elements. Such an analysis could then be applied to either the bulk com-
position of the specimen, or to the identification of second phases, pre-
cipitates or inclusions in the matrix of the sample.

The techniques of imaging and microanalysis at high resolution can be
coupled by using an electron microscope equipped with spectrometers to
detect and analyse the fluorescent x-rays and characteristic energy losses
which occur as a result of the interactions between the electron beam
and the sample in the microscope. Figure (1) shows the arrangement of the
specimen, incident electron beam, and the spectrometers in such a device.
The microscope could be either a conventional I00kV transmission electron
microscope (TEM) equipped with a scanning attatchment (STEM), or else a
dedicated STEM. In both cases the electron probe is focussed to a diameter
of between 50 and 500A and scanned over the sample to generate a high
resolution scanned transmission image of the specimen. This probe can
also be used to select any region of interest for analysis. With modern
commercial instruments the current density into this probed area is of
the order of 20 amp/cmz, corresponding to an incident current of about
10°10 amps at the sample.

With this instrumental configuration either, or both, of the spectro-
meter systems can be operated while an image is being collected. The micro-
analytical data obtained can thus be placed in the context of the micro-

structure of the specimen. In general, any specimen that is thin enough
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Figure 1. The schematic arrangement of the electron beam, the specimen,
and the spectrometers in an analytical electron microscope.
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to yield a good image will also be suitable for high spatial resolution
micro-analysis, but because the requirements for the energy dispersive
x-ray (EDXS) and electron energy loss (EELS) spectrometry are different
the limitations placed on the sample in this respect will be discussed
in more detail later.

II. ENERGY DISPERSIVE X-RAY MICROANALYSIS

The incident beam of electrons ionises some of the atoms in the thin
sample as it passes through. These ionised atoms subsequently decay back
in their ground state, and in so doing a fraction « produce characteristic
x-rays which can be collected by a suitable detector. The energy carried
by any x-ray photon produced in this process represents the difference in
binding energy between two allowed states of the aotm. This energy is unique
to a particular element, and so a measurement of the energy (or wavelength)
of the photon is sufficient to unambiguously identify the element from which
it came. In the usual arrangement the x-rays are collected by means of a
lithium drifted Silicon diode, placed in line of sight of the sample
(see the sketch in figure 2a). The detector is typically of about 20 nun2
active area and placed at 15 to 20 mm from the beam axis. The x-rays which
enter it produce a charge pulse whose magnitude is directly proportional to
the energy of the photon. This pulse can then be amplified, shaped and pro-
cessed by a multi-channel analyser to yield a spectrum of the x-rays produced
by the sample. As many as 104 photons/second can be processed in this way,
thus all x-rays produced by the specimen and lying within the energy range
accepted by the detector are effectively collected simultaneously.

With the notation of figure 2a, the number of x-rays per second detected
from each atom of any element present in the volume of the sample irradiated
by the beam is

X-ray count rate = J.o.w. Efficiency (1)

where J is the incident electron flux (e]ectrons/cmz/sec), 0 is the appropiate
ionisation cross-section (cmzlatom) and w is the fluorescent yield for the
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Figure 2. (a) The factors affecting the sensitivity of X-ray analysis, and
(b) the factors affecting electron energy loss analysis.
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x-ray collected. For all elements with an atomic number Z greater than 3
the product of o.w is about constant indicating that the number of x-rays
produced is also constant. However the efficiency with which these x-rays
are detected varies enormously as we move through the periodic table. The
overall efficiency of collection and detection is controlled by two factors:
1. The x-rays are emitted uniformly into a spherical distribution from
the thin foil, so that only those traveling directly towards the diode
are detected. Taking the dimensions quoted before as a guide, the diode
is subtending about 0.1 sterad at the sample and the collection efficiency
is thus at most 0.1/47 i.e. about 1%.
2. In order to keep out the IOOKV electrons (as well as other photons
such as those lying in the visible range) the detector is protected by
a beryllium window some 8 microns thick. In addition there are gold
layers on the silicon to make connections and form a Schottky diode.
Between them these metals absorb soft x-rays so that, for photons of
1 keV energy or less, the effective detection efficiency falls rapidly
to zero. At the other end of the spectrum high energy photons (energies
of 10 keV or more) can pass right through the diode, so that again the
detection efficiency will fall, giving the overall response sketched in
figure 2a. Within the optimum energy range (2 - 10 keV) x-rays from all
elements above My in the periodic table can be obtained. Assuming an
incident electron flux of 20 amp/cm , an analysis time of 100 seconds and
a properly adjusted spectrometer system, figure 3 shows the minimum mass
of the element Z that can be detected. In the presence of other elements
the sensitivity of the analysis will be less because of the Bremstrahlung
background contribured by the matrix in which the element is sitting. The
amount by which the MDM is increased will depend on the distribution of
the element within the matrix, as well as on the composition of this matrix.
The optimum case is that in which the element of interest is present as
a precipitate etc and with a thickness close to that of the foil. In such
a case the electron beam can be focussed down SO as only to irradiate the
area required, and the MDM will then be close to the values predicted from

figure 3. The procedure just described raises the mass fraction of the
element in the volume analysed to a value close to unity. In other, less
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Figure 3. The variation in minimum detectable mass (MDM) as a function of
atomic number in EDXS. See reference l.
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favorable, conditions (such as a homogeneous distribution of the element)
where the mass fraction is substantially less than one, detection may only
be possible if the beam is spread so as to irradiate the greatest volume
of material so maximising the x-ray production from the desired component.
High spatial resolution microanalysis is thus not compatible with the
detection of trace amounts of an element, except when that trace is highly
localised.

The electron beam is scattered as it passes through the sample and,
because the electrons have to lose very nearly all of their energy before
they are no longer able to excite an x-ray, volume within which x-rays are
produced is generally larger than that defined by the probe diameter and the
thickness of the foil. To a good approximation (see ref. 2) the point-to-
point resolution be obtainable in the EDXS mode is given by the expression

5 Y3
b=6.24 x 10 (Z/Eo).(p/A) .t (2)
where E0 is the accelerating voltage in eV, P is the density in gm/cm3
A is the atomic weight, t is the thickness of the foil inon and b is
given in an.  Substituting typical values for 100kv operation shows that
a resolution of 51, 81 and 214 A could be achieved in 1000A thick
foils of carbon, aluminum and copper respectively. A performance of

this quality will, however, only be obtained if the background of stray
electron and x-ray production from scattering within the microscope is completely

supressed (see several discussion of this in ref. 3).

So long as the foil is "thin" the number of x-ray photons produced is
proportional only to the variables defined in equation 1, and a quantita=-
tion can therefore readily be performed. The relative concentrations of
two elements A and B will be given by

= . kp/k
Ca/Cg = Na/Ng = “B/"A (3)
where NA’ NB are the x-ray counts recorded from the elements in some time

period, and the terms kA and kB include the cross section, fluorescence
yield and efficiency factors of equation 1. The k-ratios (kA’ kB...etc)
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can either be determined experimentally or calculated from first prin-
ciples. In certain conditions, however, there may be appreciable absor-
ption of the emission of one element by another shich must be accounted
for even though the foil is thin(z). This effect will, of course, always
be more severe when the foil becomes thicker although on the other hand
a thicker specimen produces many more x-rays. Balancing the conflicting
claims of resolution, absorption and sensitivity it is reasonable to

suggest that the ideal sample thickness for EDXS studies is about 1000A.

IT 0. ELECTRON ENERGY LOSS SPECTROSCOPY

While the x-ray technique is ideal for many applications it cannot
detect (with useful sensitivity) such important light elements as Be, B,
C, Nor 0, because of the rapid fall-away in the efficiency of the x-ray
detector. This problem can be overcome by using instead the technique of
electron energy loss spectroscopy (EELS) in which the energy distribution
of the electrons which have passed through the foil is examined. In order
to ionize an atom a certain amount of energy is required, and this can only
be obtained from the incident electrons. The energy spectrum of the trans-
mitted electrons therefore shows characteristic features ("edges”) at
energies corresponding to the classical binding energies. These edges are
as unique a property of the element as its x-ray lines, and they can there-
fore equally well be used for the purposes of elemental indentification.
The EEL analysis is performed by passing the electron beam into a
magnetic "prism" which disperses it by an amount depending on its 10SS in
energy relative to the incident beam. A selecting slit placed in the
exit plane of the prism can then isolate electrons of any given energy
loss and, by scanning the dispersion across the slit, an energy loss
spectrum can be built up. This can be stored in a multi-channel analyser
in a way analogous to the EDX spectrum, with the difference that the
EEL spectrum is acquired sequentially. The time spent collecting any one
elemental edge is thus only a small fraction of the total analysis time.
Figure (4) shows a typical EEL spectrum, taken from a thin carbon film
contaminated with sulfur. Note that the intensity axis is plotted on a
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Figure 4. Electron energy loss spectrum recorded at 100 kV from a thin carbon
film.
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] logarithmic scale, with a range of nearly 104 to 1. About 95% of the

? electrons are seen to have passed through the film losing less than

" about 20eV, but on increasing the recording gain of the system, two

: edges at energy losses of about 180 and 280 eV can be seen, these

f representing the L23 edge of sulfur and the K-edge of carbon respectively.
a A simple measurement of the energy loss at which the edge starts is suf-
ficient to identify the element responsible.

The energy loss technique has two advantages over the EDXS method.
Firstly, we are observing the primary event (the ionisation of an atom)
rather than the secondary decay which produces the x-ray. The EEL count
rate (see figure 2b) is thus proportional only to J and o, and since o
rises as Z falls the sensitivity of an EEL analysis should actually be better
for light rather than heavier elements. Secondly, the transmitted elec-
trons are forward scattered, a majority of them lying within 10 milli-
radians of the incident beam axis. A practical electron spectrometer
can thus collect a fraction, nB, of this signal that is close to 100%.
and use it for analysis. The fraction, nB, of the signal accepted by the
spectrometer that is actually passed through the selecting slit can also
be very high, so that the inherent sensitivity of EEL micro-analysis
is excellent. Figure 5 shows the estimated MDM, as a function of Z, for
an optimised EELS system compared to the EDXS data discussed above. The
advantage of the EELS technique for light elements is clear. However,
as in the x-ray case, these idealised predictions are modified when the
element is analysed in the presence of other materials. Full calculations
of the Tikely sensitivity under practical operating conditions still
remain to be done, but approximate computations suggest that in a matrix
of medium Z (eg iron or copper) and 500A thick, a 200A diameter probe
might be able to detect as little as 106 carbon atoms.

Because the electrons collected by the electron spectrometer have only
been deflected through small angles there is no beam spreading to consid-
er and so the spatial resolution of the EEL technique will be governed
only by the diameter of the incident probe.

The thickness of the specimen is important in determining the form of
the EEL spectrum. Figure 6 shows the shape of the nitrogen K-edge,
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Figure 5. A comparison of the minimum detectable mass sensitivities, as a
function of Z, for EELS and EOXS at 100 KV, J = 20 amp/eme,

100 A

500A

Figure 6. A comparison of nitrogen K-edges from silicon foils 100 and 500 A
thick showing the effects of multiple scattering on the visibility
of the edge.



recorded from two samples of silicon ion-implanted with nitrogen to a
concentration uf 10%. In the firsi Lase, with a foiil thickness vi 10G0A,
the edge is clearly visible but in the second, where the foil was 500A

thick, the edge is both less pronounced and visibly distorted. A further
increase in thickness can actually result in the total disappearance of

the edge with the consequent loss of micro-analytical ability. Unlike

the x-ray case, the best EEL specimen is thus always the thinnest Techniques
for the quantitation of EEL spectra are now well developed both for relative
and absolute concentrations (see ref. 3) using the K- and L-edges obtained
from the elements giving these edges within the usual energy loss range of
interest (0 = 1 keV).

V. SUMMARY

To summarise therefore, taken together the EDXS and EELS techniques
provide the means wherebye chemical micro-analytical data covering all
the elements in the periodic table from Li upwards, can be obtained with
a sensitivity of the order of 10']9 gms or better and at a spatial
resolution measured in the range of 50 to 300A.
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HIGH RESOLUTION TRANSMISSION ELECTRON MICROSCOPY
AND MICRODIFFRACTION FOR RADIATION DAMAGE
ANALYSIS

Robert Sinclair
Department of Materials Science and Engineering
Stanford University
Stanford, California 94305

1. INTRODUCTION

High resolution TEM techniques have developed to quite a sophisticated
level over the past few years. In addition TEM instruments with a scanning
capability have become available comercially which permit in particular the
formation of a small electron probe at the specimen. Thus direct resolution
and microdiffraction investigations of thin specimens are now possible,
neither of which have been employed to any great extent in the analysis
of radiation damage. This abstract highlights some recent advances which
are thought to be relevant to this specific area of research.

11.  HIGH RESOLUTION TEM

A Structure Imaging

The electron micrograph containing the most information about
the specimen is produced by using as many diffracted electron beams as
pssible in the image formation process. Thus 'structure images" are
taken with the transmitted beam and many (>20) diffracted beams passing
through the objective aperture. The experimental conditions for obtaining
readily interpretable pictures are quite stringent: the specimen should
be thin (say less than 1008 for a IOOKV microscope), exactly oriented to a
zone axis orientation and the objective lens focus set to the appropriate
value to bring the participating reflections together at the correct ampli-
tude and phase (Scherzer focus). This type of imaging has been pioneered
by lijima, Cowley and coworkers and is reviewed in Physics Today (March
1977). with many original articles contained in Acta Cryst. 1972 onwards.

The resolution limit of IOOKV microscopes is in the range 3-48
and so pictures of atomic arrangements can only be taken in those materials
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for which the separation of heavy metal atoms is of this order. This
requirement is filled by many oxide systems, but not by close packed
materials such as metals or many useful structural ceramics. The identi-
fication of point defects and their migration has been demonstrated in a
niobium oxide (see lijima et al. Acta Cryst. A30, 251 (1974)) and the
structure of perfect and imperfect crystals has been examined in many
systems at the atomic level. However the resolution limitation makes this
mode unsuitable for radiation damage studies of many useful materials with
current IOOKV instruments.

The resolution of a TEM is improved most dramatically by increas-
ing the accelerating voltage, and some of the first micrographs illustrating
this achievement have recently been published (see Horiuchi et al.,

Acta Cryst. A34, 939 (1978)). A resolution of about 2.28 has been found
in current high voltage (1 MeV) high resolution microscopes in Japan, and
this is approaching the level necessary to resolve atomic separations in
metals (mzﬂ in the most convenient projections). Atomic level studies
may then be possible with these higher resolution machines, and even point
defects (e.g. interstitials) should be detectable from a contrast point-
of-view (see Fields and Cowley, Acta Cryst. A34, 103 (1978)). Whether
displacement damage occurring in the high voltage microscopes will detract
from the images, or alternatively allow in situ radiation study, is an
interesting prospect to follow.

B. Fringe Imaging

The investigation of metals at high resolution has been pursued
by imaging one set of lattice planes, using transmitted and one diffracted
beam for the imaging process. A study by Howme and Rainville (Rad. Eff.
16, 203 (1972)) showed that the fringes are distorted by the presence of
radiation damage (e.g. voids, loops) but that it is extremely difficult to
obtain meaningful information about the structure in the vicinity of the
defect. Careful experimentation is required to obtain tractable data from
this imaging mode, but several important metallurgical phenomena have been

studied recently. Thus lattice distortion near dislocation cores may be
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investigated when the dislocation line is straight and parallel to the

imaging planes and electron beam (see Bourret et al. J. Microscopie
Spectroscopie Electronique, 2, 467 (1977)). Stacking faults and interfaces
may be imaged at atomic plane resolution provided they also are tilted parallel
to the electron beam (see Sinclair, Proc. EMSA 35, 110 (1977)). Small
precipitates and short-range order are readily visible. However the imaging
of individual point defects does not seem possible by this mode.

One important area of application of the fringe method appears to
be the determination of local composition from the local lattice fringe
spacing. More sensitive compositional variations may be found than by
energy dispersive techniques so long as the lattice parameter varies
sensitively with composition, which particularly occurs for interstitial
solid solutions. (see Sinclair and Thomas, Met. Trans. 9A, 373 (1978);
Sinclair in "Analytical Electron Microscopy"” edited by D. C. Joy et al.,
Plenum, in press). This approach may be quite significant for determining
segregation phenomena in irradiated alloys.

C. Aberration Free Focus Imaging

The multi-beam image at IOOkV has been found recently to have
superior resolution in some highly specific circumstances by taking the
image at a well-defined value of defocus for which high spatial resolution

reflections also contribute appropriately to image formation (see
Hashimoto et al., J. Phys. Soc. Japan 42, 1073 (1977)). There is some

serious current discussion over whether this mode will provide faithful
information about imperfect crystals. Nevertheless some dramatic pictures
have been presented on radiation damage in silicon, both on interstitial

and vacancy clusters, which indicate that this mode certainly deserves
further consideration in the future (see lzui et al, Proc. 9th Int']

Congr. on Electron Microscopy 1, 292 (1978), Proc. EMSA, 3Z in press (1979)).

111. MICRODIFFRACTION

An alternative way to extract structural information about materials
is from a diffraction pattern. In conventional transmission electron
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microscopy the patterns are taken areas as small as tu diameter, but not
lower than this because of spherical aberration errors.

Scanning TEM instruments utilise a small electron probe to produce
the image, and this can be employed in turn to Ilimit the volume of material
through which the electrons pass and from which the microdiffraction pattern
i s obtained. Regions only 408 in diameter are relatively easy to probe,
and smaller areas are quite feasible in STEM's fitted with a field-
emission electron source.

There are several ways of taking microdiffraction patterns (see
Thompson et al. Norelco Reporter 1978). The electron probe may be stopped
on the area of interest, or scanned over a small region. If the contamina-
tion rate is severe the diffraction pattern may degrade quite quickly in
these modes. Alternatively a rocking beam mode may be utilized to circum-
vent this contamination problem (see Geiss, Appl. Phys. Lett. 27, 174
(1975)). The usual crystallographic information can be derived from such
patterns although the beam divergence IS often not sufficiently low for
high precision data (e.g. about lattice parameters) to be obtained. Clearly
the choice of microdiffraction pattern or direct lattice imaging for high
resolution data depends on the type of information to be obtained. The
decision between imaging and diffraction is often made with conventional
experiments on the same basis and an additional perspective is commonly
obtained by combining the two approaches.

An additional microdiffraction mode, which has exploited recently with
some success, s the convergent beam method (see Steeds et al. Proc. 9th
Intl Cong. on Electron Microscopy, 1, 620 (1978)). In this situation a
highly convergent beam is focussed onto the area of interest and fine
structure in the pattern can yield information on local crystallography
and sensitive variations in lattice constant. Convergent beam patterns
taken from areas containing lattice defects may prove to be quite useful
in the future: a recent pattern from a dislocation in silicon shows
splitting of all the Kikuchi lines apart from one set of lines, which is
probably related directly to the exact structure of the dislocation.

(see Spence, 9th Western Regional Conf. on Electron Mircroscopy, 1979;
Bentley, the present workshop).
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V. SUMMARY

Quite a number of high resolution TEM imaging and microdiffraction
techniques are now well developed but have rarely been applied to radiation
damage analysis. Careful experimentation is required to take such pictures
and a good theoretical background is often necessary for their interpreta-
tion. Nevertheless the level of aotmic resolution is being rapidly approached
and this should provide an important tool for the critical investigation
of radiation-associated problems.
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APPLICATION OF ION CHANNELING TO RADIATION DAMAGE STUDIES*
S. T. Picraux

Sandia Laboratories"’
Albuquerque, NM 87185

l. INTRODUCTION

lon channeling has been used to study implantation damage in semiconductors,
metals and insulators, and also to study impurities in association with the
defects.]'6 During ion channeling energetic particles undergo correlated
collisions with the atomic rows or planes in a single crystal. This results
in a spatial redistribution so that there is a large reduction in the particle
probability density near the rows or planes and an increase near the channel
center. Thus close encounter events, such as ion backscattering, are reduced
approximately 1 to 2 orders of magnitude for channeled particles with lattice
atoms in perfect lattice sites, whereas there is a much higher interaction
probability with displaced atoms.

In this summary we primarily discuss those aspects of the technique
which relate to the usefulness of channeling for high temperature radiation
damage studies in metals. The majority of ion channeling studies have been
applied to implantation damage i n semiconductors. In contrast, little quanti-
tative work on implantation or other radiation damage studies in metals have
been carried out, although recent progress in the understanding of ion channel-
ing now allows such studies to be performed.

IT1. |ON_CHANNELING ANALYSIS

lon channeling is primarily sensitive to individually displaced atoms,
such as interstitials, or to perturbations in the atomic rows or planes,
such as may occur around dislocations or at voids in a crystal. The direct
scattering of channeled particles by displaced atoms and the dechanneling of
particles into random directions are monitored by ion backscattering. By
energy analysis of the backscattered particles the depth of the interaction
in the crystal can be determined. The channeling signal can be considered
to consist of two components: (1) the direct scattering and; (2) the de-
channeled component. For implantation damage in metals the direct scattering

*This work is supported by the U. S. Department of Energy, DOE, under Contract
DE-AC04-76-DP00789.
+A U S. Department of Energy Facility.
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component is to first order neglibibly small under many conditions and the
dechanneled signal at a given depth z is approximately given by2'4

xp(2) ¥ xy(2) + Doxy(2)] f1-expl-o foz n(z')dz'1} (1)

where xp is the dechanneling in the damaged crystal, Xy Is the dechanneling
signal in a virgin crystal (in both cases normalized by the random scatter-
ing fraction at that depth), o the cross section for dechanneling by the
defects and n the density of defects. Thus under these assumptions the
density of defects at a given depth z is given by

1
n(2) - —zgﬁ , (2)

where the channeling parameter in brackets in Eq. 2 can be easily measured
from the damaged and virgin crystals.

The physics of the process is contained within the cross section, o,
which may be calculated or, alternatively, measured provided the total density
of defects is known in a given calibration sample. If a variety of defects
of different o result in comparable dechanneling signals simultaneously,
then the channeling analysis will only give a qualitative indicator of the total
damage present. However, if the radiation damage condition, together with the
choice of channeling parameters, is such that a single type of defect dominates
the dechanneling and the above analysis applies, then quantitative studies of
the damage density with depth resolution ~100 R can be carried out. In such
studies it is always valuable to perform selected transmission electron
microscopy (TEM) analyses on the samples to provide information on the
larger defects present and to give further self-consistency to the inter-
pretation of the channeling results.

111. APPLICATION OF ION CHANNELING

The dechanneling cross section ¢ depends on the nature of the defect
and can exhibit quite different functional dependencies on channeling para-
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meters such as the energy of the incident beam for different types of
defects. 273
as the square root of energy, for stacking faults or voids is approximately
independent of energy and for randomly distributed point defects such as
interstitials decreases linearly with energy. Also, for the case where

For example, the dechanneling for dislocation lines increases

interstitial-like defects dominate, the direct scattering component becomes
large and a different analysis may be applied; this is more frequently the
case for semiconductors.” Thus, in addition to qualitative checks by
transmission electron microscopy, measurements of the dechanneling at a given
depth as a function of energy, for example, provide for a self-consistent
check on the interpretation of the results. Also, by combining channeling
measurements with TEM measurements for cases where independent determination
of the density of defects can be made, the cross sections for such defects
as dislocations have been measured and have been shown to give good agreement
with simple theoretical estimates. 3

Given preliminary measurements to sufficiently characterize the system
and determine the applicability of the above analysis, then eq. 2 can be used
to obtain the depth profile of the disorder. High concentrations of disorder
are required, for example, m109—10]0 dis]ocat'ion/cmz, and good depth resolutions,
~100 ﬂ, can be obtained. In this way the technique is highly complementary
to transmission electron microscopy, where a survey of the nature of the defects
can be readily obtained, but it is quite tedious to obtain quantitative depth
information in general and, for the densities of defects which can be measured
by channeling, is nearly impossible due to overlapping strain contrast.

As an example of the application of the technique we consider heavy
ion implantation damage in A1.2 By TEM one can show that a dense network
of dislocations are formed by implantation to relatively high fluences
(1015-1017/cm2), and from the energy dependence of the dechanneling consistency
is found for dechanneling dominated by strain-like regions, as occur for
dislocations. Figure 1 shows the channeling-ion backscattering spectra, both
for a major axial and a major planar direction in Al. Implantation condi-
156m? 150 keV Ni ions at room tempera-

tions correspond to a fluence of 7 x 107 /cm

ture.
Figure 2 shows results of analysis of the Al spectra by Eq. 2 to obtain

the depth distribution of the density of disorder. Also shown is the Ni
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Figure 1. The 2-MeV He ion backscattering spectra for <113> axial and {111}
planar channeling in Ap before and after 7 x 1015 Ni/ecm2 implantation.
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profile obtained from the ion backscattering measurements. Planar channel-
ing analysis is found to be quite useful here, although it is only recently
that it has been applied to such studies. The depth distribution of the
disorder relative to that of the implanted ions is quite similar to that
predicted theoretically for the depth distribution of the primary damage
energy production by the implanted ions. Also there is an indication of a
somewhat lower density of defects near the surface, probably due to the
competition of the surface as a sink for the primary defects which are pro-
duced.

V. SUMMARY OF TECHNIQUE ADVANTAGES AND LIMITATIONS

The channeling technique 1S particularly useful for studies of high
densities of defects where complementary techniques such as transmission
electron microscopy may be difficult to apply quantitatively. Under conditions
where a single type of defect dominates the dechanneling, the channeling
technique can be quite quantitative. In addition, the depth distribution of
defects can generally be determined in such cases without layer removal
techniques. The functional dependence of the dechanneling varies with defect
type, so that self-consistent checks can be made to further verify the nature
of the defect probed. Sufficient sensitivity exists to both primary and high
temperature secondary defects in metals such that a wide variety of radiation
damage conditions may be studied. Also, there 1S an advantage that the ion
channeling and backscattering analysis allows the solute depth distribution
within the matrix to be monitored, which in many cases mey be related to the
defect flow and annihilation and the resulting damage distribution. In
addition, by lattice location measurements information about the structure of
solute-defect centers can also be obtained. 6

Some of the disadvantages of the channeling technique are that single
crystals are required and, as typically used, the lateral resolution is
poor (~1 mm). In addition, the technique probes relatively shallow depths
(é 10 um) and requires careful analysis for interpretation of the results.

It is not a survey technique and can most profitably be applied when the
dechanneling cross section and number density of defects is such that de-
channeling by a given class of defects dominates over other defects present.
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The channeling technique has recently been demonstrated to hold promise
for application to radiation damage studies in metals, but relatively little
work of a quantitative nature has been carried out so far. The technique
is well suited to the high damage levels which might be anticipated in fusion
reactor environments. Ore area of possible application would be studies of
the mechanisms and kinetics of the secondary defect production and evolution
as a function of fundamental parameters such as flux, temperature and solute
concentrations. Finally, the channeling technique is most valuable when used
in conjunction with other defect-specific techniques such as transmission
electron microscopy.
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SMALL ANGLE AND DIFFUSE SCATTERING
OF X-RAYS AND NEUTRONS

This subject was covered during the conference but no manuscript
was available at publication.
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THE STUDY CF DEFECTS AND RADIATION DAMAGE I N SOLIDS
BY FIELD-ION AND ATOM-PROBE MICROSCOPY

David N. Seidman
Cornell University
Department of Materials Science and Engineering
and the Materials Science Center,
Bard Hall, Ithaca, New York 14853

. INTRODUCTION

In this short paper an attempt is made to introduce the reader to the
basic physical ideas involved in the field-ion and atom-probe field-ion
microscope techniques (§2), and to the applications of these techniques to
the study of defects and radiation damage in solids (53). The final section
(54) discusses, in precis form, the application of the atom-probe field-ion
microscope to the study of the behavior of implanted 3He and 4He atoms in
tungsten. The paper is heavily referenced so that the reader can pursue

his specific research interest in detail.

11.  GENERAL BACKGROUND MATERIAL

The invention of the field-ion microscope (FIM) and the atom-probe
FIM by Muller“’z) has provided the experimentalist with tools which allow
both the direct observation of all the common defects (point, line and planar)
on an atomic scale and the simultaneous determination of chemical effects
on an atomic scale (the minimum detectable mass is the mass of a single atom).
The atomic structure of the direct lattice is observed for those atoms
which lie on the surface of a sharply pointed (~200 to 5008 in diameter) FIM
specimen; the area imaged is m]O'lo to ]0'” cm2. The information concern-
ing the positions of the atoms is carried to a phosphor screen or a channel
electron multiplier array(3’4) by an imaging gas which is typically helium
or neon. The imaging gas atoms are ionized, by a tunneling mechanism, in the
high local electric fields (4.5 V ﬂ“ to ionize a helium atom) that exist
at the site of individual atoms as a result of a positive potential applied
to a sharply pointed FIM sharply pointed FIM specimen.(S) The positively-
charged ions are repelled from the specimen and then travel along the electric
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field lines to the phosphor screen which is at earth potential, typically
the phosphor screen is at a distance of between 4 to 10 an from the FIM
specimen. The image formed of the atoms on the surface of the FIM speci-
men, in the above manner, constitutes a point projection image with
sufficient magnification to resolve individual atoms.

The interior of the specimen can be examined employing the field-
evaporation process. The latter process consists of increasing the electric
field to a value such that the potential energy curve of an ion on the surface
of the specimen (this statement assumes that the state in which the metal
atoms exist on the surface of the specimen is the ionic state) is deformed
by the applied field to form a Schottky hump. (6) The ions then evaporate
(sublime) by either jumping over this small Schottky hump or by tunneling
through it; this process is called field desorbtion or field evaporation.
The field evaporation process can be controlled by applying the positive
potential in the form of short (1 to 10 msec in width) high-voltage pulses.
This latter technique is called pulse field evaporation; it is possible by
this technique to dissect an atomic plane one or two atom at a a time.
Thus, the atoms contained within the interior of the specimen can be imaged,
albeit at the surface, at a rate which is determined by the experimentalist.
In practice one can examine %1078 to 1071 en® of material, during the course
of one experiment, via the pulse field evaporation technique. At Cornell
we have developed semi-automated techniques for the process of applying the
field evaporation pulse in conjunction with the simultaneous recording of
large numbers of frames of 35 mm ciné film [(15 to 30)x103 frames per day]
as well as developing techniques for the scanning of this film. It is
clear, with the advantage of hindsight, that these two steps were essential
to the successful application of the FIM technique to problems in the field
of radiation damage.

The invention(z) of the time-of-flight (TOF) atom-probe FIM has provided
us with a unique instrument for the study of the interaction of impurity
atoms or alloying elements with point, line or planar defects. The TOF
atom-probe FIM (hereafter called an atom probe) consists of an FIM combined
with a special TOF mass spectrometer. This spectrometer allows the investi-
gator to identify chemically any atom that appears in an FIM image. Thus,
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it is now possible to both image the microstructural features of a metal
specimen and to measure the mass-to-charge ratio {(m/n) of individual atoms
from preselected regions of a specimen with a lateral spatial resolution
(i.e., within the surface) of a few angstroms and a depth spatial resolution
that is determined by the interplanar spacing; the latter quantity can be
tenths of an angstrom. An atom probe with a straight TOF tube has a mass-
resolution (m/am} of ~200 while an atom probe with a Poschenrieder lens(8)
has an m/am value of >1000.(9)

Additional material concerning the FIM and atom-probe techniques and their
applications can be found in reference numbers 5 10, 11, 12, 13, 14, 15, 16,
17. The work performed at Cornell in the fields of defect physics and
radiation damage has been summarized in several review articles. (18-21)

For technical details concerning the computer controlled atom probe we have
constructed at Cornell see reference numbers 22-26.

III. A CATALOG OF APPLICATIONS TO THE STUDY COF DEFECTS AND RADIATION DAMAGE
IN_SOLIDS

In this section we present, in catalog form, a list of problems to which
we have applied the FIM and atom probe techniques. The reader is referred
to the references for the details concerning each problem.

A. Diffusive Properties of Self-Interstitial Atoms (SIAS)

1. Measured enthalpy change of migration (Ahr]"i) of SIAs in both
pure metals, alloys and order-disorder alloys.

2. Measured the pre-exponential factor (D?i) of the SIA self-
diffusion coefficient.

3. Have studied SlIAs in Stages |, II, and IIT of ion, electron
or fast-enutron irradiated specimens.

4. The particular systems studied to date are W, W(Re), W(C),
Mo, Pt, Pt(Au), N1'4Mo and Pt3Co.

5 For details see reference numbers 18, 19, 21, 27-40.
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B. Volume Change of Migration (Avr]ni) of SIAs

1. Measured Av']"i for the SIA in W, Pt and Mo in detail. Experi-
ments were also performed on Ni,Mo and Ptslo but in less detail.

2. For further details see reference numbers 18, 19, 27, 28,
31, 37, 38, 40, 41.

¢. Binding Enthalpy of an SIA to a Solute Atom (Ahb)

1. Measured Ahb by determining a dissociation enthalpy (Ahd)
and then determining Ahb from the expression Ahd = AhT + ﬁhTi. The system
Pt(Au) was studied in great detail and two detrapping stages (Il and 1)
were observed in Stage II.

2. The systems W{Re) and W(C) were also studied but in less
detail.

3. For further details see reference numbers 19, 21, 33, 36,

39, 40.

D. Diffusive Properties of Vacancies

1. Measured ratio of divacancy concentration to monavacancy
concentration for one quench temperature in platinum specimens.

2. From (a) it was possible to determine the Gibbs free binding
energy (Aggv) in platinum.

3. Measured vacancy concentration in tungsten specimens which
had been quenched from near the melting point.

4. The measurements discussed in (a) to (c) are important for
interpreting the high-temperature self-diffusion data by point-defect
mechanisms.

5. For further details see reference numbers 18, 42, 43, 44,
45, 46.

E. Diffusive Properties of Gases in Metals

1. Diffusion of 3Ha and 4I—E in tungsten and platinum.
2. Diffusion of “H and 2H in tungsten.
3. For further details see reference numbers 47, 48, 49, 50, 51, 52.
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F. Range Profiles of Low-Energy Implanted Gases i n Metals

1. Range profiles of 3He and 4He in tungsten and platinum

(100 to 1500 eV singly-charged ions).
2. Range profiles of 1H and 2H in tungsten.
3. For further details see reference numbers 47, 48, 49, 50,

51, 52.

G.  Point-Defect Structure of Depleted Zones: The Primary State of
Radiation Damage

1. Depleted zones in ion-irradiated metals [W, Pt, Pt(Au)]
a. Dimensions of depleted zones (DZx)
b. Number of vacancies per DZ
c. Vacancy concentration within DZs.
d. The distribution of 1st-nearest-neighbor vacancy clusters.
e. The radial distribution function (RDF) for the vacancies
out to 9th-nearest-neighbor.
2. Effect of projectile mass (M1) on the structure of DZs at

constant projectile energy.
3. Effectof M] on the structure of DZs at constant reduced

energy ().
4, For further details see reference numbers 18, 20, 21, 49,

53, 54, 55, 56, 57.

H  Damage Profiles

1. Ne (250 to 2500 eV¥) irradiated NizMo and PtjCo (order-disorder
alloys). Damage profiles determined by measuring the change in the Bragg-
Williams long-range order parameter{S) as a function of depth.

2. 30 ke¥ N+, crt or Mo Irradiated Tungsten.

3. For further details see reference numbers 38, 49.

I. Sputtering of Surfaces

1. The sputtering of a metal surface is the result of the inter-
section of a collision cascade with it. In this work we compared the vacancy
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+ o+ o+t +
structure of depleted zones, produced by 30 kev W , Mo ,Cr ,Cu ,or Ar
ions, that were found to have intersected the surface of a tungsten FIM
specimen with the depleted zones found in the bulk of the specimen.

2. For further details see reference number 57.

J.  Voids in Neutron-Irradiated Metals [Mo, Mo(Ti), Fe{Cu)]

1. Void number density: need a number density of %101 7om™3

in order to be able to make measurements.
2. Void size distribution: same comment as in X.a, applicable.
3. Direct observation of segregation.
4. For further details see reference number 58, 59, 60.

K. Distribution of SIAs in the Primary Damage State

1. SIA distribution in ion-irradiated tungsten (30 keV w*,
+ +
Mo , Cr ).
2. Range of replacement collision sequences. (RCSs)
3. For further details see reference numbers 53, 61.

4

V. RANGE PROFTLES CF LOW-ENERGY (100 to 1500 eV) IMPLANTED 3He AND "He

ATOMS AND THE OIFFUSIVITY CF 3He AND 4He N _TUNGSTEN

A General Background

Current interest in the fundamental properties of helium in metals
has been generated by the materials problems associated with the development
of the liquid-metal fast-breeder reactor(sz) and the controlled thermonuclear
reactor. (63) However, because of a lack of appropriate experimental techniques
the investigations of the range of low-energy (<1 keV) implanted He ions and
the diffusivity of He in metals have been largely theoretical. (64-66)
ment of the range profiles of implanted He ions have been confined to energies
>1 keV; furthermore, the measurement of both the range profiles of implanted He
and the diffusivity of He in metals have relied exclusively on the trapping of
He at lattice defects introduced as a result of heavy-ion irradiation.(ea)

The accomplishments of our research on helium implanted in tungsten

Measure-
(67)
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were: (1) the establishment of the ability of the atom-probe FIM to detect
either implanted 3I—Ie or 4
free) lattice; (2) the detection of the presence of an isolated and immobile
3

He atoms retained in a perfect (i.e., totally defect-

He or 4He atom in a perfect tungsten lattice; (3) the measurement of the

4

range profiles of low-energy (100 to 1500 eV) implanted 3He or 'He atoms in

a perfect tungsten lattice; and (4) the measurement of the diffusivities of
3He and 4He in a perfect tungsten lattice.

The basic physical ideas involved in the experimental procedures
are illustrated sequentially in Fig. 1. A single-crystal W FIM specimen,
at an irradiation temperature (Ti)’ was irradiated in situ with 3He+ or
4He+ ions parallel to the [110] direction as shown in Fig. 1{a). To study
the diffusional behavior of either 3He or 4He in tungsten it was necessary
to implant the helium under the condition of na radiation damage. For
example, a 300-eV 4He atom can transfer a maximum energy of ~25 eV to a
W atom in a head-on two-body elastic collision. Since the minimum displace-
ment energy for the production of a stable Frenkel pair in W is %42 eV{69) ,
no self-interstitial atoms (SIA's) or vacancies are created at an implanta-
tion energy of 300 eV for either 3He or 4He. Thus for the diffusion experi-
ments a standard implantation energy of 300 eV was employed. With no SIA's
or vacancies present to act as trapping centers, implanted 3He or 4He atoms
can remain in the specimen only if 3He or 4He IS immobile at Ti‘ Thus, the
state of the W specimen after an implantation consisted of imnobile intersti-
tial 3He or 4He atoms implanted in a perfect W lattice with a depth distribu-
tion that was determined solely by the range profile of the low-energy ions.
Next the specimen was analyzed chemically, by the atom-probe technique, at a
standard reference temperature (Tr)’ where Tr < T'i’ and a 3He or 4He integral
profile was plotted as shown in Fig. 1{b); this was an integral profile since
i t measured the cumulative number of 3He or 4I—Ie atoms as a function of the
cumulative number of W atoms (depth) from the irradiated surface. The depth
scale was converted from cumulative number of W atoms to angstroms from the
measured number of W atoms per (110) plane contained within the cylindrical
element samples; see Fig. 1{(a). Finally the “He or 4I—Ie range profile, Fig. 1(c¢),
may be constructured by taking the first derivative of the integral profile
shown in Fig. 1{(b); or alternatively by plotting a frequency distribution

diagram.
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Figure 1. (a) The in situ irradiation of a W FIM specimen with 300-eV

“we* ions at a Ti where the implanted “H atoms are immobile.
The densjity of spots corresponds to the approximate range pro-
file of 4He in W. The cylindrical volume element represents the

vol yne chemically analyzed by the atom probe. (b) The number
HH& atoms versus depth as a function of Ti. ote that the

f
ﬁiHe integral profile tends, to flatten out as a T; is increased.
(c) The range profiles of *He in W as a function of Ti.
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A novel technique for the determination of an absolute depth scale
was developed; Fig. 2 schematically illustrates the method. During the
atom-probe analysis the specimen was oriented and the magnification adjusted
so that only the central portion of the W(110) plane was chemically analyzed.
The specimen was then pulse field evaporated through the repeated application
of high-voltage pulses. Three successive stages in the pulse field evapora-
tion of one (110) plane are indicated in Fig. 2(a). As the plane was pulsed,
field-evaporated atoms were detected as indicated by the positive slope in
Fig. 2(b). W a plane was completely evaporated the slope of the curve
in Fig. 2(b) returned to zero. Therefore the removal of one (110) plane
resulted in a single-step increase in the plot of the number of W atoms
detected versus the number of field-evaporation pulses applied to the specimen.
Since the W lattice was employed as a depth marker, the absolute depth of
each implanted 3t or *He atom from the initial irradiated surface was measured
to within one (110) interplanar spacing (~2.24 R) independent of the total
depth of analysis. Thus the spatial depth resolution of the atom-probe
technique is limited solely by the interplanar spacing of the region being
analyzed.

B. Integral and Range Profiles of Low-Energy Implanted 34e and 4He
Atoms

In this section we present a number of integral profiles and range
profiles for both 34e and “H which had been implanted in tungsten at 60 K.
The term integral profile reflects the manner in which the data wes recorded
[see fig. 1(b)], whereas the range profile was constructed by plotting a
frequency distribution diagram from the integral profile [see fig. 1(c)].
The range profile can also be obtained by drawing a smooth curve through
the integral profile and taking the first derivative of this curve. In all
cases e have obtained the range profile by the former rather than the latter
technique.

Figure 3 exhibits 3he integral profiles for the implantation energies
100, 500 and 1500 eV; the 100 eV profile is a composite of two integral profiles
each with a dose of 4.7x10'° ion (m"? ; both the 500 and 1500 eV integral pro-
files were obtained after implanting to a dose of 3x10"° ion cm'z. In fig. 4

115



*P9310338p 94EB SWOIR udISHUNM} Yolym Je

33e4 BY7 UL 9SEAJOUL L [dd1S ay3 Aq (q) ui pajedLpul st suejd SLY} JO AOLARYSQ uoLjedodead
-p1aL3 8yl -{e) uL umoys e M 40 due|d (QIT) 2U0 jo uoijedoders pLaL4 dYy ut sajels avJdy] -
"3eds y1dap a1n|osqe ue auLwa33sp 0} paAo|dus poyzaw ay3 Huijesisniil weabelp Jtjewayds y  Z S4nDL4

O
C
S3S1Nd NOILVHOdVA3 2
40 H3gWNN JAILLVINWND m
oE
-3
sm
- =
mw
@
Py
L SSSSSSSSSSS DR P mm mu.h.mumw.h.Muﬁu 7LAHV_
bt " 370H 3804d
—D-

- . M. N3WID3dS Wi

116



130
120}
(1O}
100}

3He INTEGRAL PROFILES

CUUIWITIVE NUMSER OF 3He ATOMS

40 IMPLANTED IN TUNGSTEN PARALLEL .
TO [110] DIRECTION AT 601 2 K
30}
20
10
[0} M T R T T i i L 1 4

O 40 80 ~ 120 160 200 240 280 320 360 400
3 PENETRATION DEPTH IN ANGSTROMS (i)
Figure 3. The “He integral profiles for the implantation energies of 100, 500,
and 1500 eV. Tungsten specimens were implanted to 60 K parallel to
the (110) direction.
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Figure 4. A composite SHe range profile for all 300-ev implantations at 60K.
A total of 385 3He events were involved in the construction of this
range profile.

117



we show a composite range profile for 300 eV 3H3 ions; this range profile was
constructed from seven integral profiles and includes a total of 385 3Ha
events; the values of the mean range {x) and the straggling (Ax) are 54.9
and 41.5 2 respectively.

Figure 5 exhibits e integral profiles for the implanation energies
150, 500 and 1000 eV; the 150 eV data consists of a single integral profile
for a specimen that had been implanted to a dose of 3x10'° ion cm'2; the 1000 eV
data is for a single integral profile for a specimen that had received a dose
of 4x10'° ion cm 2. In fig. 6 we show a composite range profile for a 1000 eV
e implantation; this range profile was constructed from three integral
range profiles and includes a total of 147 Ay events; the values of x and
A< are 133 and 104.2 R respectively.

All of the 3He and 4Ha integral profiles exhibited positive skewness
as expected for low-energy irradiations (Biersack and Haggmark 70)); this
implied that the mean range(7) was greater than the most probable range
(or mode) and that the majority of the large deviations were to the right
(positive) side of x. The coefficient of skewness is related to the third

moment about x and is given (Parratt(”)) by:

n
e (x4-%) 3
iz

Coefficient of Skewness = '_—3 (1)
N(ax) '

where x. is the measured depth of the ith detected helium atom from the
initial irradiated surface, N is the total number of helium events detected
and Ax is the standard deviation of straggling.

The values of x and ax were calculated directly from the integral
profiles for the 3H3 and 4H3 implantations. The values x and Ax must be
corrected for the following systematic errors: (1) the random arrival of
helium atoms at the surface of the specimen, from the residual partial pressure
of helium, during the atom-probe analysis of the irradiated specimen; and
(2) the effect of the finite curvature of the FIM tip. A detailed analysis
of the above effects is given elsewhere (Amano, Wagner and Seidman(yz). where
it was shown that the corrections to x and Ax were very minimal in our

experiments. Thus we shall not employ the word uncorrected any further in this
paper.
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Figure 6. A composite 4He range profile for all the 1000-eV implantations at
60K. A total of 147 %He events were recorded in the construction
of this range profile.
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Figure 7 exhibits x (in 8) versus the incident ion energy (in eV)
for both the Sk (solid black circles) and the 4H3 (open circles) implanta-
tions. The total length of each error bar is two standard deviations in the
mean (Axm), i.e., plus or minus one sx,. The quantity ax_ is given by:

bX = ax/ AN, (2)
where N was the total number of helium events detected at a particular incident
ion energy for the composite profile. Figure 7 clearly shows that the quantity
sx. was negligibly small when N exceeded 50 events. The smallest sample size
was for the 100 eV 4H3 implantation where N was equal to 21 events. In this
case sx  was 3.5 R and the fractional standard error (Axm/i) was ~0.19, This
was the only data point that laid slightly below the smooth line that passed

through all the other data points for the 4H3 implantations.
The results presented in fig. 7 show that x Tor both ke and ‘Hb

increased monotonically, although not linearly, with increasing incident helium
ion energy. Overall, for both 3Ha and 4He, the value of x increased from

18.7 to 194.9 & as the incident ion energy was increased from 100 to 1500 eV.
For an incident helium ion energy of less than 600 eV the x's for 3H3 were
greater than the x's for 4He; this indicated that SH penetrated more deeply
into the lattice, on the average, than “He  This is the result expected for

a lighter species implanted in an amorphous solid. At incident helium ion
energies greater than 600 eV the x's for Ae exceeded the %'s for SHe. A
detailed discussion of these effects is given elsewhere (Amano, Wagner and
Seidman(72))‘

Figure 8 displays Ax as a function of the incident helium ion energy
for both 3Ha and 4He; Ax is very commonly known as the straggling, since it
determines the width of the range profile. The length of each error bar in
fig. 8 is equal to two universe standard deviations in the sample standard

deviation {ax_), i.e., plus or minus one AX, The quantity AX, for a normal
distribution,”is given by (Parratt(71},

6xg = AX/ 2N . (3)

W have used egn. (3) to obtain approximate values of bXg for our range pro-
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files which are actually skewed from a normal distribution. 1tis seen from
fig. 8 that for the sample sizes we employed the values of ax, were all
rather small.

For both 3I—Ie and 4He the value of Ax increased monotonically, although
nat linearly, with increasing incident helium ion energy (see fig. 8). The
quantity Ax ranged from 16 to 124 & as the incident helium ion energy was
increased from 100 to 1500 eV¥. At an incident helium ion energy of ~300 eV
the two curves crossed one another and the Ax's for 4He were greater than
those for 3He. This indicated that as the incident ion energy was increased
the 4He was distributed in space, both wider and deeper than 3He.

Figure 9 exhibits the relative variance [(AX) 2/(§)2], of the
He and 4I-Ie range profiles, as a function of the incident helium ion energy
(in eV¥). Within the scatter of the data the quantity (Ax)z/(i(')2 for 3I-Ie
exhibited a constant value of ~0.47 and the same quantity for 4I-Ie was ~0.61.
Thus in the energy range 100 to 15000 e¥ the value of (Ax)z/(i) 2for “He was
greater than for 3He. This clearly indicated that the 4I—Ie was distributed

more broadly in space than was 3He.

3

C. Detection of Possible Radiation Damage in the Case of the 300 eV
HeTium Implantations

In order to establish that the 4He detected in the case of the
300 eV implantation experiment was nat trapped at structural defects in the
W lattice, the following isochronal recovery experiment was performed. A
W specimen was irradiated along the [110] direction with 300-eV “]'HeJr ions
at ~30 K After the irradiation %2{110) planes, corresponding to 24.48 R
of material, were pulse field evaporated from the specimen. This procedure
removed the sputtered surface and restored the surface to a nearly perfect
state. The specimen was then warmed isochronally from %30 to 90 K at a
rate of 1.5 K mon‘], while the FIM image was photographed at a rate of two
35-mm cine frames sec'l. Na SIA contrast effects were observed during this
experiment indicating that no SIA's crossed the surface of the FIM specimen.
Our previous WOI’k(73) demonstrated that i f SIA"S were present they would have
appeared throughout the entire range of 38 to 90 K. The specimen was then
dissected by the pulse field-evaporation technique and was examined for point
defects. The density of point defects was determined to be <8x10"'Jr (atomic
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fraction); their depth distribution was not related to the 4He integral
profiles. These results constitute conclusive evidence that the 4He was
not trapped at SIA"S or vacancies. This indicated that the *He atoms were
located in the interstices of the lattice and that they were immobile in

tungsten at 60.

D. The Oiffusivities of 3He and 4He in Tungsten

The temperature at which the interstitial 4He atoms became
mobile in W was determined by implanting 4He in an FIM specimen at different
T s and then analyzing at T =60 K The 4He integral profile determined at
T was independent of T only i f the Hewas immobile at all values of Tse
However, when T; was above the temperature at which the 4He interstitials
became mobile, the 4I-Ie implanted during the irradiation diffused to the surface

of the FIM specimen and entered the gas phase. Therefore a sharp decrease

in the measured 4I-Ie concentration was expected as T; was increased (see fig. 1).

Since only T1- was varied, significant changes in the integral profile could only
be attributed to a sharp increase in the mobility of the interstitial 4He atoms
at T1" A dramatic change in the integral profile was observed upon increas-
ing T1. from 90 to 110 K; thus indicating that interstitial 4He atoms were
immobile at 90 K but were highly mobile at 110 K By employing a diffusion
model, a value of the enthalpy change of migration (Ahﬁj ) of 0.24 to 0.32 eV
was estimated. The upper and lower limits on Ahzl Wer}éedetermined by the
values of the pre-exponential factor (D )} chosen I#Sr the calculatlon of
this quantity; the lower [imit was determmed by a Do of 1x10° cmzsec
and the upper limit by a D of 1x10 2cmzsec

The d|ffu3|V|ty of 3He in tungsten was determined by actually
following the isothermal recovery of 300 eV implantation profiles which had
been implanted at 90, 95, 98, 100 and 110 K. The diffusion equation was
solved with appropriate initial and boundary conditions, to describe the
diffusion of 3I—Ie out of an FIM tip under isothermal conditions. The fit
of the experimental isothermal recovery data to the solution of the diffusion
equation yielded the diffusivity of 3I—Ie as a function of temperature. The
results of this work are shown in fig. 10. It is seen that the data is

best described by the expression

1
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Figure 10. The diffusion coefficient of Ske versus {1/7) in the temperature
range 90 to 110 K The times indicated correspond to different
recovery times at each temperature.
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+ 10A

D(3He) = (5.4 - 3.8)x107 -0.28:0.01 eV

exp| T ] cm? 1

3 sec

Thus within the measured experimental uncertainties the Ah's for 3I-Ie and
4He in tungsten are identical. For further details on 3He in tungsten see

Amano and Seidman. (50)
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QUANTITATIVE DATA EXTRACTION FROM
TRANSMISSION ELECTRON MICROGRAPHS

J. A. Sprague
Naval Research Laboratory

l. INTRODUCTION

Transmission electron microscopy (TEM) is widely recognized as a power-
ful tool for examining the effects of radiation on materials. Many of the
radiation-induced defects, such as dislocation loops, voids, and precipitates,
that produce significant changes in the behavior of engineering materials also
produce characteristic electron diffraction and/or diffraction contrast
effects that allow them to be identified and well characterized by TEM of
thin foils. In many applications, such as comparison of experimental observa-
tions with theoretical predictions of damage evolution, the electron micro-
scopist is called upon to provide quantitative data, such as size distributions,
number densities, and spatial distributions, for the observed defects. This
process, typically carried out by human counting and measurement of individual
defect images with either manual or computer-aided recording of the results,
is extremely tedious, time-consuming, and expensive. The benefits of success-
ful automation of these measurement procedures would be very great in terms
of the amount and quality of the information that could reasonably be generat-
ed. The aims of this paper are to examine some state-of-the-art image analysis
methods in relation to the special problems presented by TEM of defects in
solids, and to indicate areas in which additional development can provide
useful advances in quantitative TEM data extraction. The discussion will
cover an overview of quantitative TEM, the digital image analysis process,
coherent optical processing, and finally a summary of the author's views
on potentially useful advances in TBM image processing.

11.  TEM DEFECT ANALYSIS

The study of defect clusters by TBM can be divided into three types of
measurements: (1) defect identity and character; (2) defect size distribution;
and (3) defect number density and spatial distribution. The last two of these
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measurement types are potentially the most amenable to automated analysis.
The determination of the size distribution of a set of defects requires the
measurement of the distance(s) between equivalent points on each image to
obtain a size or sizes that can be related to a characteristic dimension

or dimensions of the physical defect. |Images are therefore required with
predictable relationships to the defects producing them, and with sufficiently
localized (sharp) contrast to allow accurate measurement. For determination
of number density and spatial distribution, a second micrograph must be
added, to form a stereo pair, with the specimen tilted between the two
pictures. It is preferable that the defect contrast be identical in the
two micrographs for defects and surface features, specimen thickness (and
therefore volume) and the 3-dimensional spatial distribution of the defects
can be determined.

After the experimenter has obtained suitable micrographs for quantita-
tive analysis, some method must be found to extract the information from them.
An appealing solution would be to use the micrographs themselves as input
to a computer. The computer would then be suitably programmed to recognize
the defect images, measure their dimensions, and determine their positions.
The potential of this approach, as well as that of coherent optical analysis,
will be discussed in the following sections.

IIT. DIGITAL DATA EXTRACTION

In discussing the possibilities of computerized defect analysis, it is
useful first to look at the reliability of human micrograph interpretation and
measurement. As a part of the BCC lon Correlation Experiment (1), void
distributions were measured by 8 laboratories on identical copies of a common
micrograph of ion-irradiated molybdenum. The mean diameters determined by the
various experimenters varied by 4 % around the average. The number density
varied from +10 % to -15 % around the average. This latter spread was
especially interesting, since the same specimen thickness was assumed by
each laboratory. This means that among experienced microscopists working
on a good, sharply-focused picture, there was a significant difference in
interpretation of what was and what was not a void. This variability needs
to be considered in evaluating the performance of any digital system.
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In any digital image scheme, the initial, and most basic, feature
is the conversion of the image to digital form. This is done by converting
the image to "pixels." The image area is divided into N lines, each of which
is divided into n elements, or pixels. Each pixel is assigned a number re-
presenting its gray level, which is stored as a byte, or portion of a
digital word. Depending on the precision of gray level desired, each
byte could be any number of binary bits long. The most common leiigths
are 5 bits (32 levels), 6 bits (64 levels), and 8 bits (256 levels). Common
divisions for an image are 512 x 512 elements and 1024 x 1024 elements.
This implies a large amount of data transmission and storage, since a 512 x
512 image at 64 gray level resolution consists of over 1.5 x 106 bits of
data. In a photographic image, on the other hand, the information is stored
at a higher spatial resolution (emulsion grains) with fewer gray levels
for each element. |If we consider a simplified case, with 1 micron grains,
each of which is totally black or totally white, then a 70 mm square negative
would contain approximately 5 x 109 individual bits. As discussed by Farnell
and Flint (2), the situation i s somewhat more complicated in the case of
electron micrographs, since the effective "grain size" is induced by local
fluctuations in electron exposure, but the basic difference in information
organization remains, and must be considered in designing or evaluating micro-
graph analysis methods.

To successfully analyze an electron micrograph, a system must be able

to perform four basic functions. 1t must detect the features of interest;
it must accurately detect the edges of these features to measure their sizes;

it must compensate for the overlap of image features; and, finally, it must
reject artifacts. The detection of specific image features, known as
"segmentation,” divides the image into regions, such as void and non-void
areas. . This is commonly done by "thresholding,” a good example of which
would be the detection of large (and thus dark) carbide precipitates in

a micrograph lacking other contrast. All regions darker than some reference
value would be detected as belonging to the carbide particles. Differential
thresholding can also be used, so that an image feature is detected by
finding regions that are surrounded by rapid changes in gray level. This

is similar to the way the human eye detects images of small voids, by
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the dark or light rings around them. Differential thresholding requires
more computation than simple thresholding, but it can provide better
detection and size measurement on the types of images of interest in TEM
Another important consideration in both detection and size measurement is
the spatial resolution of the digital image in relation to the sizes of
the features being detected. In many cases, this limiting feature may
be considerably smaller than the defect itself, as with rings surrounding
voids. Possibly the most troublesome area for TEM analysis is image overlap.
If an overlap can be detected by eye and the image characteristic that indicates
an overlap can be accurately described, it should be possible to digitally
detect it and compensate for it. However, generalized routines for this
purpose do not exist at present, so some software development would probably
be required for each general type or shape of image encountered. All of the
above considerations point to the need for a flexible interactive image
analysis sytem.

The available hardware for digital image processing and analysis can
be roughly divided into two categories, commercially packaged image analyzers
and advanced experimental processing and analysis systems. Both kinds of
systems operatre on the same principles, but the main differences are that the
advanced systems tend to have provisions for storing multiple images on
magnetic disks, more powerful central processors, and more sophisticated soft-
ware for processing images. The principal advantage of these capabilities
is that once an image has been read onto a disk file, it can be processed
to enhance the features of interest and stored on another file before being
analyzed by other parts of the software. This is particularly valuable when
new kinds of images are encountered, since several image transformations
can be tested to determine which produces the most readily analyzable
final image. The cost of such an advanced system is considerable, roughly
equivalent to a top-grade analytical electron microscope, but its flexibi-
lity could allow it to be shared by several groups within a university or
major laboratory.

[V. COHERENT OPTICAL PROCESSING AND ANALYSIS
Another class of image processing and analysis equipment makes use
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of coherent laser light and the Fourier transforming properties of lenses
to analyze the spatial frequencies of images. These systems, which are
well described in several texts, such as the one by Goodman (3}, will not
be treated in any detail here, but they do deserve some further investiga-
tion as potential tools for micrograph analysis. In a simple system, light
of an expanded and collimated laser beam is passed through a transparency
of the input image. A lens is then used to form the optical Fourier trans-
form of the input image in its back focal plane. This transform, which
represents the two dimensional spatial frequency distribution of the image,
can then be recorded and analyzed. A fairly familar use of this type of informa-
tion (although not necessarily from this type of system) is the determina-
tion of lattice fringe spacings by optical diffraction (4). The possibili-
ties of other types of data extraction from micrographs by optical Fourier
analysis should be further examined, particularly using the digital image
processor to acquire the spatial frequency distributions.

Other experimental optical/digital image analyzers that are potentially
useful for TEM are the interferometric optical stereo correlators, discussed
by Balasubramanian (5). These rather complex instruments automatically
calculate parallax distributions from stereo pairs of pictures. The proper
reduction of this type of data could produce complete 3-dimensional defect
size and distribution data, and directly solve the overlap problem. This

type of equipment is still in the development stage, but the microscopy
community should remain aware of advances in this field.

V. GENERAL QUTLOOK
In summary, the automated analysis of defect images produced by TEM

does appear feasible, but some additional development work will be required
for its routine application. The currently available digital image process-
ing hardware should be adequate for these applications, but a set of software
specifically oriented to the problems of TEM images i s needed. Coherent
optical optical processing of electron micrographs needs more investigation,
but may also be a valuable technique. Whatever data extraction methods,
including human photo interpretation, are used, close interaction between
experimenters is needed so that the most useful information is produced.
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HYPERFINE TECHNIQUES AND EXAFS:
PROBES OF SPECIFIC ATOMIC ENVIRONMENTS

F. Y. Fradin
Materials Science Division
Argonne National Laboratory
Argonne, Illinois 60439

1. INTRODUCTION

In this lecture Bwill discuss two classes of experimental probes of
specific atomic environments: B_hyperfine interactions and 11. extended
x-ray absorption fine structure (EXAFS). The emphasis of my discussion will
be on a description of the types of information on the near neighbor atomic
environments of specific probe atoms that can be obtained with these tech-
niques. Generally speaking, the information is of two types: static struc-
tural information about the numbers, kinds, and locations of nearest neighbor
atoms and dynamic information regarding the motion of atoms, which may include
localized atomic vibrations or atomic displacements due to diffusion or dis-
location motion.

In the remaining sections, Bwill review only two of the many hyperfine
techniques, specifically nuclear magnetic resonance (NMR} and Mossbauer effect
(or nuclear gama-ray resonance [NGR]) and also the newly developed x-ray
technique (EXAFS).

II. NUCLEAR MAGNETIC RESONANCE

The nuclear magnetic ressnance technique involves the resonant absorption
of radio frequency magnetic energy by coupling to nuclear Zeeman levels split
by a static applied magnetic field. There are many abundant isotopes in the
periodic table that yield high sensitivity probes for NMR investigations. The
perturbing interactions of the nucleus with its surroundings that yield interest-
ing information include:

A Nuclear dipole - nuclear dipole interaction

This interaction between magnetic dipoles can be calculated in a

straight-forward manner from the known nuclear magnetic moments of the
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constituent elements. The interaction results in a broadening of the
resonance absorption line characterized by a second mement, which for
nonequivalent neighboring nuclei of moment u. is given by
2
1-3cos”™ 0
2.1 2 1 ( ik
<MH™> = = ug S(S+1)N- Z : (1)
sk Jk

where S is the spin of the nucleus of moment u_, N is the total number of
nuclei, Mk is the internuclear vector between the resonant nucleus J and

its neighbor k, and ejk is the angle between rJ.k and the applied magnetic
field. The time dependent modulation of dipole - interaction by atomic
diffusion processes, which can change r and 8, yields a contribution to the
nuclear magnetic relaxation rate T1']‘, i.e. the rate of attainment of the
thermal equilibrium population of the Zeeman leads. For the case of aluminum

the diffusion contribution T]) ! , is illustrated in Fig. 1 where
dif

1T1— ) diff X 72 <AH2> T+4w2T'rz (2)
Here v = “Ai/’ﬁ’ T is the diffusional jumptime, and hu is the energy quanta
of the nuclear magnetic resonance absorption. Fig. 2 illustrates the
diffusion coefficients for aluminum obtained by various techniques.

Weaver and Weaver and Beezhold have used nuclear magnetic relaxation
to study the aging of titanium tritide and to study 3He implantation in
Pd thin films. In the former study, they were able to study the aging
effects resulting in a variety of environments for 3Ha from atomically
dispersed to eventually large 3¢ bubbles (see Figs. 3 and 4). In the
latter study, ~ 3 X 10'3 3He was implanted in ~ 2y Pd foil. All of the
3He appeared to be confined to very small clusters of ~ 10A diameter

(see Fig. 5).

B. Nuclear electric quadrupole interaction

The nuclear electric quadrupole interaction is the electrostatic
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Figure 1. Spin lattice relaxation time T, for 27y in the rotating frame vs.
the reciprocal temperature, TRE electriéal component T_ dominates
below about 240°C and above 550°C after Fradin and Rowl&nd.
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Figure 2. Results (Fig. 1) for the diffusion coefficient of Ay, together with
other determinations, plotted against reciprocal temperature. Values
for D are best represented using D_ = 0,035 + 0.015 cml/s, Q = 28.75
+ 0.8 kcal/mole after Fradin and Rwland.
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Figure 3.

Figure 4.

Figure 5.
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Transverse magnetization decay for “He contained in three-year-old
T1‘3H1 8 after Weaver. Multiple relaxation behavior due to a

variety of environments for He.

Longitudinal magnetization recovery for 3He contained in three-year-
old Ti3H after Weaver. Most He in lattice exists as individual

atoms or-3s <10R clusters; eventually He forms into bubbles with
relaxation characteristics of bulk He.
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Free-induction decay for 3He implanted into Pd. Two traces are for
the spectrometer frequency set just off (A) and,on (B) resonance
after Weaver and Beezhold. All He found in <10A clusters.
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coupling between the quadrupole moment of the nucleus, i.e. for all
nonspherical nuclei with S > %—, and the electric field gradient (efg)

of the environment. The interaction results in a splitting of the resonance
l[ine into a number of components due to a lifting of the Zeeman degeneracies.
These quadruple split lines are very sensitive to changes in surrounding
positions or type of aotms due to the attendant changes in the electric
field gradient. This is illustrated in Figs. 6 and 7 for the 27A] NMR

in annealed and self-damaged PuA]z, respectively. The time dependent modula-
tion of the EFG, for example, by the motion of a dislocation, yields a
nuclear magnetic relaxation effect similar to that from atomic diffusion.
This effect is illustrated in Figs. 8 and 9.

I11. MOSSBAUER EFFECT

The M@ssbauer effect technique involves the resonant emission and
reabsorption of a gamma ray from nuclei in a standard sample and one in the
environment under study. The gaméma ray from the low lying nuclear excited
state is typically of energy ~ 14 KeV, and the source and absorber samples
are brought in-io resonance by doppler shifting one or the other with a
velocity drive. The resonance absorption line positions are perturbed by
nuclear electric quadrupole interactions, as in NMR, by isomer shifts that
are dependent upon the total electronic charge at the nucleus and by mag-
netic hyperfine interactions that are the analogs of chemical or Knight
shifts in NMR and arise from coupling the nuclear spin to orbital and
spin moments of electrons surrounding the resonant nucleus. In Fig. 10,
the 57Fe NGR of polycrystalline Al doped with 1.3 mCi 57C0 (£ 1 ppm Co)
is shown. The satellite peaks on the high velocity side of the main peaks
arise from these Fe nuclei that have trapped interstitials after irradiation
to 23 x 10'8 n/em? at 4.6K.

In order for a nucleus to resonantly absorb a gamma ray, it must
do so in a recoiless manner. That IS, the momentum of the gamma-ray
must be absorbed by the crystal as a whole not by the recoil of a single
nucleus. The integrated intensity, therefore, is proportional to the
recoiless fraction f, which for a harmonic solid iS given by the Debye-
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Characteristic Mosshauer spectra of 57Co(57Fe) in aluminum before
and after fast neutron irradiation at 4-6K and after subsequent
isochronal annealing. Source temperature during measurement
4.2K. The absorber is a 0.03 mm thick natural iron foil at

77 K which causes the magnetic splitting of the spectra. Only

the two inner lines of the six line spectrum are measured after
Vogl et al.
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Waller formulation,

2 2
£ o @ KX (3)

where K is the wave number of the gamma ray and <X2> is the mean squared
displacement of the absorbing nucleus. Figure 11 shows -an f vs. temperature
for the unirradiated (open circles) and the irradiated (triangles) 57F.e
in aluminum of Fig. 10. The larger values of <X2> Fe in the 'Fe-interstitial
complexes result from a low frequency resonance mode.

Although there are only a few atoms in the periodic table that have
useful Mossbauer isotopes, source experiments for appropriate isotopes
have high sensitivity to defect environments.

IV.  EXTENDED X-RAY ABSORPTION FINE STRUCTURE

The absorption of x-rays of energy E above an absorption edge, e.g.
the K-edge, in a solid is given by

u(E) = wa(E) [T+ x()] (4)

where u, is the atomic absorption coefficient and x{(E) is the oscillatory
component or EXAFS. (See Fig. 12). The probability for absorption of

an x-ray depends 0N the dipole matrix element between the initial K-shell
electron and the final electron state, which in a solid involves the
scattering effects of an outgoing spherical wave off of neighboring atoms.
These electron scattering effects off atoms at distances RJ from the
absorbing atomyield interference effects given by

N,
x(k) = —m— —=1§ t.(k)e"2Rs/
ahde 3 Ry o
. 2 2
. g, - .
sin [:ekRJ +o5 (k)] e-2Kog (5)

and ¢, are the backscattering

where N, is the number of atoms at RJ., tJ 3

J
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B. EXAFS after background subtraction.
C. Atomic absorption background after Lytle et al.
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amplitude and phase shift of these atoms, * is the elastic mean free path
for the electrons, 0j2 Is the mean squared relative displacement between
the backscattering and absorbing atom, and k is the wave vector of the
outgoing K-shell electron given by

42,2
2m

=E..EK (6)

where EK is the energy of the absorption edge. As can be seen in Eq. (5),
the EXAFS has sensitivity to the numbers, kinds, and distances to near
neighbor atoms. Normally one looks at the radial distribution function
of amplitude of the Fourier transform of the EXAFS. An example of Fe EXAFS
in various silicate glasses is shown in Fig. 13.

Using a rotating anode source and fluorescence detection, one should
be able to measure EXAFS on 2 x ]0'6 Cu in Al, for example. Synchrotron
sources should allow a couple of orders of magnitude more sensitivity when

fully developed.

V. SUMMARY

The EXAFS technique yields direct structural information; the technique
can be used with high sensitivity using rotating anode or synchrotron sources
of x-ray and can be applied to all atoms heavier than carbon. A number of
well developed hyperfine techniques such as NMR and NGR can yield unique
information about the static and dynamic characteristics of specific atomic
environments. However, these powerful atomic probes have still to be
exploited for the study of radiation-induced defects in solids.

Because these probes are strongly affected by near-neighbor environments
of specific probe atoms, they are highly suitable for determinations of the
structure of small solute-vacancy or solute-interstitial complexes and
vacancies or small vacancy clusters. The EXAFS technique gives direct
structural information while that from hyperfine interactions must be deduced
from models. An advantage of hyperfine techniques is their capability to
be phase specific about the environment and numbers of probe nuclei.
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doped Na-silicate glasses. ; _
and 2.0 A shows oxygen near neighbor environment about Fe (Ref. 4).
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Furthermore, NMR techniques have been highéy dsveloped to determine the
structure and diffusion properties of 1H, “D, “He in materials. With regard

to sample requirements, NMR and MUssbauer effect samples are normally «E? gn
of polycrystalline or single crystal material in powdered or foil form,

EXAFS samples can be ~1 to 10 ym of any polycrystalline or single crystal

material for absorption methods of detection or thin films for fluorescence

or surface sensitive detection modes.
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SURFACE ANALYSIS TECHNIQUES

M. G. Lagally
Department of Metallurgical and Mineral Engineering
University of Wisconsin
Madison, Wisconsin 53706

1. INTRODUCTION

There are a present about fifty techniques that have been used for
studying the properties of surfaces at the microscopic level, in addition
to a number of others that measure macroscopic properties. Of the former,
some are no more than laboratory curiosities, others have limited applic-
ability to model systems in fundamental studies, while some have more
general applicability to real systems as well as fundamental studies.

No technique, of course, can give all the information that is desired for
any material unders study. Hence it is necessary to define what type of
surface is under investigation, what properties of that surface are
required to be known, and what the major assets and liabilities of each
technique are. From this it is then possible to evaluate the suitability
of a particular technique to the problem of interest, be it basic research,
materials characterization, or process control. In this brief report, we
begin by illustrating comnonly encountered surface structure/composition
interrelations, outlining the two general ways i n which surface sensiti-

vity is achieved by the common microscopic techniques, and then classifying
them according to the type of information they give. W then list the

major criteria that should be applied in evaluating the usefulness of given
technique. This is followed by a very brief summary of the major techniques
and a bibiliography that the reader may wish to turn to for a more detailed
discussion of individual techniques.

II. SURFACES, SURFACE SENSITIVITY AND CLASSIFICATION CF TECHNIQUES

A.  Surface Structure/Composition Relationships

In Fig. 1 is shown a summary of the most comnonly encountered

combinations of surface structure and composition. The most ideal situa-
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RELATION BETWEEN SURFACE STRUCTURE
AND SURFACE COMPOSITION
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Figure 1. Relation between surface structure and surface composition.
(From C. J. Powell, American Laboratory, to be published).
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tions, and the one frequently assumed in real systems is shown as (a).
Case (d) is comnonly encountered in chemisorption on single crystal
surfaces. Most real situations fall into category (b) or {¢) or worse
yet, a combination of the two. Case (e) is more difficult to analyze with
surface techniques because of the need to see the interface.

B. Surface Sensitivity

Surface sensitivity is achieved in two different ways. For
electron spectroscopies, 1.e., those techniques that depend on the measure-
ment of the kninetic energy or momentum of an electron emitted from the
solid, surface sensitivity is achieved because of the very short mean free
path of slow electrons in solids. For an electron less than 1000eV, the
mean free path i s smaller than about 30-40 R, with a minimum of about
3-5 & for most metals in the energy range 50 to 200eV, giving two-to-three
monolayer sensitivity. Major electron spectroscopies are Auger electron
spectroscopy (AES), photoemission spectroscopy (PES, also called ESCA:
electron spectroscopy for chemical analysis), low-energy electron diffraction
(LEED), and energy loss spectroscopy (ELS).

The second group of techniques depends on the transfer of momentum
from incident ions to achieve surface sensitivity. At sufficiently low
energies (less than 1-2 kV) a certain fraction of the incident ions will

be reflected without neutralization. Because the neutralization cross
section is very high at these energies, reflected ions will come only from

the outer layer. This is the basis for ion scattering spectrometry (ISS),
touted as the only "true monolayer" technique. The incident ions that
penetrate the surface will lose their momentum in a series of collisions,
some of which will result in reversing the momentum direction. This leads
to the escape of particles by "sputtering'. These particles come only from
the surface region because, as in a series of collisions between billiard
balls, only the last ball inlinewill actually move. This is the basis
of secondary ion mass spectroscopy (SIMS). However, since cluster emission
i s possible, SIMS is not as surface sensitive as ISS.

Field ion microscopy (FIM) is a specialized surface technique that
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depends on the ionization of gas atoms at a tip with a very high field
gradient. Itis discussed elsewhere in this volume. Rutherford ion back-
scattering (RIBS) is the high-energy analog of ISS. It is not a true surface-
sensitive technique, but is quite useful in a number of applications. It

is discussed elsewhere in this volume.

C. Classification of Techniques

Surface analytical techniques, as all others, can be classified
into two broad categories, according to what information they give. These
are elemental or chemical information, or geometric or structural informa-
tion.

1. Elemental or Chemical Information

To determine chemical information, it is necessary to
determine 1) what elemental species are present, 2) how much of each species
is present, 3) what is its chemical form, 1i.e., does it occur as a pure
element or as a compound, and 4) its dispersion, i.e., does it occur
as a precipitate, uniformly dispersed, or segregated to boundaries.
Furthermore it is of interest to follow the dynamics of a given elemental
or chemical distribution, i.e., how much of what i S moving from point A
to point B in what time. The major techniques that are capable of giving
elemental or chemical information are AES, ESCA. SIMS, and ISS.

2. Geometric or Structural Information

The most important geometric information of interest in
surface analysis is, of course, the crystal structure of the surface or
precipitate; i.e., the size and shape of the unit mesh and the positions
of the atoms in it. Additionally, it is desirable to obtain a quantita-
tive measure of the density of point and extended defects (including steps)
on surfaces, and to study the thermodynamics and kinetics of surface
structure formation, such as crystal or island growth, surface diffusion,
and phase transformations in two-dimensional or quasi-two-dimensional
systems. LEED is the major technique that provides such information.

154



111. CRITERIA FOR EYALUATING ANALYTICAL TECHNIQUES

Each technique has its own strength and weaknesses, and no single
technique can provide a total analysis. In evaluating the applicability
of a technique to a given problem, it ney be useful to consider the
following criteria:

--Elemental Analysis Techniques—
Sensitivity (absolute)

Sensitivity variation with Z
Element discrimination
Quantitative capability

Matrix information (chemistry}
Depth of analysis, depth resolution
Lateral resolution

© N o g AW N

Surface damage

--Structural Analysis Techniques--

Resolution of lattice parameters

Sensitivity to defects and/or long-range order
Depth of analysis, depth resolution

Lateral resolution

N N

Surface damage

V. MAJOR TECHNIQUES: PHYSICAL PROCESSES AND DISTINGUISHING FEATURES

A.  Auger Electron Spectroscopy (AES)

The Auger effect is a deexcitation mechanism for ionized atoms
that is competitive with x-ray emission. Ityields a low-energy electron
whose kinetic energy is characteristic of the element from which it came.
Thus each element has its own signature. A series of Auger electrons
results if a deep core level is originally ionized. For example, if a
K shell is ionized, an Auger process can occur with an L shell electron
dropping into the K shell, the excess energy being taken up by another
L-shell electron (KLL process), an M-shell electron (KLM process) or an
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even higher level. This is then followed by LMM, etc. processes where the
hole(s) on the L shell is{are) now being filled. The strongest Auger
processes are generally those involving the valence shell and a core

level close to it in energy; these are also the transitions that are the
most surface sensitive, because the emitted electron has a kinetic energy
near the minimum in mean free path.

The major features of AES are that all elements can be analyzed
except for H and He, with a sensitivity differing no more than about one
order of magnitude; a lateral resolution of <1000 Ris commercially avail-
able, and 300 R has been demonstrated; the technique is in many cases
quantitative to within an uncertainty of + 50%, and, on the scale of
surface analytical instrumentation, the technique is relatively easy and
cheap. The detection limit for reasonable laboratory times is about
10"3 monolayers (1000 ppm if uniformly dispersed). A typical Auger spectrum
is shown in Fig. 2.

B. Photoelectron Spectroscopy (PES or ESCA)

Photoelectron spectroscopy is simply the application of the
photoelectric effect to elemental and chemical analysis. Itis an
excitation technique, where the incident photo is absorbed by an electron,
which is ejected from the atom with a kinetic energy equal to the difference
of the energy of the photon and the binding energy of the electron that
absorbed it. The kinetic energy of the photoelectron is measured in the
experiment. Because each element has a unique set of atomic energy levels,
each element has its own signature of photoelectron emission lines for a
given photon energy. Surface sensitivity is again obtained because the
kinetic energy is low. However, for typical commercially available
sources (Al K, and Mg Ka) the depth resolution is not as good as in AES,
since many important photoelectron transitions occur at kinetic energies.
up to 1450 eV. Using synchrotron radiation, it is possible to do photo-
electron spectroscopy at any energy, since the photo energy is tunable
with such sources.
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The outstanding assets of PES are that it can provide very good chemical
information (through a phenomenon called the chemical shift, which is
an adjustment of energy levels due to charge transfer in chemical bonding)
and that it is less damaging to materials susceptible to electron beam
damage, such as polymers. I1tis less sensitive than AES, thus requiring
longer time to achieve given statistics. H and He are in principle
observable, although the cross section for photoelectron emission from
them is very low. Other than these, the relative sensitivity of XPS (with
Al or My anodes) is within an order of magnitude for all elements. The
technique is in many cases quantitative to + 50%. Since photons are
difficult to focus, good lateral resolution is not readily achievable
with this method. A typical ESCA spectrum is shown in Fig. 3.

C. Secondary lon Mass Spectroscopy (SIMS)

This technique depends simply on mass spectroscopic analysis of
ions ejected from a surface by an incident ion beam. The simplest SIMS
units consist of an ion gun and a mass spectrometer with an energy
filter, although very complex instruments, such as the ion microprobe,
are also used. The depth sensitivity is better than several monolayers,
as indicated earlier.

The outstanding features of SIMS are highest detection sensitivity
of all surfaces probes for many elements (<10'4 monolayers) and very good
sensitivity to H. Isotopic surface analysis is also possible with a good
mass spectrometer. Focussed ion beams make good lateral resolution a
possibility. The major disadvantage of the technique is extremely strong
matrix effects, which make quantitative analysis suspect in any but the
simplest cases. The measurement process, of course, damages the surface.
A SIMS spectrum is shown in Fig. 4.

D. lon Scattering Spectrometry (1SS)

In ISS, the kinetic energy of a reflected ion with incident
energy less than about 2kV is measured at fixed geometry. The analysis is
interms of classical momentum transfer in elastic collisions between
billiard balls of different masS. The ratio of final to initial kinetic
energy of an ion of known mass scattered through a known angle will give
the mass of the target (surface) atom. This identifies the surface atom.
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As already indicated, 1SS is probably the most surface-sensitive of
all probes, because of the very large neutralization cross section for ions
that penetrate the lattice. The technique has relatively low sensitivity;
there is a tradeoff between surface damage and time to acquire a signal
with sufficient statistics. Focussed beams are possible, giving lateral
resolution. Element resolution between neighboring elements is difficult;
different projectile ions can be used to improve the mass resolution.

A typical spectrum is shown in Fig. 5.

E. Low Energy Electron Diffraction (LEED)

LEED is the only commonly available technique that gives surface
structural information. The angular distribution of electrons elastically
scattered from a crystalline surface IS measured as a function of the
energy of the incident electrons. The technique is the surface analog of
x-ray or high-energy electron diffraction; the surface sensitivity comes
from the 0-1kVY energies used in the method.

The outstanding features of LEED is the very easy determination
of surface order and the size and shape of the unit mesh, simply by observa-
tion of the diffraction pattern. It has also been used to determine
equilibrium positions of atoms in surfaces and overlayers, although such
analyses are much more difficult. Surface extended defects, including
steps, mosaic structure and strain effects, can be readily analyzed by
measuring the angular distribution of intensity in the diffracted beams,
with a sensitivity of about 1%of surface sites. Thermodynamics of
ordered surface structures or segregation to surfaces can be studied
by observing superlattice diffraction peaks. No materials characterization
is, of course, possible, and the technique has so far been used only on
single crystals, although scanning LEED is in principle possible. Surface
damage to sensitive materials is possible, and, as with all electron
spectroscopies, analysis of insulating materials is difficult.

V. CONCLUSION

Surface analysis has grown tremendously in the last fifteen years, and
itis impossible to cover even one technique adequately in the limited
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space available here. A number of books have been written on the various
techniques. As a consequence, it seems efficacious to list some useful
references rather than to extend the discussion. These are arranged

in the bibliography according to technique.
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Discussion Period
(An edited summary to bring out discussion highlights)

D. Doran: Which of the techniques are able to detect the structure
of a single cascade and to measure the numbers and types of defects pro-
duced ?

R. Hendrix: X-ray and neutron scattering gives averaged data not
single cascades. Also if many different clusters occur, the total scattering
includes all of them. In addition, even for a single defect or cluster
one needs a good theoretical model to relate scattered intensity to defect
structure. Progress along these lines is currently being made at several
laboratories. When complemented by electron microscopy, small angle
scattering techniques provide a rapid and easy way of measuring complete
defect populations, especially for voids.

D. Seidman: Field lon Microscopy is a powerful tool for studying
depleted zones in the absence of point defect diffusion. It requires:

(1) A high number density of cascades due to the small volume observed.
(2) Only a few cascades per specimen (<8}.

Within these limits one can obtain a detailed picture of a small number
of cascades.

In pure materials, W, Pt, Al, Ni good FIM images have been produced.

In alloys (except for ordered materials) the image looks random as the solute

concentration increases.
T. Picraux: lon channelling is similar to small angle scattering in

that an average result is obtained. It is best used on simple systems where
the defects are known. The technique is best used for secondary damage
structures.

R. _Siegel: Position Annihilation Spectroscopy has the attraction that
Is provides information over the whole spectrum of vacancy defects from single
vacancies to large clusters and voids. There is of course a deconvolution
problem if all of these are present at the same time. In ny paper where
electron and neutron irradiated specimens are compared, one could see very
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distinctly (fig. 10) the longer positron lifetime for the neutron case,
presumably due to depleted regions within cascades. It should therefore
be possible to determine at least the number of vacancies in the depleted
zones. However, the sensitivity to interstitial defects is small.

R. Sinclair: Direct lattice resolution by electron microscopy samples
a column of crystal at each point with perhaps a hundred atoms in each
column. As a result, a single vacancy would probably be undetectable.
However. centers of strain interstitials for example probably could be
studied. It requires the use of models and detailed diffraction calculations
(for which caputer codes are now available). However, neither the calcu-
lations nor the observations have yet been made.

J. Bently: W have been able to use the converging beam diffraction
technique in the electron microscope to study a single dislocatian which
we fully characterized. We do not yet understand all the details but the
technique clearly has the potential for probing the structure on a very fine
scale.

F. Fradin: Hyperfine interaction techniques are all point probes applying
a very specific intensity to a very small defect or complex. It is there-
fore best used for single defects or complexes and their relaxations, including
vacancies, interstitials, solute/vacancy and solute/interstitials. They
are inappropriate for large regions like cascades.

D. Seidman: There is a problem with high resolution microscopy for
single defects. The beam excites the defects so that single interstitials
for example can be made to move below stage I. This has been observed.

R. Sinclair: That may not be such a limiting problem. Ore has to take
into account the probability of an elastic interaction event with electrons
from the beam. If this is low, the excitation events will be rare. Alternative-
ly, if it does become a problem, the scanning transmission technique can
be used in which the time of beam exposure is small.

D. Potter: Do we have any technique for observing clustering of solute
atans within a cascade?

D. Seidman:  Yes, one could do localized chemistry of the structure of
the cascades by the ion probe on the FIM.
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D. Doran: Can any of the techniques distinguish between high energy
cascades from 14 MeV neutrons and lower energy cascades? In particular,
could gas atoms produced by 14 MeV neutrons be detected if associated with
cascades?

D. Seigel: The positron s sensitive to any significant change in the
atomic structure of the state it is occupying. |In the case of voids for
example, gas contents or precipitate coatings are detectable. Infig. 10
of my paper on irradiated Mo, the extra increase in the position lifetime
at high temperatures was found subsequently to be the result of annealing
in an argon atmosphere. The gas was pumping into the voids and enhancing
the lifetime.

The sensitivity therefore exists to obtain data on gas association with
vacancy rich defects.

R. Odette: Each of the techniques seems to have a blind spot for
particular kinds of defects. Can the panel give us some idea of what combi-
nation of measurements might eliminate these blind spots?

R. Hendrix: If it were the situation where each of the techniques
could be applied to a specific kind of defect then one could do what you
propose. However, it is usually not a matter of being unable to see some-
thing but of seeing too much and not being able to unravel it.

This applies to the non-localizing techniques like position annihilation,
X-ray scattering and perhaps channelling. Itis very difficult to decon-
volute the result of scattering from many different kinds of defects and
extract the inherent noise of the instrument.

For the scattering techniques at small angles, we can say that for
voids with dislocation networks useful results can be obtained. If there
are voids and random interstitial loops with no precipitates, this too is
acceptable. If we have precipitates, voids and loops, the problemis
intractable.

R. Siegel: Certainly in the positron case one is not faced with similar
sensitivity to all defect types. In complex microstructures with vacancies
and vacancy clusters, interstitials and interstitial clusters, dislocations
and precipitates, positrons are primarily sensitive to the vacancy type defects.
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The rest fall into a background. One is very sensitive to void formation,
vacancy clusters and vacancies, and relatively insensitive to dislocation
loops of both kinds. The technique provides qualitative information on the
vacancy Population in a real system.

T. Reuther: | think it is very important for practical reasons to
separate the early stages from the later stages of microstructural evolution
when voids are growing by Tong range transport. The general approach to
produce radiation resistant materials is to delay the onset of long range
transport. \& have a better chance if we can beat the nucleation and growth

stage from an engineering viewpoint. \¥ therefore need to be able to look
at distributions early in the nucleation stage.

W. J. Choyke: Is it possible to use Electron Energy Loss Spectroscopy
to detect hydrogen and helium?

D. Joy: By using an aperture plane rather than a s1it to collect the
electrons, it is possible to separate the unscattered or elastically scattered
electrons from those which have been inelastically scattered. The ratio of
these two signals is proportional to the mean atomic number of the atoms in
the volume of crystal being sampled. This proportionality is maintained
over the entire periodic table and the technique has been applied to detect
the loss of hydrogen in certain solids.

W. J. Choyke: Professor Sinclair mentioned that with ultrahigh resolution
TEM techniques it is possible to observe effects of hydrogen and helium in the
lattice. Are the techniques limited to "superfoils” of single crystal gold or
iron, etc.

R. Sinclair: The imaging techniques | was referring to only require that
atoms become displaced from their true positions because of the distortion
introduced by a reasonable concentration of solute. This has proven to be a
detectable and measurable effect in "commercial" iron-carbon alloys, for
example. In fact very small carbon content differences have been measured by
determining atomic spacing differences within the material. In principal,
similar measurements can be made in thin foils made from other normal poly-
crystalline materials for any solute that gives a large distortion relative
to its concentration.
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W. J. Choyke: It appears that a subsidiary part of the ion channeling
and backscattering techniques, namely, nuclear reaction techniques, are most
powerful in detecting and measuring hydrogen and helium in solids.

T. Picraux: That is correct. Techniques using nuclear reactions have
been well developed. Ore can detect any isotope of hydrogen or helium and
depth profile it in the first ten microns or so of the surface. It is possible
to obtain valuable information about transport properties in this way.

W. J. Choyke: FIM-atom probe measurements indicate that helium can
diffuse at 95°K. What do these measurements really tell us about the mobility
of helium inside a metal far from the surface?

D. Seidman: | would like to make two points with respect to this
question. First, the FIM-atom probe technique is not looking at helium
moving on the surface but to the surface from the bulk of a little laboratory
which has a volume of ~10 en°. Except for (possibly) the last few jumps,
the surface does not affect the overall migration. Second, this technique is
currently being used to measure intrinsic diffusive properties of helium in
defect-free crystals. If there were vacancies present, for example, they
would be excellent deep traps for helium as a number of theoretical calculations
have shown.

W. J. Choyke: The hyperfine interaction is apparently sensitive to strain.
Could the hyperfine techniques sense the presence of surface stresses in helium-
doped material?

F. Fradin: | think it would be very difficult to obtain quantitative

information about long range stress fields. Moreover, looking at distributions
of gas atoms in solids to determine whether they are occupying lattice positions

or sitting in clusters of various sizes is a problem that cannot be solved
easily using hyperfine techniques.

P. Okamoto: What can these techniques tell us about the detailed mechanisms
of solute segregation? V¢ know it is mainly a diffusion phenomenon and hence
requires detailed knowledge of point defect formation energies, defect configu-
rations and their migration mechanisms and energies.

M. Lagally: If the segregation occurs on a reasonably large scale with
laterally homogeneous compositions over distances on the order of 0.1 pm, then
Auger spectroscopy coupled with ion sputtering offers a means of getting very
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good depth information on solute concentration profiles. The technique does
not provide direct information on the contributions of vacancies and self-
interstitials on interdiffusion phenomena. |If the dominant mass-transport
process is known, however, then the technique can be used to study the kinetics
of the process.

P. Okamoto: How serious are the effects of preferential sputtering when
one is trying to measure a concentration profile in this way?

M. Lagally: 1t depends on the metal and on the details of the system
(sputtering ion mass and energy, etc.). Preferential sputtering can be a very
serious problem resulting in changes of 50% or more in the actual surface
composition. A separate analysis using standards is necessary to sort out
the effects.

R. Sieqgel: There are a number of techniques, not represented in this
workshop, which are very useful for obtaining point defect formation and
migration energies and for determining the configurations and mobilities of
point defect/solute complexes. Various relaxation techniques, electrical
resistivity measurements, etc., have been applied in this general area of
"defect physics.” Such techniques should certainly be applicable for deter-
mining the mechanisms of radiation-induced solute segregation.

R. Hendricks: To the extent that solute segregation phenomena represent
changes in the state of local atomic order - short range order = diffuse X-ray

scattering and neutron scattering techniques for studying such effects have
been well established for many years. They are best applied to alloys with
solute concentrations greater than a few percent, in general, but the
practical limits depend on the alloy system.

D. Joy: The EDS and EELS techniques are not very well suited for
determining solute concentration changes in dilute solutions. 1tis unlikely
that changes on the order of 1 part in 100 could even be detected.

D. Potter: Precipitate nucleation and growth under steady-state or pulsed
irradiation are very complex processes. Itis likely they involve cascade-
enhanced nucleation and resolution effects as well as solute-point defect
coupling effects which can dramatically alter precipitate nucleation and growth
rates. How well can these techniques characterize precipitates and solute
concentration profiles extending only a few hundred angstroms?
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D. Seidman: Dr. Sid Brenner at U.S. Steel Research Laboratories has
demonstrated the usefulness of combining TEM and FIM-atom probe techniques to
fully characterize rather complex precipitates in the Fe-N and Fe-C systems.
The only restrictions are the requirements for either a high number density of
precipitates (m1015/cm3) or particles of sufficient dimensions that they can
first be located by imaging the FIM specimen in the electron microscope.

R. Sinclair: The high resolution electron microscope techniques are
also applicable here i f the solute causes sufficient lattice distortion. One
of the biggest advantages of these techniques is the excellent spatial
resolution because one observes the particle and adjacent regions plane by
plane. Thus it is straightforward to obtain composition profiles which are
referenced with respect to a microstructural feature.

M. Lagally: 1f the particles are large enough {~0.1 ym), SEM combined
with scanning Auger spectroscopy can be used to find a particle and depth
probe (by sputtering) through the particle into the matrix. The depth
resolution would be tens to hundreds of angstroms. Improving the lateral
resolution of the auger technique by tightening the electron beam is difficult
because of signal to background considerations, space charge limitations, beam
heating of the sample and topographic contrast effects.

J. Bentley: For observing and measuring populations of small voids, it
appears that conventional transmission electron microscopy still reigns
supreme for voids which are greater than 15 K in diameter. FIM and high
resolution TEM are probably most useful for sizes smaller than 15 k. The
scattering techniques, especially small angle X-ray scattering, may be a way
of providing better statistics in a quicker way than TEM and a more rapid way
of determining swelling. Does anyone on the panel disagree with this assessment?

R. Hendricks: | would modify it slightly. Fifteen angstrom diameter

cavities are probably at the lower limit for small angle scattering measurements.
F. W. Wiffen: Experiments are in progress at Brookhaven and ORNL to

cross-calibrate positron annihilation, TEM and small angle X-ray scattering
measurements on identical irradiated specimens. The positron annihilation
and TEM results agree very well.
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Applications of Workshop Techniques to Precipitation
D. 1. Potter

Precipitation during irradiation may occur by solute clustering and
formation of precipitate embryos. These commonly grow, by depleting the matrix
of solute, or coarsen, whereby larger particles grow at the expense of smaller
ones. Particles may also dissolve, perhaps by cascade dissolution at their
surfaces or by irradiation-induced-segregation fluxes causing solute depletion
at points where point-defect-sinks contact the particle surface. Parameters of
importance in characterizing precipitation include particle size distributions,
average particle size, particle number density, and volume fraction precipitate.
These can be obtained from TEM as well as low angle x-ray or neutron scattering
(R. Hendricks). Irradiated particles are often irregular in shape and morpholo-
gical characterization is best done with dark field TEM.

Nucleation of precipitates can be monitored with positron annihilation
(R. Siegel), nuclear magnetic resonance or Mossbauer spectroscopy (F. Fradin)
with some hope of identifying heterogeneous nucleation within cascades. The
chemistry of precipitates can be determined with EDS or EELS (D. Joy) from
particles > 100 £ in diameter. The stability of larger particles depends on
local chemistry i.e. solute gradients, and differentiation between various
dissolution mechanisms requires quantitative evaluation of these gradients.
This is best obtained by combining the ion-probe of field ion microscopy
(D. Seidman) with lattice imaging in TEM (R. Sinclair). In the latter case,
variations in lattice fringe spacing provide a measure of solute concentration
and can be used to study chemistry localized to regions £ 50 A.

Average matrix concentration can be monitored with conventional x-ray
diffraction techniques (disappearing-phase method or parametric method) or
more accurately by monitoring intensities(Tg hyperfine interactions (NMR, Moss-
bauer) and use of the enhanced lever rule » Electrical resistivity may also
provide information about average solute concentration in the matrix.

1. L. H Bennett and G. C. Carter, Met. Trans, vol. 2, 3079 (1971).
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Applications to Studies of Cascade Structure

D.G. Doran

The only techniques discussed that appear promising are field ion microscopy
(FIM), ultrahigh resolution transmission electron microscopy (UHRTEM},
diffuse x-ray scattering, and positron annihilation.

The FIM technique has well known limitations, including materials, cascade
energy, inability to see whole cascade, proximity of surface, and low through-
put. On the other hand, it is the most direct approach we have and could

benefit from an increase in the number of investigators in the field. In
particular, a facility dedicated to, or at least strongly influenced by,
the DAFS Program could operate beneficially for a number of years. This

would permit selection of materials and initial conditions, of specific
parameters for study, etc.

The application of UHRTEM to the study of cascades deserves further consider-
ation. As I understand it, if there is sufficient strain associated with
the cascade, its presence should be revealed. The interpretation of the
image would require calculations for various models of the cascade structure.
It is not clear to me at this time how quantitative such observations could
be. I presume that any information gained must be considered supplementary
to that gained by other means, rather than complete in itself. UHRTEM is
being investigated as part of the HEDL RTNS-II Program.

Diffuse (high angle) x-ray scattering may be applicable to the study of
cascades, according to Hendricks. 1 gather that this requires a high

degree of specialization coupled with good theoretical calculations. It

might provide volume average data to supplement observations on single cascades.
B.C. Larson at Oak Ridge is preparing to make such measurements in several
months on copper, ion irradiated below stage I-E.

Positron annihilation is another technique that appears to have possibilities
under carefully controlled conditions. It is not clear that a specimen
containing a wide range of sizes and configurations of vacancy aggregates

is analyzable. However, since the measurement is sensitive primarily to
vacancy type defects, it might supplement measurements using diffuse x-ray
scattering. A comparison of high purity and dilute binary alloys specimens
might shed light on whether the solute influences the size and configuration
of the cascade debris, on solute aggregation at cascades, etc. Annealing
studies would be a natural part of such experiments.
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Applications to Hydrogen and Helium Detection
W.J. Choyke

Almost all the techniques except AES described at the workshop lend
themselves in some way to the study of hydrogen isotopes and helium in
solids.

Two points were brought out in the discussion which might be
emphasized :

1. There are many ways that one can obtain profiles of
hydrogen and helium all of which are, in a sense,
particle scattering techniques related to the channeling
technique discussed by S.T. Picraux. An instructive (1)
review has recently been given by J. Bottiger of Aarhus.

2. D.N. Seidman discussed FIM measurements of the diffusion
of He in perfect crystals at 95°K. In the question period
the issue was raised as to whether such a measurement really
constituted the bulk diffusion of He in a solid since
experience with irradiated samples indicates that He moves
very little at elevated temperatures (800°K). Theoretical
estimates (Wilson) of the trapping energy for He in a
perfect crystal are very small and agree well with values
deduced by Seidman. Om the other hand, the trapping to a
vacancy is of the order of several volts (Wilson). This
appears to explain the fact that under radiation environ-
ments and in less than perfect samples He is extremely
well trapped.

(1) J. Bottiger, J. Nucl. Mater. 178 (1968), p. 161.
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USEFULNESS OF THE WORKSHOP TECHNIQUES IN THE
CONSTRUCTION OF MATHEMATICAL MODELS OF RADIATION DAMAGE

M. R. Hayns

The First aim of the workshop, to examine the state of the art in
techniques for investigating radiation damage was undoubtedly successful.
The speakers gave a clear impression of the advances made recently. It is
clear that the possibility of obtaining very detailed information is present.
I think that the second aim of the workshop, the determination of the useful-
ness of the techniques for C¢Tr materials and the definition of new experiments
was not so successful, mainly because it was very difficult to grasp the
implications of some of the measurements being offered in terms of our
previously rather "‘coarse’ way of looking at irradiation-induced microstructure.
Hopefully, once the papers have been made available, a clear picture will
emerge. From a theoretician®s viewpoint, the possibility of observations
which can identify essentially single atoms is both exciting and daunting.
The excitement arises from the possibility of characterizing very small
aggregates and hence leading to a much better understanding of the nucleation
processes, and of the segregation of rather small quantities of impurities to
extended defects and surfaces. It is daunting because these areas have
traditionally been "‘unobservable’ and hence the crude assumptions used to
model them could not be vigorously examined.

Two main aspects of the measurement techniques emerged, first that
structural information is becoming very much more detailed, but this means
that overall microstructure is neglected in the much higher resolution
experiments. Further, these techniques tend to be only useful at present
for very specialized materials, =.z., heavy metals for FIM or very particular
geometrics OF samples. On the other hand, the scattering techniques which
average over the bulk of the material offer methods of rapid assessment of
the irradiation microstructure, at a better level than previously available
in rapid screening techniques (=,gz,, density, or step height measurements).
Traditional electron microscopy still plays a vital role in the "'middle
ground,** with the possible enhancement of its usefulness by means of auto-
mated counting techniques.

It seems clear that the very high resolution methods need careful
assessment in terms of the detailed usefulness to the overall CTR materials
program. As instruments for extending our basic understanding, they are
exciting possibilities. The special averaging techniques look very useful
as a way of obtaining a reasonable assessment of the large amount of neutron
data becoming available, but these results have to be seen in connection with
sufficient TEM to expose the behavior of the whole microstructure, and not
just cavities, if full use is to be made in creating physical models of the
observed damage.
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