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Abstract

Recent research on sensor network programming architectures has managed to alleviate many common programming burdens, but has not fully addressed the problems associated with tasking and deployment. This has impeded the development of new multi-purpose sensor networks that require new software abstractions and mechanisms.

We present the design of a new communications and tasking architecture for sensor networks. Our architecture provides abstractions to explicitly address the issues of tasking and deployment in a sensor network. We also present an initial implementation of our architecture in simulation to investigate the potential memory overheads. Finally, we present a mobile tracking application to demonstrate the general usefulness of the abstractions provided by our architecture.
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1 Introduction

New application scenarios, such as large-scale urban sensing, are driving sensor networks in new directions. One direction is the move from dedicated, single-purpose networks to open, multi-purpose sensor networks[21]. Unlike single-purpose sensor networks[16][13][7], these multi-purpose networks will amortize deployment costs by supporting multiple applications provided by many users. This functionality requires more flexible tasking abstractions than provided in existing architectures.

In general, multi-purpose sensor networks impose the following requirements:

- **Tasking** - The process of mapping a set of functions onto a set of nodes. The user must be able to define the set of sensor nodes flexibly and easily.
- **Dynamic Retasking** - The process of remapping the set of functions running on a set of nodes following some internal or external event.
- **Redeployment** - Mechanisms to handle the removal and introduction of sensor nodes gracefully are necessary.

Existing sensor network architectures do not fully address these tasking requirements and, as such, are inadequate with respect to next generation, multi-purpose sensor networks. New tools and architectures that recognize and solve these deficiencies are necessary.

We present the design of a communications and tasking architecture called Kensho. Kensho provides abstractions and mechanisms to explicitly address the issues associated with tasking multi-purpose sensor networks. The Kensho architecture extends common abstractions such as group specification, task assignment, and name-based communication, and uniquely combines these abstractions to address the previously outlined requirements.

2 Overview and Abstractions

The Kensho architecture relies on the following key abstractions:

- Explicit group specification
- Hierarchical task assignment
- Hierarchical tuple-based communication

Kensho’s explicit group specification allows the user to spatially and temporally divide the sensor network. Hierarchical task assignment then uses the explicit group specifications to map functions onto the sensor network. Functions are tasked either to run on individual group members or to run collectively on the group. Finally, this tasking structure is used to provide tuple-based communication with a hierarchical namespace. Data is sent and received according to the role assigned to the function.

Limited versions of these abstractions have been explored in the literature[20][17]. However, previous works have used these abstractions in isolation, limiting the applicability of these systems in addressing all the tasking requirements. The Kensho architecture expands upon these initial ideas and uniquely combines these abstractions to create a more flexible tasking architecture.

In Kensho, methods that implement these abstractions are organized into two libraries: one for grouping and tasking and another for communication. Sensor nodes that are responsible for tasking, typically connected to the user’s laptop, employ the grouping and tasking library. Otherwise, sensor nodes that are being tasked are only linked with the communication library. We assume each sensor node runs an operating system linked with one these Kensho libraries. The implementation and API of these libraries are explored in Section 3.
2.1 Explicit Group Specification

Explicit group specification is used to functionally divide the sensor network into different roles. Such roles include simple tasks such as data collection and aggregation, and complex tasks such as object classification and tracking. Currently, many systems implicitly define roles; sensor nodes are defined by the code they currently run. Explicit functional roles allow us to use groups in conjunction with other abstractions such as hierarchical task assignment and communication.

Groups are defined in the Kensho architecture using the following user-provided information:
- Admission Function
- Potential Candidate List

An admission function is a binary function, unique to each group, that is executed by sensor nodes to determine group membership. The admission function is capable of accessing local storage and sensor data using the API described in Section 3 and is currently implemented as a C function. The ability to access the local storage and sensor devices allows membership in a group to be defined by a wide array of data conditions. For example, a simple admission function may read one or more sensor values, perform some simple computation on the data, and return true if the result exceeds some threshold.

The user is able to limit which sensor nodes run the admission function by specifying a candidate list. The candidate list contains the set of unique IDs of the sensor nodes that should execute the specified admission function.

The Kensho architecture defines two group types: static and dynamic. These group types correspond respectively to spatial and temporal divisions in labor, and differ in when the admission function is executed. For static groups, the admission function is run once when the sensor node receives the admission function. A true return value indicates that the sensor node should join the group. Otherwise, the sensor node should not join the group. Membership in static groups does not change over time. This allows static groups to be used for spatial division of labor. For example, sensor nodes equipped with passive infrared devices would run analysis functions that differ from functions running on nodes equipped only with thermistor devices.

For dynamic groups, the admission function is run periodically throughout the lifetime of the sensor node. As such, one of four situations can occur:
- The admission function returns true and the sensor node currently is not a member of the group. The sensor node then joins the group.
- The admission function returns true and the node is already a member. The sensor node then continues being a member.
- The admission function returns false and the node is already a member. The sensor node then leaves the group.
- The admission function returns false and the node is not a member. The sensor node does nothing.

Because dynamic group membership can change over time, dynamic groups allow the sensor network to be tasked temporally. This can be used, for example, to activate analysis functions that only run when an object is near a group of sensors. These functions would automatically stop running once the object moves away from the sensors.

2.2 Hierarchical Task Assignment

Task assignment is the process by which a set of functions is mapped to a set of sensor nodes. By leveraging explicit group specification, functions are mapped to functional groups instead of specific sensor nodes. This makes the system more robust to individual sensor node changes; as new nodes are introduced into the network and old nodes are removed, the Kensho architecture can remap the tasked functions onto alternative sensor nodes associated with the group. In the case of dynamic groups, tasked functions stop executing when the sensor node leaves the group. Unlike other software architectures, tasked functions in Kensho consist of normal C functions that are not restricted to predefined tasking instructions. Examples of functions and automatic function remapping is given in Section 4.

The Kensho architecture provides two methods to task a group: collective and local. Locally tasked functions are run on the group members while collectively tasked functions are run on the group. These tasking abstractions are similar to the process of abstracting for-loops with a functional map operation. Code that samples and reports sensor data can be locally tasked to the appropriate group without specifying individual sensor nodes. Similarly, instead of assigning code that aggregates data to run on a pre-defined leader node, the user can specify that this code be tasked as a collective function. Because the user does not choose which sensor node performs the collective operation, the Kensho runtime has the flexibility to choose from multiple group leader policies. For instance, collective functions could be implemented to run on a single powerful node, or rotate between multiple sensor nodes. Although the current algorithm explored in Section 3 uses a single leader election scheme, exploring alternative group leader policies remains a subject for future work.

2.3 Hierarchical Communication

Through its hierarchical tasking scheme, Kensho abstracts common communication patterns by providing the following communication abstractions:
- All communication consists of accessing named data tuples
- Data tuples are accessed strictly according to the task structure
- Sensor devices on nodes are accessed using the same communication methods

These abstractions closely match the data-centric nature of sensor network applications and alleviates the need for the programmer to manage network messages. In order to provide these abstractions, each group, along with individual sensor nodes, contains its own storage structure. Locally tasked functions access the storage associated with a particular group member, while collectively tasked functions access...
The current implementation contains a total of 2.27 kb of program flash memory and 10 kb of data memory and can accommodate the current memory overheads. Further code optimization and removal of redundant functions and data structures should reduce memory overheads.

### 3 Preliminary Implementation

We have implemented the Kensho architecture using an in-house sensor network system simulator. The purpose of this implementation is to demonstrate the usefulness of our architecture and to investigate preliminary memory overheads. Measuring detailed communication overhead is a subject of future work. As such, our simulator provides a system-level view of the sensor nodes. Each node is simulated by a process linked with the Kensho library. Wireless communication is handled by a separate broadcast daemon. An external environmental simulator is used to provide sensory data. Although we could have used other available simulators, such as NS-2\(^1\) or TOSSIM\(^1\), the purpose of the initial implementation justified using our simulator for simplicity.

All user functions, including the admission functions, are written in C. The Kensho abstractions are implemented as a set of C libraries that can be used by user functions. All code was compiled using gcc 3.4 with the Os compiler flag for the Pentium architecture. The current implementation consumes a total of 2.27 kb of data memory (RAM - BSS and DATA sections). Our implementation also consumes 14.2 kb of static program memory (ROM - TEXT section) for individual nodes. Figure 1 breaks down the memory overhead by major Kensho components. Current platforms such as the TelosB contains 48 kb of program flash memory and 10 kb of data memory and can accommodate the current memory overheads. Further code optimization and removal of redundant functions and data structures should reduce memory overheads.

#### 3.1 Group and Task Implementation

The grouping and tasking library includes methods to create both static and dynamic groups. The grouping methods, new_static_group and new_dynamic_group, accept a pointer to the admission function, along with the an array representing the candidate list. This array contains the unique IDs of the candidate sensor nodes. The library also includes a method, compute, that tasks a particular group with a function. The compute method accepts a group ID identifying the group, an identifier for the function that is to be run on the group, and a flag indicating whether the function should be tasked collectively or locally. This API is summarized in the top figure of Figure 2.

In order to use these methods, the user must construct a simple C program linked with the grouping and tasking library. Once compiled, all grouping and tasking instructions are translated into a series of network messages. These messages, along with the object files containing the tasked functions, are then propagated onto the simulated sensor network.

In our current implementation, each group elects a single leader to execute all collective functions. When a sensor node joins a group, it initiates a leader election protocol. In our election protocol, each node maintains a record of the current leader. Initially, each node records its own ID as the current leader. It then floods an election message that contains its own ID. Upon receiving a leader election message, the sensor node inspects the message and if the message has a larger ID value than the current leader, the node updates its leader value and then retransmits the message with the larger ID. This continues until all the nodes in the group converge upon a common answer. Currently, each node assumes that a common answer has been achieved if it has not received a new election message in some short period of time. Upon converging on a common leader, a message is sent to that node electing it as the leader. Afterwards, the leader floods a keep-alive beacon to all the members of the group.

When a new leader is selected (old leaders may leave the group or new sensor nodes may be introduced), the previous leader is able to initiate a leader-handoff protocol with the new group leader. This protocol transfers data contained in the group storage to the new leader, but does not transfer the current state of the collective function. In our current implementation, all group members cache the collective functions associated with their group.

#### 3.2 Storage and Sensor Access

The hierarchical communication and storage library contains methods to access both the local and group storage, along with the sensor devices. Unlike the grouping and tasking instructions, which are concerned with the entire sensor network, these instructions are used by the tasked functions.

<table>
<thead>
<tr>
<th>Function</th>
<th>RAM Overhead (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group Management</td>
<td>1284</td>
</tr>
<tr>
<td>Thread Management</td>
<td>956</td>
</tr>
<tr>
<td>Radio Management</td>
<td>84</td>
</tr>
<tr>
<td>Total</td>
<td>2324</td>
</tr>
</tbody>
</table>

---

1. www.isi.edu/nsnam/ns

Figure 1. The table shows the RAM usage for the major Kensho components.
to exchange data within defined groups. The API is summarized in the bottom table of Figure 2.

The local and group storage is currently implemented as a hash table. Data items are accessed via simple string-based names and stored as arrays. These methods are synchronous and return a list of data items. If the user attempts to access non-existent data, the method returns an empty list.

The data access method, `collect_data`, also accesses the local sensor devices for locally tasked functions running on sensor nodes. Each sensor device registers a name during device initialization. Accessing data with a sensor device name activates and reads data from the appropriate sensor device. Collectively tasked functions accessing data with the name of a sensor device instead accesses the group storage.

### 3.3 System Requirements

Kensho is not designed as a stand-alone system and requires basic functionality from an underlying operating system. We assume that the operating system is capable of loading and unloading new application modules. Preliminary work in dynamically linked application modules[10][4] demonstrate this as a reasonable assumption. Due to the abstractions that Kensho provides, operating systems that export a thread-like interface for application functions are more suitable[5][2]. The Kensho architecture also assumes an underlying messaging protocol. Although our simulation currently employs a flooding protocol, we are investigating more efficient protocols for data routing[12][11] and code propagation[15].

### 4 Mobile Object Tracking

We developed a mobile-object simulator and an associated tracking application using the Kensho architecture. This application benefits from the Kensho architecture by using dynamic groups to task functions that continue to execute even as the group membership changes. The admission function reads the magnetometer value and returns true when the value is positive, otherwise it returns false. The admission function superficially resembles the left-hand function in Figure 3. However, instead of publishing the collected data, the admission function returns true. This admission function ensures that as the object moves away from a sensor node, the node leaves the group and stops processing.

In our simulation, an object starts at position (5, 5) and moves in a clockwise, circular fashion at a velocity of 1.35 units per time interval. Sensor nodes are placed in a grid layout. When the object is within a certain radius of a magnetometer sensor, the sensor registers a positive value. Sensor nodes within the sensor radius employ a centroid algorithm similar to the one presented by Welsh et al.[19] to estimate the position of the object. Since our architecture does not focus on the actual programming methods, the details of the centroid algorithm are omitted.

The locally tasked function reads the magnetometer sensor (line 1 of Figure 3) and publishes extreme data values to the group storage (line 3). All sensor nodes within the radius of detection runs the locally tasked function. The collective function collects the data published by the nodes (line 1) and performs the centroid algorithm using that data (line 2). Finally, the collective function publishes the result (line 3).

Figure 4 shows that as new sensor nodes join the dynamic group, they automatically begin executing the locally tasked functions. The collectively tasked function also automatically executes on the group leader even as group leaders change. Although the application was run in simulation, initial results indicate that dynamic groups can be used to accurately track mobile objects.

### 5 Related Work

Kensho builds upon previous work in programming and communication architectures. The Tenet architecture[8] separates mote-level functionality from basestation functionality. Operations on the sensor motes are restricted by a simple tasking language. The Kensho architecture abstracts the notion of code running on a basestation from code running on individual nodes. Users are encouraged to employ the idea of collective and local functions on groups. In this light, the Tenet architecture can be viewed as a specific implementation of some of the Kensho abstractions.

EnviroTrack[11] is a programming tool that uses mechanisms similar to Kensho’s dynamic group. EnviroTrack, however, is primarily designed for mobile object tracking applications while Kensho addresses a wider array of applications. Kairos[9] is a macroprogramming tool that shares similarities with Kensho’s collective tasking abstractions. However, Kairos does not explicitly address tasking and requires user programs to address specific nodes.

SINA[18] employs automatic clustering of sensor nodes based on power-level and proximity. Groups of sensor nodes that rely on other attributes, such as shared sensor readings, can only be defined implicitly within a query.

Agent-based systems, such as Agilla[6] also implicitly...
defines groups by the nodes that the agents decide to visit. This makes it difficult to change the set of nodes the agent should execute on without modifying the code contained within the agent itself.

Hoods\textsuperscript{20} and Abstract Regions\textsuperscript{19} are both neighborhood based programming abstractions. While Kensho uses groups to task the sensor network, Hoods and Abstract Regions are concerned with the communication and topological structure of these groups for programming purposes.

Römer et al. have explored frameworks for role assignment in sensor networks\textsuperscript{17}. Our work operates at a lower level in the software stack and provides complementary services. Finally, Melete\textsuperscript{21} is a recent system that supports concurrent applications. Their work, however, operates at the node level and is not concerned with higher level tasking abstractions.

6 Conclusion and Future Work

In this paper, we presented the design and initial implementation of a communications and tasking architecture for sensor networks. By extending and combining programming and communication abstractions explored in existing systems, our architecture is able to task and deploy multi-purpose sensor networks gracefully. Specifically, our architecture tasks the sensor network both spatially and temporally using explicit group specification. Functions can be tasked to run collectively or locally on these groups; this abstracts the division in labor found in other systems. Our architecture takes advantage of a hierarchical tasking scheme to abstract data storage and communication between collective and local functions. Results from a mobile object tracking application demonstrate that the abstractions provided by our system are useful and can simplify application tasking. These initial results indicate that our architecture aids in the construction and deployment of realistic sensor network applications.

We are in the process of porting the Kensho architecture to run on existing sensor network platforms, such as the TMote Sky\textsuperscript{5}. The memory overheads from our prototype implementation indicate that a port to such resource constrained platforms is viable. We expect to test the communication overheads associated with tasking and data storage access once this port is complete.

We are also exploring alternate group leader policies and distributed group implementations to improve system robustness. Because the user does not specify the sensor node collective functions are executed on, we expect to test these alternate leader policies without affecting the correctness of user programs.
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