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Abstract—Currently in the Internet many collaborative tagging

sites exist, but there is the need for a service to integrate =

the data from the multiple sites to form a large and unified
set of collaborative data from which users can have more
accurate and richer information than from a single site. In
our paper, we have proposed a collective collaborative tagug
(CCT) service architecture in which both service providersand
individual users can merge folksonomy data (in the form of
keyword tags) stored in different sources to build a larger,unified
repository. We have also examined a range of algorithms that
can be applied to different problems in folksonomy analysisand
information discovery. These algorithms address severaloaonmon
problems for online systems: searching, getting recommerations,
finding communities of similar users, and finding interestirg new
information by trends. Our contributions are to a) systematcally
examine the available public algorithms’ application to tag-based
folksonomies, and b) to propose a service architecture thatan
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I. INTRODUCTION

In recent years, the number of virtual on-iine communitidi®: L The MSICIEC Socil Networkng vieh Porl uees trag
has grown rapidly, and the quantity of information and knowkolicitations.
edge produced in those on-line communities is immense. The
interesting aspect of this trend is that the knowledge in the
Internet is not only produced by a small number of experts, bding systems can be easily applied to develop a community-
also they are produced by the normal Internet users. Ratingdented on-line system. For an example, our Minority Seyvi
recommendations, and tagging are typical examples. Suggtitution-Cyberinfrastructure Empowerment Coalitigrere-
keyword tagging systems create what is commonly termechier MSI-CIEC for short) portal has been developed to suppo
“folksonomy”, in which the classification or description af researchers at Minority Serving Institution to connecthwit
particular Web object emerges from the community. This R2ch other and with the education, outreach, and training
in contrast to more structured taxonomies and ontologies SArvices that are designed to serve them, expanding their
which knowledge representation is modeled by experts. participation in cyberinfrastructure research efforts [t the
Many on-line systems have been developed to supp!-CIEC portal, users can create public profiles to describ
such user activities. Among them, collaborative taggins Sytheir research interests and annotate them with tags,ecreat
tems, also known as social bookmarking systems, are onePgpkmarks of URLs with tags, and search information by
the most popular systems designed to utilize the power @$ing own tags or tags created by others. The home page of
peoples knowledge and provide efficient ways of searchiMSI-CIEC is shown in Fig 1.
information. The core of collaborative tagging systems is Although the collaborative tagging systems are common in
to provide a simple and easy interface to collaborativeany on-line communities, we have observed the following
annotate Internet objects — mostly URLs but not restricted @eficiencies:
documents, Internet media, and so on — by tags or keywordse The collaborative tagging systems are to collect knowl-
In this way, the system can easily collect people’s knomdedg edge from the people and the quality of knowledge users
and help users to easily access such collections. Delicious can get will increase as the quantity of data people pro-
Connotea, and CiteULike, to name a few, are well known for  vided grows. Currently in the Internet many collaborative
collaborative tagging systems. These keyword tags are ofte  tagging sites exist, but there is the need for a service to
displayed as“tag clouds” that use fonts to indicate thetivela integrate the data from the multiple sites to form a large
importance of various terms. and unified set of collaborative data from which users can
Although tagging systems can be used by individual users have more accurate and richer information than from a
to manage URL collections, the idea of collaborative tag- single site.



o Many Information Retrieval (IR) algorithms have been ___| Data Importer [l
well studied and open to public. Although most of the ata meorter RDF j@
collaborative tagging sites provide various searching ser J, l l RSS
vices, their algorithms are closed to public and unknown Data Coordinator
to the users. Furthermore, most of them provide only one
type of searching algorithm and the users have no oppor-
tunity to apply various other IR algorithms to find the best
information available from the data. Using the same data
set with various different searching algorithms, users can
have more chances to discover hidden information varied
in the data set.

Motivated by the above considerations, the purpose of this
paper is two fold: i) to propose a new collaborative tagging
system service architecture that can collect tag data frivero
repositories and merge them in order to provide better tyuali
of knowledge, and ii) to compare commonly used algorithms
for the folksonomy analysis. We envision a system that allow . ) i .
users to try different algorithms. The details of the aljoris [ this section, we propose eollective collaborative tag-
are irrelevant to the user, but the quality of results (deag; 9in9 (CCT for short) Web service that can provide various
recommendations, etc) can be readily judged through the We@laborative tagging services in a uniform way. Our segvic
interface. architecture may be used both service providers (i.e. the MS

Although the IR services are general purpose, we are psEC portal) and users. Our CCT system is designed to
ticularly interested in their integration with science gaays Provide the following key functions.
and portals. Gateways have tended to focus on the ability toe Importing data from multiple sources to build a large and
interact with remote resources for scientific data, infaiorg unified tag repository
and application management, but we believe these systems Query services with options to run various IR algorithms
will naturally gravitate toward more social, Web 2.0 like « Query services with options to run with different data
online communities. Important taggable Web objects (URLs) sources and various parameter settings
for gateways include online data sets, experiments, wavkflo A. Proposed Web Architecture

journal articles, presentations, and funding announcésnen i , .
Tag-supported online communities can greatly expand the! "€ System will consist of the three main componedasa
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IIl. A NEW SYSTEM

capabilities of traditional science portals. importer, data coordinator, anduser service (Fig 2).
Details of main three components are as follow.
Il. RELATED WORK o Data Importer: Importing tagging data with machine

_ ) readable format such as RDF, RSS, Atom or Web APIs
Many researches on collaborative tagging systems have been t,om number of different collaborative tagging sites.

conducted to develop efficient searching or recommendation Importing can be done asynchronously or synchronously.
schemes by using folksonomy data. Related researches can Qe pata coordinator: Merging data from different sources
found in FolkRank [2], Flickr tag recommendations [3], and  an storing them into an uniform repository. The coordi-

probabilistic models for information retrieval [4]. nator will resolve possible format conflicts and duplica-
However, only a few researches have been performed to tjgn problem which may exist in multiple sites.

study about the impact of merging folksonomy data. Among, yser service Providing various machine learning based

them GiveALink [5] is worth mentioning. The GiveALink searching algorithms and options users can choose as a

system is a social bookmarking system to enable users t0 form of Web service APIs. The queries will be performed

share their bookmarks with others and provides rich and ggainst unified repository which stores tagging data col-

personalized searching and recommendation services based  |ected from different sources collaborative tagging sys-
the analysis of collected bookmarks users uploaded. Athou  tems

the core idea to utilize peoples knowledge is similar with ou

motivation, our proposed system will focus on socialized arB- Service Type

collaborative tagging activities. Various kinds of user requests to extract information from
Metasearch engines have been developed to improve qualitg folksonomy data can exist in collaborative tagging sys-

of search results by using multiple search engines [6]. Fotems; for example, searching items by using tags, getting

given query, the metasearch engines will query to multipfersonalized recommendations based on user’s profilessor pa

search engines and aggregate the results from the diffactivities, discovering group of users or communities isttar

ent sources. Aggregating external information from vasiowsimilar interests, just to name a few. Those demands can

sources shares the similarity with our approaches. be generally categorized into 4 classes and our CCT system



TABLE |

GENERAL TYPES OF SERVICE IN COLLABORATIVE TAGGING SYSTEMS £ 4 dm
SEE TEXT FOR DEFINITION OF TERMS J .
(1[’ e \
Type || Services | Candidate Algorithms Q)’ \
| Searching LSI, FolkRank, Tag Graph o \
I Recommendation| LSI, FolkRank, Tag Graph S \\
1] Clustering K-Means, Deterministic Annealing Cluster- RS Vd
ing, Pairwise Deterministic Annealing N \\( n
\ Trend detection | Time Series Analysis (HMM and other tech- Q >
niques) t;
(a) (b)

will provide services to support those requests. The fatligw Fig. 3. Examples of folksonomy models. (a) the vector spaodehand (b)
classification is not exclusive but rather overlapping imeo e 9raph-based model.
sense.

Type | — Searching by tags : For a given set of tags as giden information buried under piles of information. Thus
input, searching the most relevant objects with the inpgkveloping efficient models and algorithms for searching is
tags is an essential function in the collaborative tagginge key step for building a successful collaborative taggin
system. Generally the objects can be either documen§§stem. In this section, we discuss the models for devedppin

items, users, or anything annotated by tags in the systeglksonomy searching engines and various algorithms for
Results will be returned to users in an ordered fashiQ@arching and tag analysis.

based on some computed scores.
Type Il — Recommendation : With no explicit input ofA- Models
tags, the system will return a recommendation list of For building an efficient searching engine for folksonomies
objects. While the input tags used in searching by tagise way to represent folksonomy data is an important issue.
should be explicitly defined by a user, in recommendatidn the field of Information Retrieval (hereafter IR for short
those are generated implicitly by the system, based omo models -the vector space model andthe graph model —
user’s previous activities, preferences, or profiles. For &ave been widely used and they are both well applicable in
example, the system can give to a user a recommendatiolksonomy indexing.
list of documents which haven't been discovered by the Although both models are sharing many similar aspects,
user, based on the user’'s past tagging activities. Aldbey are distinct in many practical points of views. As
recommendation of tags is possible when a user wamsamples, the Latent Semantic Indexing (hereafter LSI for
to annotate a document for the first time, the system cahort) (we will discuss details of this algorithm later) is
recommend other co-used tags with his initial input. using the vector space model for indexing and measuring
Type lll — Clustering : This is so called community dispairwise similarities between objects, and the famousirank
covery. Not only searching for the most relevant objectalgorithm PageRank used by Google and its variant FolkRank
it is also useful finding a group or a community whicHor folksonomy searching are based on the graph model. While
shares more common interests expressed by tags witttie vector space model has been widely used in many areas
the group members than with others. due to its simplicity, not many researches have been coaduct
Type IV — Trend Detection : The system analyzes thfer the use of the graph model so far.
tagging activities in time-series manner and detect inter-1) Vector space model: In the vector space model, also
esting patterns of tagging or abnormality among the tagown as bag-of-words model, URLs are represented as
data set. an unordered collection of tags and by using mathematical

More specific examples of service types or informatioRotation a vector is used. l.e., a URL can be represented
users can get for each category are summarized in Table [&s ag-dimensional column vector wherg equals the total

Conventional Web service system design and tools are waimber of distinct tags in the system and itth element
known, and we will make use of these. Our contributiol$ @ weight of the occurrence of the tag(We will discuss
is to implement a suite of these services that encapsul¥fgious weight schemes shortly). Thus, the whole collectib
various machine learning algorithms for folksonomy anialys » URLs can be represented as a tag-URL maffix R?*"

We discuss these algorithms and their applications to taggivhere each column corresponds to a URl(1 < j < n).
systems in the following sections. In the vector space model, it is often convenient to consider
a URL as a point in a-dimension coordinate system. An
IV. M ODELS FORTAG ANALYSIS example is shown in Fig 3 ().

A collaborative tagging system is designed to utilize the 2) Graph-based model: Although the vector space model
power of peoples knowledge and provide an efficient wag simple and easy-to-use, sometimes it lacks the ability to
of searching information from the collaboratively annetht describe URL-URL relationships, which is more easier in
data set. In this way, the system can help users to find tte graph model. In the graph model, folksonomies can be
information with more efficiency and discover unexposed oepresented as a network of connections, also knowtags



tags in folksonomies.
Various schemes have been suggested in many IR literature

data ula university

usimf\(/)re"n'? 7P bngiara but the most popular scheme is Term Frequency-Inverse Docu-
| Cae o e owship ment Frequency (TF-IDF for short) which is the multiplicati
che - & chn - of TF and IDF. In a nutshell, term frequenty;; is the number
— 7 «
col e = dod of occurrence of tag; for documentd; and the document
N i o s nih frequencydf; is the number of documents having the same
wa O e tag ¢;. IDF is computed bylog = for the total number of
i int[%%%ag_imegration v g dfi n
d.M VA i ‘; e documentn gnd thus TF-IDF equalsf;; x log - Formulas
Qu | L e otahcard are summarized in Table II.
Xps420 dell agronol ""m Y — [Clrganizational i : L. . )
I. g‘vg;_’%@’ N )e_micotormat 2) Smilarity Measurement: Similarity measurement is to
@ ange B . . .
o "g s fgwafe 'ﬂr maps  Measure a degree of likeness between two tagged objects in
pgren_ .,ﬁgmg.u‘/_w s folksonomies. In the vector space model, various simjylarit
ot W 9 se’zﬁ‘-.; { Chetean measurement schemes have been developed in the field of IR
exp 94 3 0 . . . . .
event con @ m” 'e e B and in practice three similarity measurement schemes are th
b ia® Y o wofiiow ol royfimgener - MOSt popular among them: Cosine, Jaccard, and Pearson [8]
imac apple . Raki i A
AN @B | e apache ar':my (summarl_zed in Table II). -
25 (54 ) 89 esca PV —grosot i While in the vector space model such similarities are
‘, 84 wedlld 28 stockmarket

measured by geometric characteristics (such as cosinesingl
o of o The d i this ot or statistical ways (such as Jaccard and Pearson), siteari
Fig. 4. An example of tag graph. The data used in this figurai rom :
our in-house collaborative tagging system, MSI-CIEC gdottathe tag graph, in the _graph model can _be measured by graph theo_retlc
URLs and tags are represented as circles and squares fesipeand edges Properties, such as hop distances, shortest paths, maximum
are drawn to show tagging relationship between them. flows, and so on.
Pairwise similarity is also an important measurement for

. ) ~using in finding groups or communities. Note, however, mea-
graph, which consists of URLs as nodes and connectioRgring pairwise similarity is also different in both models

between them as edges. An example is shown in Fig 3 (ctor space mode, all URL-URL similarities can be directly
and Fig 4. computed from the tag-URL matrid; l.e, in the vector
More specifically, a tag graph is a undirected tripartitephra space model, we can compute a pairwise similarity matrix
G = (V,E) where nodes i/ are one of URLs in disjoint p — [0;;] € R™" and its entriesd;; by computing the
subsets of three entities — URLSs, tags, and users — and edﬁﬁ*ﬁlarity between any two URLs; and d; among totaln
exist only between three entities. Each edge will be added f9rLs. Thus, the computation cost to buildx n pairwise
each single transaction, i.e., annotating an URL with a $et §mijlarity matrix D is O(n?)
tags by a user. However, in the graph model we cannot compute pairwise
similarities directly from the matrix4A but, instead, we can
have this iteratively; Firstly, compute only similaritiesf
Measuring similarity between two objects is a key step igirectly connected URLs, i.e., URLs sharing at least one
folksonomy analysis and it is directly related to the perfocommon tag between them, and then, measure similarities of
mance of the system. Although it is possible in folksonomje others, which have no direct connections, by means of
analysis to measure various types of similarities such as-URdiscovering paths between them. Path discoveries can be don
URL, URL-tag, URL-user, user-tag, and user-user, in thigy using the algorithms for finding the shortest path. Floyd-
paper we only consider URL-URL similarity for brevity. Thewarshall algorithm [9] is well known for this problem andghi
other measurements can be easily estimated by using the segagiires generall)(n®) computations. This computation bur-
manner. dens can be removed by using parallel computing techniques
1) Weight Measurement: Weight measurement is a schemén clusters or multi-core systems.
to quantify the importance of tag used for annotating URL
d;. A simple minded approach is to count the occurrence V. ALGORITHMS
of the tagt; for the URL d;, which is known as Term  Currently numerous algorithm have been studied for sup-
Frequency (TF for short). As observed in many IR researchesrting various types of services in collaborative tagging
however, this approach has an disadvantage to utilize the loystems and this is also very active research area. In this
frequency terms or tags. Tag distributions in folksonomiesgction, we focus on core algorithms which can successfully
usually follows the Zipf's power law where a few majoritysupport our service classification as shown in Table I.
tags govern the most of distributions [7] and thus minor tags _ )
can lost their importance in many searching algorithms.sThy® Latent Semantic Indexing
some normalization scheme can be used to avoid this problenThe Latent Semantic Indexing (hereafter LSI for short) has
and to collect more variety information by exploiting minobeen widely used for indexing the Web pages or documents in

B. Smilarity Measurement



TABLE Il

EQUATIONS USED FOR MEASURE WEIGHTS AND DISSIMILARITIESSLIGHTLY MODIFIED FROM ORIGINAL EQUATIONS.

Abbr Name Definition
TF tf;; Term Frequency The number of tagged terty for documentd;
DF df; Document Frequency The number of documents having the samettag

TF-IDF ¢ fidf;;

TF-Inverse DF

tfi; x log #j wheren is the total number ofl;

COsdi, d;) Cosine Dok wikwjk/\/zk wi D Wi

JAC(d;, d;j) Jaccard Zk wikw;k/ (Zk w2, + Zk wfk _ Zk wikwjk)
wipwjp— w; W

PEA(d;, d;) Pearson Dk iRIR TG Dy Wik Dy Vi

V (St b, ww2) (S w345, )

libraries and served as one of the most popular searching @dtails of FolkRank algorithms can be found in [2]

gorithms based on the vector space model. The LSI algorithm )

can be also used in folksonomies as a searching engine“toClustering

support the Type-I service in the vector space model. Usiagt Clustering algorithms can be used to discover hidden group
tag-URL matrix representing data in the system as an inpstructures in folksonomy data. Among numerous clustering a
the LSI algorithm can help to recover underlying or latergorithms, k-means and deterministic annealing algoritfirak
structures of folksonomies, often obscured by noisy datd, acan be used for the folksonomy data in the vector space model
enable to find the true relationship between tags and UR&md pairwise deterministic annealing [11] can be used fer th
without noises based on the statistical information. graph-based model.

The core idea of LSI algorithm is that since the dimension
of the raw or untreated tag-URL matrix is usually too high
to find the concise relationships between tags and objéxs, t For the experiments in this paper, we collected tagging data
dimension should be reduced to recover latent structuresfafm the Connoted. The Connotea data set was collected in
the input matrix. Thus, the algorithm projects the tag-URUanuary 2008 and extracted 1131 URLs and 6071 tags from
matrix A = [a;;] € R?*"™ in the g-dimension space onto aits popular URL list.
lower dimension spacé such thatd < ¢ in order to remove  In this experiment, we have applied LS| schemes and
“noisy” information and recover the true relationshipsttis generated the tag graph of the Connotea data set to show
sense, the LSI algorithm can be considered as a dimensimw those algorithms can be used in the collaborative taggin
reduction algorithm changing dimension frajrto d. system and our CCT system.

For dimension reduction processing, the LSI uses the Singu- _ )
lar Value Decomposition (SVD) method to find the best lowe Latent Semantic Indexing
dimension matrix4 of the raw matrix4 as an inputin away  To study how the LSI scheme can be used with folksonomy
to make the 2-norm differendeA — A||» minimized. data, we have applied the LSI scheme to the Connotea data

set with randomly generated queries having various lengsths
B. FolkRank our experiment, we generated total 6000 queries which gvenl

Inspired from the PageRank algorithm which exploits th@onsisting of queries of 2, 4, and 8 term length and measured
network structures of Web pages, the FolkRank algorithm hBgecisions and recalls with two different dimension rechret
been developed as a folksonomy search engine by using e of the LSI scheme: 20% variance-based dimension reduc-
graph model [2]. The FolkRank algorithm can be used {n versus 0% (i.e., no dimension reduction).
provide Type-| service by using the graph model. To evaluate the system, we have generated precision-recall

The PageRank algorithm starts with building the netwoi@phs which are traditionally used in the field of IR [12].
of the hyperlinked Web pages as a directed graph, in whiflsecision is the fraction of retrieved relevant documents i
a Web page can have inlinks (or incoming edges) or outlinRsduery result and recall is the fraction of retrieved reftva
(or outgoing edges) or both. Given the graph of Web pagégcuments in the_s_ystem. l.e, for the return.ed URLs by the
the next step is to spread out the weight of importance, whikf®! scheme, precision and recall can be defined by
is known as rank, of each Web page from the inlinks to the D,/D
outlinks until the weights are converged. The intuitionhiatt e
a Web page is getting more important and having higher rank, Dy [N

if it has more inlinks from the higher ranked pages. where D, is the number of relevant URLs included in the
The FolkRank algorithm adopted the same weight spreadiggswer setD, is the number of returned URL, and, is

approaches as in the PageRank. The main difference, haweygs total number of relevant URLs in the system. In general,
lies in the graph. In the FolkRank, the graph of tags has

no direction, while the PageRank uses directed graphs. Moréhttp://www.connotea.org/

V1. EXPERIMENTS

Precision =

Recall =
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Fig. 5. The precision-recall graph by using the LS| scheméa), different dimension reduction rates are used. 20%avee-based reduction (solid line) and
0% reduction (dashed line) are compared. 20% reductionedatpns 0% reduction. In (b), TF(solid line) and TF-IDF (ded line) compared. TF performs
better slightly than TF-IDF but no significant difference.

higher precisions at the lower recall levels indicate thielbe capabilities are available on many Web community sites in
performance. some form or another, but the algorithm details are not
In precision and recall measurement, it is crucial to knopublic. This introduces a range of possibilities, from ad ho
relevant URLs for each query to simulate. For simplicity, weechniques to very sophisticated proprietary algoritheuclg
defined all URLs tagged by query tags as the relevant URLas Netflex's recommendation system). Our contributions are
As shown in the result (Fig 5 (a)), 20% dimension reductiol a) systematically examine the available public algongh
outperforms 0% dimension reduction. application to tag-based folksonomies, and b) to propose a
As for the second experiment, we have investigated hasgrvice architecture that can provide these algorithms\biseo
weight schemes effect searching performance. For this eodpabilities.
we have implemented the LS| schemes by using two different

weight schemes — TF and TF-IDF. As shown in the result REEERENCES
(Fig 5 (b)), TF(solid line) performs slightly better than -TF
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1st-3rd principal dimensions are shown.
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