
W ith network size and complexity con-
tinuously increasing, securing comput-

ing infrastructures from attacks is an escalating
challenge. Intrusion detection systems (IDSs) are often
used to aid analysts’ efforts by automatically identifying
successful and unsuccessful system attacks or abuses.
Although IDS alerts can be a useful first step in uncover-
ing security compromises, they’re often just that: a start-
ing point. While IDS alerts contain some pertinent
information, analysts can rarely determine an event’s
accuracy and severity from an IDS alert alone. Rather,

they must collect and construct the
event’s relevant context within volu-
minous network traffic data. Build-
ing this contextual understanding of
an event is fundamental to intrusion
detection (ID) analysis.

Whether the starting point of
analysis is data rich (as with an IDS
alert) or data poor (as with a phone
call from a user), analysis of a net-
work security event is a complex
task. Generally, contextual data
comes from collecting packet-level
detail of the event-related network
traffic. The textual or tabular tools
that analysts currently use—such as

Tcpdump (http://www.tcpdump.org) or Ethereal
(http://www.ethereal.com)—focus on extracting this
vital, detailed information from individual packets.
However, such tools lack a mechanism for providing a
simultaneous big picture view of the data. As analysts
try to understand the details of the packets within the
larger context of surrounding network activity, they
must continually shift their attention, increasing their
already considerable cognitive load. In addition, these
tools excel at filtering and searching for details—but
only if analysts know exactly what they’re looking for in
the data. For less structured data exploration tasks
aimed at discovering and understanding patterns and
anomalies, the tools are less effective.

To overcome these limitations, we designed an infor-
mation visualization tool that gives network analysts a
simultaneous view of both the big picture and individ-

ual packet details. By integrating both of these essential
views into a single tool, we can help reduce analysts’ cog-
nitive burden. The tool also helps preserve the context
required to comprehensively support the process of dis-
covering, analyzing, and making decisions about anom-
alous or potentially malicious activity. We’ve grounded
our visualization design in the actual work practices of
security analysts. Here, we describe this design process,
present details of our visualization support tool, and
demonstrate how it aids ID in three common scenarios. 

Intrusion detection: an overview
In previous research,1 we interviewed a diverse sam-

ple of security analysts to identify some of ID’s most 
significant challenges. One such challenge is data over-
load—a well-documented problem with many exam-
ples in the literature.2 This pressing concern is one
reason that information visualization—which can make
large amounts of data more compact and understand-
able—offers such an appealing solution to the chal-
lenges of ID. 

Intrusion detection tasks
Based on our findings from this fieldwork, we classi-

fy ID work into three tasks: monitoring, analysis, and
response.1 The monitoring task is typically focused on
surveillance of the output of an IDS and other systems
that monitor network state. This time-consuming task
focuses on analysts’ need to maintain situational aware-
ness of their networks’ dynamic activities. The analysis
task focuses on determining the accuracy and severity of
security events uncovered during monitoring. This is
the most complex ID task, requiring substantial knowl-
edge and experience. Often, on further analysis, indi-
cations of malicious activity turn out to be benign. Even
when analysts find that such activities are truly mali-
cious, they must then determine how to prioritize an
event. They do this on the basis of their knowledge of
both the event itself and the relative importance of the
targeted network device. Finally, response refers to an
analyst’s reaction to a security event. This task ranges
from proactively countering the attack if it’s a true mali-
cious event, to updating their systems to ignore the
event in the future if it’s a false positive. 
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For both the monitoring and analysis tasks, informa-
tion visualization shows great potential. As the “Visualiza-
tion and Network Security” sidebar describes, much
recent research into this area focuses on supporting the
monitoring task. Because there’s currently little visual
support for the complexities of analysis, we targeted our
information visualization tool to support this task. Our
findings suggest that one of the key analysis challenges
is to both attain and preserve a high-level contextual
awareness while investigating an event’s low-level details.

The importance of context
The need to identify and retain an event’s context dur-

ing analysis is a recurring theme among analysts.
Indeed, analysts can rarely make decisions about secu-
rity events (such as IDS alerts) based solely on the avail-
able data (the alert’s text, for example). Instead, they

supplement this with data collected from other sources,
often captured on an ad hoc basis. Analysts also rely
heavily on their own knowledge and experience. 

To properly diagnose an event, analysts must assem-
ble this contextual information, whether it’s based on
supplemental data sources, their own knowledge, or
both. Diagnosis includes such things as determining the
event’s root cause, reconstructing its timeline, and iden-
tifying any related outcomes. To make these determina-
tions, analysts must fuse together the event’s details with
the larger, surrounding context of activity. 

Nonetheless, many popular tools for collecting 
and investigating contextual data take a microlevel
approach; they fail to support the development of a
coherent understanding of the surrounding context.
Other tools offer higher-level aggregations that can pro-
vide event context. To obtain a comprehensive view,
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Visualization and Network Security 
Much recent research has applied information

visualization to the considerable challenges facing security
analysts. Most of this research has been directed at what 
we broadly call the monitoring task: detecting intrusive or
anomalous events among the myriad benign events in 
a network’s traffic flow. Two systems supporting the
monitoring task are NVisionIP1 and VisFlowConnect,2 which
are both geared at increasing an analyst’s situational
awareness by visualizing NetFlows (aggregated traffic
records). NVisionIP displays a class-B network as a
scatterplot in the broadest view and lets analysts drill down
into the data through a small multiple view and a histogram
of host details. VisFlowConnect uses parallel coordinate
plots and animation for link analysis. 

VisAlert3 is an extensible visualization that can accept
multiple data sources, including intrusion detection (ID)
alerts and system log files. VisAlert integrates these into a
single display depicting alerts as vectors between a radial
view’s perimeter (representing alert time and type) and
interior (representing network topology).

D’Amico and Larkin4 describe prototypes that focus on
the temporal importance of security events. One view uses
3D space to visualize time and classification on a vertical
wall; sources and destinations are on the horizontal floor on
either side of the wall, with the lines between each floor
going through the wall representing events. 

PortVis5 takes summary network data and visualizes port
activity as a scatterplot linked to several other data views.
Erbacher and colleagues6 have developed animated glyph-
based visualizations that use system log files to show
connections from external hosts to a monitored server or
small network environment. Teoh and colleagues7 visualize
routing data to detect anomalies, intrusions, and router
instability using three visualization methods. 

The systems previously described can alert analysts to
anomalous activity on their networks or systems, augment
the monitoring tasks, or increase situational awareness.
However, they’re unlikely to support the more detailed
packet-level inspection required to analyze network
security events.

Krasser and colleagues8 developed a system that shows
connections between source IP address and destination port
in parallel coordinates. The system uses 3D animation to
provide temporal meaning in combination with packet size
and protocol. This system, like ours, allows analysts to view
the raw network traffic’s details. This combination of higher-
level visualizations with low-level textual details is crucial for
analysts to gain meaning from security events.
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analysts must continually refocus attention between
these higher-level tools and tools that provide details.
In our interviews, analysts repeatedly discussed how
they would lose context once they left high-level con-
text displays to examine packet details. Lacking exter-
nal representational supports, analysts often rely on
their short-term memory to integrate low-level and
high-level data. 

The role of time
In addition to the importance of context, our study

found that time was also a crucial factor in the analysis
process. There were several reasons why the data’s tem-
poral attributes were fundamentally important. One
reason was data synchronization. All the data sources
and tools that our participants used generated time
stamps that corresponded nearly exactly, despite being
generated on different hosts. All participants used Net-
work Time Protocol (NTP) on their systems, which let
them synchronize different data elements from differ-
ent sources.

In addition, while an IDS or other automated system
might initiate a security event, it could also come from
a more ambiguous source, such as user feedback. With
such vague sources, beginning the analysis task from
anything other than time was problematic. End users,
for example, were more likely to tell administrators that
something strange happened at a specific or even
approximate time (such as “after lunch”) than they were
to recite their network addresses or the protocols that
their instant-message clients used.

Finally, there’s the issue of temporal context. When
events occur before or after trigger events, analysts can
get vital clues about the security event’s nature. As a
straightforward example, if just prior to an event’s inves-
tigation, every network host was port scanned from 
a single destination, this could indicate that an attack-
er doing reconnaissance identified and exploited a 
vulnerability.

Network data’s temporal aspects:

■ let analysts correlate events across multiple systems, 
■ are easily identifiable by all data sources, and
■ are essential to attack deconstruction.

Time-Based Network Traffic Visualizer
TNV is a visualization tool grounded in an under-

standing of the work practices of security analysts. We
designed it to support ID analysis by giving analysts a
visual display that facilitates pattern and anomaly recog-
nition, particularly over time. It also offers more focused
views on packet-level detail in the context of the sur-
rounding network traffic. 

Conceptual design
To support the monitoring task, visualizations must

facilitate rapid pattern recognition. To support the more
complex analysis task, however, our goals were to

■ facilitate data exploration and correlation between
events, 

■ support the discovery of relationships between hosts,
and 

■ help analysts understand suspected attacks and
anomalies.

So, TNV’s emphasis is not on speed, but rather on pro-
viding multiple views of networking data to support
decision-making and understanding. Thus, TNV can be
more complex than visualizations designed to support
monitoring. 

Given the importance of context in ID analysis, TNV’s
main visualization takes a focus + context approach,
comparable to the Perspective Wall.3 Figure 1 shows a
conceptual drawing. Columns represent time intervals
and rows represent hosts. The focal area’s wider columns
show link communications between hosts, as well as indi-
vidual host’s port activity. The context areas’ columns
gradually narrow, providing continuity between the focal
and contextual areas without a sudden jump to a small-
er width. The context areas show the number of packets
within a time period, but not link or port activity. This
offers additional context and conserves display space.
Using this approach, analysts can explore interest areas
in greater detail, zooming in on traffic patterns, while
still viewing contextual information about the time peri-
ods before and after the target area. 

Visualizing network traffic over time
Figure 2 shows the TNV display. The main visual dis-

play (Figure 2a) combines a matrix-style display of host
IP address and network packet time stamps with a dis-
play that shows links between hosts. Other TNV features
include 

■ the navigation and data overview mechanism (Fig-
ure 2b),

■ the legend panel (Figure 2c),
■ a table of packets (Figure 2d) for the selected host

(host A),
■ packet details for a selected row in the table (Figure

2e),
■ the emphasis filtering panel (Figure 2f), and
■ host A’s port activity (Figure 2g). 

The number of packets for each time interval is encoded
in the resulting cell’s color. The user-defined color-to-
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1 The main visualization’s conceptual design. In the display, columns rep-
resent time intervals, while rows represent individual host IP addresses.
Relative port activity within each host cell is shown as vertical bars that
represent aggregated bins of ports active during that time period. 



number-of-packets mapping is in the center of the leg-
end panel (see Figure 2c). In this example, gray repre-
sents a relatively low number of packets and red a high
number of packets; hues within each color scale repre-
sent gradations. Analysts can therefore quickly identify
hotspots within the data set—a key requirement, accord-
ing to the analysts we interviewed. Because we designed
the visualization around a timeline, analysts can also
identify trends and anomalies in network activity for indi-
vidual hosts. So, for example, if time intervals containing
few packets are interrupted by a time interval with
numerous packets, analysts might investigate further.

Hosts on the analyst’s local network are of paramount
importance, and TNV emphasizes them accordingly. Re-
mote hosts, at least initially, are often important only in
terms of their potential to attack the analyst’s network.
Analysts can set an IP address space that constitutes their
home, or local, networks. TNV gives the hosts that meet
this criterion a slightly greater height and larger, bolded
labels (see the identical labels at the right and left of the
main visualization display). This lets analysts quickly dif-
ferentiate between internal and external network hosts.
This is important because certain kinds of network com-
munication—such as intranet Web traffic—is expected
from internal network hosts, but suspicious if it origi-

nates from an external host. In TNV, these unusual net-
work communications between hosts are readily identi-
fiable because it explicitly displays such links.

Network links
TNV can display network link communications

between hosts within each time period, as shown in the
center of Figure 2a. Links are drawn from the link’s
source to the link’s destination, starting from either side
of the column. In most cases, links are displayed as an X
pattern, because hosts often both send and receive data
as they communicate. A single line between hosts might
indicate a host sending packets to determine which ports
are active. The link colors, which the user defines, show
the link’s traffic protocol. By default, TNV draws links
with a very low opacity and a fixed, relatively narrow
width. This gives analysts an overall sense of link com-
munications between hosts without cluttering the dis-
play. To encourage data exploration, various filtering
mechanisms (described later) emphasize links that
match the analyst’s criteria.

In network traffic analysis, analysts must understand
communication patterns between hosts. However, cur-
rent network tools require analysts to mentally store and
correlate these patterns. By making such links visually
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2 TNV showing 50,000 network packets. (a) The main visualization matrix, along with details of a selected host A,
including network links with Web (TCP port 80) activity. Other TNV features include (b) the navigation and data
overview mechanism; (c) the legend panel; (d) a table of packets for the selected host; (e) packet details for a
selected row in the table; (f) the emphasis filtering panel; and (g) the selected host’s port activity. 



explicit, TNV can both assist ID analysis and make it eas-
ier for novices to learn what normal network activity
looks like. For example, public Web servers typically
have links from both local and remote hosts, so we can
expect the server to be connected to many lines from
multiple hosts. In contrast, an intranet Web server
should have connections only from local hosts. Also, tex-
tual network analysis tools demand that analysts store
and recall IP addresses in their memory as they inspect
the data. Using TNV, which explicitly shows the links
between machines, significantly reduces analysts’ cog-
nitive burden and lets them focus on solving the intru-
sion problem rather than deciphering textual data.

The link display is somewhat like parallel coordinates,
which consist of parallel axes with line segments
between them.4 In parallel coordinates, the axes repre-
sent different data attributes; intersections of line seg-
ments and axes represent the value of that observation
for the variable represented by that axis. In TNV, how-
ever, the parallel axes represent different values for the
same attribute: time. The value of each intersection is
also constant, representing the host IP address. The dis-
play therefore reveals relationships between hosts and
how those relationships change and evolve over time.
Unlike parallel coordinates, however, the link display
can’t show relations between multiple attributes. How-
ever, we can see some recognizable patterns in parallel
coordinates in the display (and in the port activity dis-
play, discussed later). Among these patterns are fan-in
and fan-out links, where one host communicates with
many other hosts. 

Port activity 
While the link display reveals the hosts involved in a

communication, analysts must examine the ports to
understand the nature of that communication. To sup-
port the gleaning of port information, TNV offers two
different views of port activity: 

■ a highly aggregated representation integrated into
the main visualization, and

■ a separate representation that explicitly shows the
details of port relationships. 

The main visualization can display relative port activ-
ity for each time period within each host cell. Because
there are 65,536 possible ports and limited display
space, we bin ports into groups and represent each
group as a vertical bar. Each bar’s height corresponds 
to the relative percentage of port activity within that
time period. Because servers generally run on the 

well-known (privileged) ports—those numbered below
1,024—we bin these ports in smaller groups, and bin
the remaining ports according to the remaining display
space. This is a high-level overview of port activity. It’s
not intended to reveal exactly which ports are active,
but rather to show general patterns that can reveal cer-
tain kinds of patterns or anomalies. 

Figure 3 shows two port bar examples. Figure 3a
shows what a slow, randomized scan might look like.
This scan is a portion of one taken over a five-hour peri-
od; each cell represents about 30 minutes. The type of
slow scan it shows can often be difficult to automatical-
ly detect. Visually, however, it’s easy to see the many
short bars within each cell. In contrast, Figure 3b shows
more common client-server activity. Here, a low-num-
bered server port and a high-numbered client port—
represented as bars toward the edges of cells of equal
height—are the only active ports.

This aggregated summary is complemented by a more
detailed view of the target host’s port activity when ana-
lysts select a host or hosts, as Figure 2g shows. TNV
shows port activity by the connections between two par-
allel axes representing the selected host’s source and
destination ports. The color of the connections match-
es the link color selected by the analyst for the main visu-
alization. Analysts can view either the source or
destination port activity, or both, for a selected host or
hosts. The height of the boxes overlaid on the parallel
axes shows the relative number of connections for each
port. In Figure 2g, there are several relatively equally
active source ports, all going to one destination port. 

The analysts we interviewed reported their need for
a display that explicitly showed a single-to-multiple port
relationship to support their ID analysis. TNV’s display
easily accommodates this need. By showing the relative
amount of port activity over time, TNV’s display also
shows strange, one-time port activity that often indi-
cates anomalous activity, and is often overlooked with
text-based tools.

Navigation, interaction, and details
Users navigate through and zoom into the main visu-

alization’s data by moving the handles on either side of
the scroll navigation interface (Figure 2b). The scroll
handles set the main display’s start and end times and
determine how much time each column represents. To
zoom into the data, users move the handles closer
together, decreasing each column’s time interval; to
increase the time each column represents, users move
the handles farther apart. The scroll navigation’s back-
ground is a histogram of the entire data set’s relative
network traffic activity. The data displayed in the main
visualization is the shaded area between the handles.
This gives analysts a very high-level overview of the data
and keeps them continually aware of the current focus
area within the context of the entire data set. 

We designed TNV to encourage network traffic explo-
ration. As Figure 2f shows, analysts can emphasize links
based on port numbers or protocol type using a simple
interface to highlight areas of interest. Rather than com-
pletely remove links that don’t meet the analyst’s crite-
ria, the display emphasizes the links that do—by
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3 Relative port activity within host cells. (a) Many connections to multiple
ports indicates a possible port scan, while (b) two equally sized ports indi-
cate typical client-server activity, such as Web traffic.



increasing their opacity—while keeping nonmatching
links semitransparent. This alerts the analyst to interest
areas without removing the context that other links pro-
vide. Analysts can also select a host cell or multiple cells
to highlight the links associated with them in the select-
ed time period. TNV makes these links opaque and
increases the line thickness, making it clear which hosts
the selection is communicating to. It’s also possible to
select an arbitrary screen area to highlight all of the
hosts and links within it. This is especially useful for
identifying all activity associated with a particular host. 

In addition to displaying port activity and emphasiz-
ing host-associated links, picking a host or multiple hosts
reveals the packet details associated with the selected
time period. Analysts can anchor these details to the bot-
tom of the display (as in Figure 2) or view them in a new
window to improve readability. When an analyst selects
a host (labeled A in Figure 2), TNV populates the table
(see Figure 2d) with: a summary of all packets showing
that arrival time, the source and destination address and
port, and a summary of the other packet headers. When
the analyst selects a table row, TNV displays details of an
individual packet (See Figure 2e). This shows all of the
packet headers, as well as the packet contents (or pay-
load) in a tree format, similar to Ethereal. These textual
details are essential to ID analysis. By providing multi-
ple, linked views, analysts can simultaneously explore
the data set from multiple perspectives—from a highly
aggregated overview to the raw, packet-level details.

Applying TNV
The following three scenarios demonstrate how TNV

supports ID tasks and helps users understand network
traffic. The first example’s data comes from the Hon-
eyNet Project’s scan 21 (http://www.honeynet.org/
scans/); the data for the other examples comes from

MIT’s ID evaluation data (http://www.ll.mit.edu/IST/
ideval/data/1999/1999_data_index.html). Because
these data sources have known limitations,5 we plan to
evaluate TNV in the field with analysts’ own data. How-
ever, as our interviews confirmed, the following ID sit-
uations are like those that analysts typically encounter.

Scenario 1: discovering anomalies
This example shows how TNV supports discovery by

quickly revealing anomalous activity that would be dif-
ficult to detect automatically, such as by an IDS. This data
set includes a burst of User Datagram Protocol (UDP)
packets to multiple destinations from four different
source addresses, with different source and destination
ports for each packet. The packets’ source ports’ random-
ization and multiple source addresses—likely crafted
and sent from a single host—are unlikely to trigger an
IDS alert.

Figure 4a shows a portion of TNV’s initial visual-
ization. The home network hosts are the bolded
172.16.1.* addresses (labeled B in Figure 4a). UDP
packets are displayed in orange; each column shows 80
minutes of activity. The rightmost column shows the
network sweep. As this screen shows, a cluster of hosts
(labeled A in Figure 4a) has sent many UDP packets to
all of the local network hosts, which is anomalous in this
data set. As the multiple vertical bars in the source host
cells show, these connections clearly come from multi-
ple ports. While this type of traffic is probably unusual
in most networks, it is unquestionably unusual within
this data set: the data contains several other UDP con-
nections, all of which are sporadic and use a single port.
Figure 4b’s display shows the increasing UDP traffic.

Figure 4c shows the highlighted hosts and links, fur-
ther emphasizing this UDP activity’s anomalous nature.
The other UDP links in the display are both from a 
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4 TNV visualization of anomalous activity. (a) The initial display shows that a group of hosts A is sweeping the network B with UDP
packets. The display highlights (b) increasing UDP activity and (c) the group of attacking hosts.
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single port range, as the single vertical bar within the
other two host cells shows (at the bottom of the screen).
By emphasizing the UDP links, TNV also highlights the
many-to-many relationship between the source and des-
tination hosts in this traffic. 

As Figure 5 shows, when the user selects the group of
source hosts, TNV displays detailed port activity. The
source and destination overlaid port boxes are of equal
height, showing an equal number of packets with dif-
ferent source and destination ports. The visual pattern
of multiple links crossing each other from one single,
high-numbered port to another is atypical in this data
set. It would be difficult for analysts to identify and cor-
relate these seemingly random packets textually,
because the attacker is using multiple source addresses
and has randomized the source and destination ports.
With TNV, this randomness is made visually explicit.
The main visualization also reveals that the attacking
hosts hadn’t attempted any other prior attacks.

Analysts can examine the packet details to determine
the attacker’s motives. In this case, examining packet
details shows that all packets contain a payload of DOM—
the string that activates the RST.bTrojan. As this exam-
ple shows, TNV can quickly alert analysts to anomalous
activity and also help them to determine the meaning
behind that activity—in this case, an attacker hunting
for a possible back door.

Scenario 2: from discovery to analysis
ID analysis often begins with an IDS alert or other

monitoring system notification. The alert itself, howev-
er, rarely contains sufficient details to let analysts deter-
mine the attack’s accuracy and severity. In this scenario,
we assume the analyst has received an IDS alert indicat-
ing the hosts involved and the attack type—a simple net-
work management protocol (SNMP) attack. The analyst
must therefore determine if:

■ the attack succeeded, 
■ the attacker targeted any other hosts, and
■ any other hosts were compromised. 

Figure 6 shows three screen cutouts of the attack’s sur-
rounding activity. Figure 6a shows the hosts involved in
this attack (labeled A), the local host being targeted, and
an external host (labeled B) attempting the exploit. This
activity is immediately suspicious; external hosts should
rarely, if ever, be legitimately issuing queries over SNMP
(which is typically used for performance monitoring).
Additionally, SNMP traffic is often sporadic, with one
host querying another periodically about its state. Here,
the SNMP traffic is sustained over a long period of time
(about 30 minutes). To determine if the attack was suc-
cessful, the analyst must examine the packet contents,
which is easy to do using TNV’s detail tables. 

Next, the analyst must determine whether the attack
affected any other hosts. Here, combining the visualiza-
tion and textual packet details is useful, allowing ana-
lysts to quickly see which other hosts are communicating
with the attack’s source and whether this type of attack
has been attempted anywhere else. In this example, the
analyst can use the port highlighting mechanism to
emphasize hosts that are sending SNMP requests (see
Figure 6b). A quick glance at the display shows that
there is no other SNMP traffic in the data set. The ana-
lysts can therefore be fairly certain that this was the only
host targeted by this particular attack.

To view more information about communications
between the attacker and the targeted host, the analyst
can zoom in on the targeted host, reducing the time peri-
od that each column represents (see Figure 6c). As the
leftmost column shows, the attacker is communicating
with another host, which might warrant further inves-
tigation. The visualization also shows that the attacker
is issuing domain name service (DNS) queries to two
other hosts. Looking at the details of these queries shows
the analysts that the requests were part of the attacker’s
reconnaissance activity immediately prior to the attack.

In these examples, the analyst relies on the textual
details to examine packet contents and make the ulti-
mate decision about the suspicious activity. The visual-
ization helps the analysts keep such details in context,
highlights the activity’s anomalous nature, and supports
the analyst’s event deconstruction to determine both if
other hosts have been attacked and if similar network
attacks have occurred.

Scenario 3: learning the network
In ID, the importance of knowing the network cannot

be overstated. In our previous work, ID analysts repeat-
edly said that their most critical tool was an intimate
knowledge of the target environment.6 However, gain-
ing an understanding of what is normal—and therefore
abnormal—on a network is a nontrivial task. It requires
understanding not only how different networking pro-
tocols behave, but also how they are manifested in the
context of a network. The textual tools analysts typical-
ly use help them learn about individual network pack-
ets, but they don’t give them an understanding of
normal network activity at a higher level. This is one of
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the greatest strengths of a tool like TNV—it encourages
both the high-level understanding of network traffic
(through the main visualization), while also allowing
exploration down to the level of packet content details.

Network traffic manifests differently on different net-
works. TNV can help analysts learn to understand their
networks’ normal traffic patterns. As Figure 7 shows,
TNV’s visualization can help analysts quickly and easily
grasp the distinct visual patterns of different types of traf-
fic. Login traffic—such as secure shell or telnet—is often
sustained over long time periods with high activity lev-
els. Figure 7 clearly shows this: there are few gaps during
the duration of the telnet sessions (although these gaps
also depend on what the client is doing and the time peri-
od’s size for each column). In contrast, Web traffic (HTTP)
generally manifests as sporadic bursts of high activity as
clients request pages from a Web server. Visually, this dis-
plays as periods of high activity followed by no activity.

The port summary bars—the vertical lines within each
time period representing relative port activity—are typ-
ically displayed as one line toward the left of the cell (rep-
resenting the server) and another of relatively equal size
to the right. This is typical of client-server traffic, in which
the client uses a high-numbered port or group of ports,
and the server uses a well-known, low port number. 

In these examples, two hosts are communicating: one
client and one server. If there were multiple clients, there
might be more, smaller port bars relative to the server
lines. Figure 7 shows this multiple-client relationship in
the lower of the two telnet examples. The server, which
is highlighted, begins communicating with multiple
clients on different high-number ports. DNS and NTP traf-
fic usually appear as sporadic bursts of low activity. These
types of traffic typically use a constant low-number source
and destination port, which is usually represented by a
single vertical bar toward the left of the host cell. 

IEEE Computer Graphics and Applications 79

6 Activity
surrounding an
attack. (a) Host
B is attacking
host A. (b) The
display high-
lights port
activity related
to this attack
and (c) zooms
in to highlight
the attacking
host.

(a) (b) (c)

A

B

7 TNV display
of different
traffic types.
Learning these
patterns is
essential in
performing ID
analysis.

Domain
name

service

HTTP

Telnet

HTTP

HTTP

Telnet

Network time
protocol



These examples are specific to the data sets. Other
networks have their own distinct patterns that the ana-
lyst will come to recognize using a visual tool like TNV.
Learning how TNV displays different kinds of traffic can
help analysts learn their networks’ distinctive charac-
ter, while also helping them understand the more sub-
tle differences in lower-level packet details. 

Future work
Functionally, we plan to increase TNV’s filtering and

emphasis capabilities to permit more flexible data explo-
ration (such as filtering on TCP flags). We also plan to let
analysts reorder rows in the matrix, either manually or
using a clustering algorithm. Currently, TNV’s y-axis is
ordered by IP address—to ensure that hosts on the same
subnetwork are adjacent—but this doesn’t allow much
flexibility. In addition, we plan to incorporate addition-
al, intermediate views of the network traffic between
the overview and textual detail levels. 

In our analyst interviews, we found that they typical-
ly prefilter network data, limiting its scope, before
attempting detailed analysis. However, even with pre-
filtered data, the number of hosts can get very large on
busy networks. Currently, TNV can easily fit approxi-
mately 100 hosts on a 1,280 × 1,024 display and still
show the detail table. To increase the number of hosts
that TNV can simultaneously display, our first strategy
is to use a separate window for the detail table. To fur-
ther increase TNV’s scalability, we might extend the bifo-
cal display to the y-axis as well, so that hosts toward the
edges have smaller heights. Although aggregating hosts
into subnets would also increase scalability, it would
result in a loss of detail. To contend with this, we plan to
run user evaluations to determine the acceptable trade-
offs between scalability and readability. 

TNV has great potential for facilitating the ID analy-
sis task and the process of understanding normal net-
work traffic. Preliminary usability testing on an earlier
version demonstrated that TNV is easy to learn and
helped novices understand network patterns.7 To fur-
ther improve TNV’s usability and assess its utility, we are
planning further evaluations. A lab-based comparative
evaluation of TNV and Ethereal, for example, will help
us determine the relative strengths of each tool for par-
ticular tasks. We also plan to test TNV in the field, eval-
uating its utility in the context both of experts, who have
intimate knowledge of their networks and data, and
novices, who must gain such knowledge. ■
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