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Monte Carlo and variational calculations of the magnetic phase diagram of CuFeO2
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Monte-Carlo and variational calculations are used to revise the phase diagram of the magnetically frustrated
material CuFeO2. For fields 50 < H < 65T, a new spin-flop phase is predicted between a canted 3-sublattice
phase and the conventional conical spin-flop phase. With wave vector Q ≈ (0.8π,0.43π ), this phase is
commensurate in the x direction but incommensurate in the y direction. A canted 5-sublattice phase is predicted
between the multiferroic phase and either a collinear 5-sublattice phase for pure CuFeO2 or a canted 3-sublattice
phase for Al- or Ga-doped CuFeO2.
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Magnetic phase diagrams play a central role in under-
standing magnetic materials with competing interactions.
Because competing phases lie close in energy, magnetically
frustrated materials can exhibit remarkably complex phase
diagrams. Several interesting materials with simple collinear
(CL) ground states develop noncollinear (NC) states display-
ing multiferroic behavior upon either doping or applying a
magnetic field.1

For both pure MnWO4 (Ref. 2) and CuFeO2 (Ref. 3),
easy-axis anisotropy stabilizes CL spin states in a zero field.
Nonmagnetic impurities or magnetic fields transform those CL
states into distorted spirals that exhibit spontaneous electric
polarizations.4–7 Recently, Ref. 8 employed a variational tech-
nique to construct the phase diagram of doped CuFeO2. Using
classical Monte-Carlo (MC) simulations together with spin-
wave and variational calculations, we now revise that phase
diagram and predict a new spin-flop (SF) phase above 50 T.

Below 7 T, the observed ground state of pure CuFeO2 is the
4-sublattice (SL) CL state sketched in Fig. 1(b). A complex NC
(CNC) state with ferroelectric polarization appears between 7
and 13 T (Ref. 4). The CNC state is also stabilized by either Al
(Refs. 5 and 6) or Ga (Refs. 9 and 10) doping. Inelastic neutron-
scattering measurements were recently used11 to characterize
the multiferroic state of Ga-doped CuFeO2 as a distorted spiral
with alternating small (∼22◦) and large (∼134◦) turn angles
�θ .

Between 13 and 20 T, Mitsuda et al.12 observed the 5-SL
phase sketched in Fig. 1(d) with normalized magnetization
M = 〈Siz〉/S = 1/5. At 20 T, the 5-SL phase transforms into
the 3-SL phase sketched in Fig. 1(b) with M = 1/3; at 34 T, the
3-SL phase smoothly changes into a canted phase.13 A weakly
first-order transition into another canted phase was observed
at 50 T (Refs. 14 and 15) and saturation into the completely
aligned CL-1 state with M = 1 was reported at 70 T (Ref. 16).

Due to hysteresis, the first-order transitions from the CNC
to the 5-SL phase and from the 5-SL to the 3-SL phase are
poorly characterized. It is possible that intermediate phases lie
between the CNC and 5-SL phases and between the 5-SL and
3-SL phases. In the nonstoichiometric compound CuFeO2+δ ,
Hasegawa et al.17 observed an unspecified phase linking the
5-SL and 3-SL phases, which were separated by 3 T.

Because the hexagonal planes of CuFeO2 are coupled
antiferromagnetically, magnetic frustration only affects each
hexagonal plane. Consequently, the magnetic phase diagram of
CuFeO2 can be constructed based on a two-dimensional model
with interactions Jn that extend up to third nearest neighbors,
as shown in Fig. 1(b). Since single-ion anisotropy D aligns
the spins along the z axis for pure CuFeO2 in low fields, the
qualitative behavior of CuFeO2 is described by the energy

E = −1

2

∑

i �=j

Jij Si · Sj − D
∑

i

Siz
2 − 2μBH

∑

i

Siz, (1)

where the field H is applied along the z axis. Due to the
large S = 5/2 spins of the Fe3+ ions, we have assumed that
Si ≡ S(Ri) are classical spins.

For a given set of exchange interactions {J1 < 0,J2,J3} and
for Ising spins (D 	 |Jn|), Takagi and Mekata18 constructed
the possible CL ground states of E in a zero field. The 4-SL
phase is stable in the region of phase space sketched in Fig. 1(a)
with J3 < J2/2 and −1/2 < J2/|J1| < 0.

Earlier work8 employed a variational approach to evaluate
the phase diagram of Eq. (1). The spin state of the multiferroic
CNC phase was expanded19,20 in harmonics of the fundamental
ordering wave vector Q = QC x:

Sz(R) =
∞∑

l=0

Cl cos(lQC x), (2)

Sy(R) =
√

S2 − Sz(R)2 sgn(sin(QC x)), (3)

where the lattice constant was set to 1. The condition
max|Sz(R)| = S was used to fix C0. Because only terms up
to C5 were significant, the trial incommensurate spin state had
six variational parameters (QC and Cl with 0 < l � 5). The
energy E was then minimized on a unit cell of length 104 with
open boundary conditions.

With decreasing anisotropy (corresponding to increasing Al
or Ga doping), the 4-SL CL phase eventually transforms into
the CNC phase in zero field.21 For region CL-4i of Fig. 1(a), the
wave vector QC of the CNC phase depends on the parameters
{J2/|J1|,J3/|J1|}. This region is believed to describe CuFeO2.
For region CL-4ii of Fig. 1(a), QC = 4π/3 is independent
of the parameters {J2/|J1|,J3/|J1|}. This region is believed to
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FIG. 1. (Color online) (a) The region of {J2/|J1|,J3/|J1|} phase
space supporting the CL-4 phase in a zero field for large anisotropy.
Circular and square points indicate the parameters used to evaluate
the phase diagrams in Figs. 2(a) and 2(b), respectively. (b) The CL-3
phase with exchange interactions Jn indicated. Other CL phases are
the (c) CL-4, (d) CL-5i, (e) CL-5ii, (f) CL-7, and (g) CL-30 phases
with open or closed circles indicating up or down spins, respectively,
and dashed lines surrounding the unit cells in the last two cases.
(h) The NC phases with 3 and 5 SLs, and (i) the SF-1 and (j) SF-2
phases.

describe CuCrO2 (Ref. 22). The zero-field state in this region is
more simply described as the NC-3i state sketched in Fig. 1(h)
with M < 1/3.

To construct the magnetic phase diagram, Ref. 8 con-
sidered canted coplanar states with up to 10-SLs. A trial
spin state was introduced for the conical SF phase pic-
tured in Fig. 1(i). The SF-1 phase can be written S(R) =
S( sin θ cos φ(R), sin θ sin φ(R), cos θ ) where the tilting angle
θ is constant but the azimuthal angle φ(R) = Q1 x varies
linearly with x. Hence, the SF-1 state has wave vector
Q = (Q1,0) and two variational parameters (Q1 and θ ).

The phase diagram constructed in Ref. 8 contained three
different canted 5-SL phases. However, the second of the
canted 5-SL phases23 was later discovered to be locally
unstable with imaginary spin-wave frequencies for some wave

vectors. In order to clarify the phase diagram of CuFeO2,
we have employed MC simulations for classical spins on a
60 × 60 lattice with periodic boundary conditions. Thermal
annealing was used to search for ground states at selected
points throughout the phase diagram for a given set of
exchange interactions {J2/|J1|,J3/|J1|}.

Spin-wave calculations were used to verify that each of the
MC states is locally stable. NC states were treated using the
1/S formalism described in Ref. 24. Based on the set of MC
ground states, variational calculations were used to efficiently
complete the phase diagram. Note that the MC states are only
used to provide candidates whose energies are then evaluated
either exactly (for CL states) or on a large lattice within a
variational analysis (for NC states). Therefore, the finite-size
limitations of the MC simulations are not critical. We are now
convinced that the combination of MC simulations, spin-wave
calculations, and variational techniques provides the most
reliable and efficient way to construct the magnetic phase
diagram of a system with competing interactions.

Aside from the CNC and CL-1 phases, the spin states
found by MC simulations are described in Figs. 1(b) to
1(j). Compared to Ref. 8, MC simulations have revealed
two additional CL phases. The CL-7 phase with M = 5/7
described in Fig. 1(f) is constructed by filling a triangular
lattice with hexagons, each containing one down spin at its
center. The CL-30 phase with M = 7/15 is described in
Fig. 1(g). The energies and magnetizations of all CL phases
are summarized in Table I, where h ≡ 2μBH/S|J1|.

Both canted 3-SL phases NC-3i and NC-3ii appeared in the
phase diagram of CuCrO2 (Ref. 22). Replacing the unstable
canted 5-SL phase23 from Ref. 8 is the new SF phase described
in Fig. 1(j). Like the NC-5i state, the SF-2 state has a 5-SL
period along the x axis with tilting angles θ1 = 0, θ2 = 2π −
θ5, and θ3 = 2π − θ4. Unlike the NC-5i state, however, the
SF-2 state is incommensurate along the y axis with azimuthal
angle φ(R) = Q2 y, wave vector Q = (0.8π,Q2), and three
variational parameters (Q2, θ2, and θ3).

Using the same parameters {J2/|J1|,J3/|J1|} = {−0.44, −
0.57} as in Ref. 8 [indicated by the circle in Fig. 1(a)], the
revised phase diagram is plotted in Fig. 2(a). For fields h > 4,
this phase diagram differs significantly from the earlier one, in
particular because most of the phase space previously allotted
to the SF-1 phase is now occupied by the SF-2 phase. In
addition, the CL-30 phase now occupies most of the phase
space previously allotted to the CL-3 phase. Due to the much
diminished CL-3 phase, the phase diagram of Fig. 2(a) does
not describe the measurements in CuFeO2.

TABLE I. Energies and net spins of the CL states

Phase E/NS2 M

CL-1 −3(J1 + J2 + J3) − D − |J1|h 1
CL-3 J1 − 3J2 + J3 − D − |J1|h/3 1/3
CL-4 J1 − J2 + J3 − D 0
CL-5i (J1 + J2)/5 + J3 − D − |J1|h/5 1/5
CL-5ii −3(J1 + J3)/5 − 7J2/5 − D − 3|J1|h/5 3/5
CL-7 −9(J1 + J3 + J3)/7 − D − 5|J1|h/7 5/7
CL-30 −J1/3 − 3J2/5 + J3/5 − D − 7|J1|h/15 7/15
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FIG. 2. (Color online) Magnetic phase diagrams as a function of
the external field and anisotropy for two different sets of parameters.
A possible trajectory through the second phase diagram for CuFeO2 is
given by the thin curve with critical fields indicated on the right-hand
side.

However, the CL-3 phase is significantly enlarged by
shifting the exchange parameters closer to the CL-4i/CL-
4ii boundary. The phase diagram for {J2/|J1|,J3/|J1|} =
{−0.40, −0.75} [indicated by the square in Fig. 1(a)] is plotted
in Fig. 2(b). Both sets of parameters in Fig. 2 produce CNC
phases with QC ≈ 0.85π when D = 0. The phase diagram
of Fig. 2(b) now includes NC-3i and NC-3ii phases on either
side of a much more prominent CL-3 phase. Both the CL-5 and
CNC phases in Fig. 2(b) occupy a much smaller region of phase
space than in Fig. 2(a). The CNC phase with a variable wave
vector disappears entirely on the other side of the CL-4i/CL-4ii
boundary22 in Fig. 1(a).

To make quantitative predictions for CuFeO2 would re-
quire that we also include the interactions between adjacent
hexagonal planes as well as the nontrivial effects of the
scalene lattice distortion.25 Nevertheless, the phase diagram
of Fig. 2(b) provides some qualitative predictions for CuFeO2.
The thin solid curve indicates a possible trajectory through
the phase diagram of Fig. 2(b) and accounts for the expected
decrease13,14 in the anisotropy with the magnetic field. The
magnetization M and susceptibility χ = dM/dh along this
curve are plotted in Figs. 3(a) to 3(d). As indicated on the
right-hand side of Fig. 2, nine separate phase transitions are
expected along this trajectory.

In agreement with Ref. 8, a canted 5-SL phase intercedes
between the CNC and CL-5i phases. With either Al or
Ga doping (corresponding to decreasing D/|J1|), the NC-5i
phase can supplant the CL-5i phase. Evidence for the NC-5i
phase is provided by measurements on 2% Al-doped5 and
3.5% Ga-doped10 samples, where the magnetization M of
the observed 5-SL phase increases linearly with the field.
However, the predicted second-order transition between the
NC-5i and CL-5i phases has not been seen. The NC-5i phase
in pure CuFeO2 might be eliminated by the scalene lattice
distortion.25

Some evidence for the NC-3i phase was provided in Ref. 17,
which observed that oxygen nonstoichiometry splits the 20 T
transition from the CL-5i to the CL-3 phase into two transitions
at 20 and 23 T, leaving room for the NC-3i phase between them.
There is much stronger support for the predicted second-order
transition from the CL-3 phase to the canted NC-3ii phase: both

FIG. 3. (Color online) (a), (b) Magnetization M and (c), (d)
susceptibility χ = dM/dh vs field h = 2μBH/S|J1| for J2/|J1| =
−0.40 and J3/|J1| = −0.75. The trajectory plotted in Fig. 2(b)
contains the nine critical fields indicated by the dashed vertical
lines.

Terada et al.13 and Lummen et al.14 observed second-order
transitions from the CL-3 to a canted phase at 34 T.

Lummen et al.14 and Quiron et al.15 observed a weakly
first-order transition at either 53 or 49 T with M ≈ 0.65.
Figures 3(b) and 3(d) strongly suggest that this first-order
transition occurs between the NC-3ii and SF-2 phases, with
a predicted M = 0.69. Using the observed saturation field16

of 70 T, we estimate that the even more weakly first-order
transition from the SF-2 to the SF-1 phase will occur at about
65 T. Whereas the SF-1 phase has the wave vector (0.85π,0)
with a turn angle �φ = 0.43π along the x direction, the SF-2
phase has the wave vector (0.8π,0.43π ) with a turn angle
�φ = 0.37π along the y direction.

The proximity of the CL-30 phase to the trajectory in
Fig. 2(b) suggests that this phase may be accessible by
oxygen nonstoichiometry, which is predicted to enhance the
anisotropy.17 The appearance of “exotic” 7-SL and 30-SL
CL states26 raises the possibility that even stranger CL states
remain undiscovered. However, it is unlikely that any missing
CL states will affect physical results along the trajectory
plotted in Fig. 2(b).

Compelling evidence for the canted and SF phases requires
future measurements. The NC-5i phase in doped CuFeO2

should undergo a first-order transition to the NC-3i phase. The
NC-5i and CL-5i phases can be distinguished by their inelastic
neutron-scattering spectra: unlike the gapped excitations of the
CL-5i phase, the spin excitations in the NC-5i phase are gapless
due to rotational symmetry about the z axis. The transition from
the SF-2 to the SF-1 phase might be detected by the small 2.4%
drop in the susceptibility χ at about 65 T.

To conclude, the combination of MC simulations, spin-
wave calculations, and variational techniques provides a
powerful and efficient method for evaluating the magnetic
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phase diagram of a frustrated magnet. Hopefully, the results
of this paper will inspire future high-field measurements on
CuFeO2 and other frustrated magnets.
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