A comprehensive methodology that takes into account alloy solidification, shrinkage-driven interdendritic fluid flow, hydrogen precipitation, and porosity evolution has been developed for the prediction of microporosity fraction in aluminum A356 alloy castings. The mathematical models presented are implemented in a computational framework consistent with those of commercial casting codes, allowing them to be easily incorporated in commercial casting simulation software. Examples are presented for two test-plate castings of vastly differing solidification behavior. The analysis of (a) metallographic observations of the pore morphology distribution, (b) computed solid fraction distribution, and (c) computed pressure distribution during solidification is used to explain the pore fraction evolution during solidification. The predictions of porosity distribution are validated by comparison with independent experimental measurements of pore fraction in the test plate castings.
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Introduction

The use of aluminum alloy castings for structural components offers significant opportunities for reducing the weight of automobiles, since aluminum alloy components are typically about half the weight of the steel, cast iron, or ductile iron component that they replace. However, the performance requirements of structural components, particularly chassis or suspension components, places greater requirements on the mechanical properties of the components. An important factor that leads to a decrease in the mechanical properties of castings (notably ductility and fatigue life) is the presence of microporosity.

In the terminology commonly used in the foundry, porosity is usually considered to be either “hydrogen” or “shrinkage” porosity. Hydrogen porosity is the term given to porosity that is generally rounded, isolated, and well distributed. Porosity that is interconnected or clustered, and of an irregular shape corresponding to the shape of the interdendritic region, is usually termed shrinkage. However, in general, the occurrence of microporosity in aluminum alloys is due to the combined effects of solidification shrinkage and gas precipitation (1). Gas pores form when the partial pressure of hydrogen that corresponds to the hydrogen concentration within the liquid exceeds the local pressure in the mushy zone by an amount necessary to overcome the surface energy forces (1). The local pressure in the mushy zone, \( P_m \), results from: (a) the ambient pressure, (b) metallostatic head, and (c) resistance to the flow of fluid to feed solidification shrinkage.

Attempts to predict the level of porosity in castings have included both parametric (2-5) and “first-principles” models (1,6,7-11). A number of other studies have also attempted to understand the phenomena of porosity formation, pore growth (12-14), and pore morphology (15).

The governing equations for fluid flow and hydrogen evolution indicate that the porosity formation and fluid flow are strongly coupled. However, in most studies on microporosity (8,13-15), it is considered that the porosity formation does not influence the fluid flow in the mushy zone. Kuznetsov and Vafai (16) showed that neglecting the effect of porosity formation on the pressure in the mushy zone yields lower pressure drops and an over-prediction of final porosity. They also have shown that the influence of porosity formation on the pressure is larger at lower pressures in the mushy zone.

The methodology for microporosity prediction presented in this study allows the numerical simulation of “hydrogen” and “shrinkage” porosity by considering the following factors that contribute to microporosity formation: (a) heat transfer and alloy solidification, (b) microstructure evolution during alloy solidification, (c) hydrogen redistribution during solidification, and (d) fluid flow which feeds the solidification shrinkage. The methodology presented is suitable for easy implementation in commonly used algorithms for fluid dynamics (SOLA and SIMPLE) in commercial and research
software for the simulation of casting processes. The methodology presented has been validated on test castings designed to capture a variety of porosity formation conditions and porosity distributions.

Heat Transfer and Alloy Solidification

Since this work is mainly concerned with the numerical simulation of shrinkage induced flows, the convection term in the energy equation is neglected. The energy equation that describes the heat transfer during alloy solidification appears as:

$$\frac{\partial \rho_h T}{\partial t} + \nabla \cdot (\rho_h T \mathbf{u}) = \nabla \cdot (k_{\text{eff}} \nabla T) + \hat{Q}$$  \hspace{1cm} (1)

where \( g_s \) and \( g_l \) are the volume fraction of solid, liquid, and gas, respectively; \( \rho_s \) and \( \rho_l \) are the density and volume fraction of the solid eutectic, respectively. \( \hat{Q} = \rho_g \dot{h}_e + g_x (\rho_x h_x - \rho_s h_e) \) is density weighted enthalpy, \( \mathbf{u} \) is intrinsic fluid velocity, \( T \) is temperature, and \( k_{\text{eff}} = k_g + k_s \) is effective thermal conductivity. Subscripts \( s \) and \( l \) refer to the solid and liquid phases, respectively, while subscript \( e \) refers to the eutectic phases. \( h_s, h_l, h_e \) are the intrinsic enthalpies for the solid, liquid and gas phases, respectively. The temperature is solved by the use of an enthalpy formulation (17).

Fluid Dynamics during Casting Solidification

During solidification of alloy castings, regions of solid, mush, and bulk fluid coexist. At low solid fractions, solid nuclei are dispersed in the liquid and carried away by the liquid metal flow. This flow regime in which the alloy behaves like slurry is referred to as mass feeding. At solid fractions larger than a critical value, \( g_s^{cr} \), referred to as the coherency limit, dendrites form a fixed network through which the liquid alloy flows. \( g_s^{cr} \) is dependent on the type of alloy and dendrite morphology (18). The flow regime encountered at solid fractions higher than the coherency limit is called interdendritic feeding.

In order to consider the mass and interdendritic feeding, the alloy volumetric fraction, \( g_s \), and alloy density, \( \rho_s \), which are convected by the liquid flow are tracked. The \( g_s \) and \( \rho_s \) variables are given by:

\[
g_s = \begin{cases} 
1 & \text{if } g_s \leq g_s^{cr} \text{ (mass feeding)} \\
\frac{\rho_s}{\rho_l} & \text{if } g_s > g_s^{cr} \text{ (interdendritic feeding)} 
\end{cases} \hspace{1cm} (2)
\]

\[
\rho_s = \begin{cases} 
\rho_s & \text{if } g_s \leq g_s^{cr} \text{ (mass feeding)} \\
\rho_l & \text{if } g_s > g_s^{cr} \text{ (interdendritic feeding)} 
\end{cases} \hspace{1cm} (3)
\]

The mass conservation equation for the intrinsic fluid velocity, \( \mathbf{u} \), is given by:

$$\frac{\partial \tilde{\rho}}{\partial t} + \nabla \cdot (\tilde{\rho} \mathbf{g} \mathbf{u}) = 0$$  \hspace{1cm} (4)

where \( \tilde{\rho} = \rho_l g_l + \rho_s g_s + g_x (\rho_x h_x - \rho_s) \) is the averaged density of the alloy. The solid density, \( \rho_s \), is usually taken to be constant while the liquid density varies with the solute concentration and temperature, \( \rho_l = \rho_l(T, C) \). The gas density, \( \rho_g \), varies according to the ideal gas law, \( \rho_g = \rho_g \left[ R \frac{T}{P} \right] \), where \( R \) is the hydrogen gas constant.

The momentum equation for the interdendritic flow can be written as:

\[
\rho_s \left[ \frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} \right] = -\nabla P + \mu \nabla^2 \mathbf{u} + \rho_g \mathbf{g} - g_s \mathbf{C}_D \mathbf{u} + \rho_s \mathbf{g}_s \mathbf{g}_{se} \frac{\partial \rho_s}{\partial t} \left( (1-g_s) \rho_s \right) \hspace{1cm} (5)
\]

In general, the drag coefficient, \( C_D \), which accounts for the momentum loss due to the flow around and through the dendrite structures, is a function of the velocity magnitude, \( |\mathbf{u}| \), permeability, \( K_s \), and liquid fraction, \( g_l \). In this work, the drag coefficient, \( C_D \), is given by the Darcy's and Forchheimer's terms which are often referred to as the “viscous drag” and “form drag” terms (19):

\[
C_D(|\mathbf{u}|, K_s, g_l) = \frac{1}{K_s} + C_F \frac{g_l}{K_s} \frac{|\mathbf{u}|}{\sqrt{K_s}} \hspace{1cm} (6)
\]

where \( C_F = 0.55 \).

Permeability in the Mushy Zone

The Kozeny-Carmen equation (20-22) is used to relate the alloy permeability, \( K_s \), to microstructural parameters:

$$K_s = \frac{g_l^4}{k_c S_v} \hspace{1cm} (7)$$

where \( g_l \) is the volumetric fraction of the liquid, \( k_c \) is the Kozeny-Carmen constant, and \( S_v \) is the surface area of the solid per unit volume. Based on stereological considerations, \( S_v \) is defined as a function of dendrite cell spacing by the following formula:

$$S_v = \frac{4}{d_c} \hspace{1cm} (8)$$

Microstructural Parameters

In addition to the liquid and solid fractions, which are calculated from the energy equation, the dendrite cell spacing is needed to estimate pore curvature and permeability in the mushy zone. The dendrite cell spacing, \( d_c \), can be correlated with the local solidification time, \( t_s \), by the use of the following relationship:

$$d_c [\mu m] = A t_s^b \hspace{1cm} (9)$$

where \( t_s \) is the local solidification time in seconds. For A356 aluminum alloy, the coarsening constants are determined from published data (23), as:

$$A = 10.2 \text{ and } b = 1/3.$$
For A356 aluminum alloy, the pore radius or curvature, r, is taken to be half of the dendrite cell spacing based on microstructural observations of pore sizes in A356 alloy castings.

Hydrogen Balance

It is commonly accepted that pores form in solidifying aluminum alloys when the equilibrium partial pressure of hydrogen corresponding to the hydrogen concentration within the liquid, exceeds the local pressure in the mushy zone by an amount necessary to overcome surface energy forces (1). Thus, the condition for microporosity formation can be given in terms of a pressure condition:

\[ P_g > P_m + P_\alpha, \quad P_\alpha = \frac{2\sigma}{r} , \]  

where \( P_g \) is the gas pressure corresponding to the gas concentration in the liquid, \( P_m \) is the local metallocstic pressure in the solidifying alloy, \( \sigma \) is the surface tension at the gas-liquid interface, and \( r \) is the pore curvature. \( P_\alpha \) is the pressure in a pore due to the effects of surface tension.

Equation 10 is only used to provide the condition for a hydrodynamic balance of pressure in the region of a bubble. Since the molten metal used in most foundries has a high concentration of oxide films that serve as nucleating substrates for hydrogen bubble nucleation, detailed models of bubble nucleation may be neglected.

By using Sievert’s law to relate the hydrogen concentration in the liquid to the gas pressure, \( P_g \) [atm], and neglecting hydrogen diffusion, the hydrogen distribution is described by the following mass balance:

\[ f_g C_H^n = C_H^0 - S \nabla P_\alpha \left( f_s k_H + f_l \right), \]  

where \( C_H^0 \) is the initial gas concentration within the liquid [cc/100g], \( S \) is the hydrogen solubility in the liquid [cc/100g], \( k_H = 0.069 \) is the partition coefficient for hydrogen distribution between solid and liquid, \( f_s \) and \( f_l \) are the mass fractions of solid and liquid, respectively. \( C_H^0 \) is a unit conversion factor from cc/100g to mass fraction (24).

Interdendritic Flow and Microporosity

In order to accurately predict microporosity, a solution algorithm for interdendritic flows in which the coupling between pore growth and liquid feeding is treated implicitly is used in this study. The solution algorithm for interdendritic flows is based on a variable projection method (25) and is extended in this study to include the effect of microporosity on the interdendritic flow. In this methodology, the energy and microporosity equations are uncoupled. The energy equation is solved by using the hydrogen gas fraction at the previous time level, \( c_g^n \), without considering the effect of pore growth within the current time step. \( P^{n+1}_g = P_c g_s^{n+1} + P_c g_t^{n+1} + g_w^{n+1} (P_c - P_g) \) is the density which is estimated based on volumetric fractions \( g_s^{n+1} \) and \( g_t^{n+1} \) computed from the energy equation. An intermediate velocity, \( u^* \), is computed from the momentum equation as:

\[ \rho C \left[ \frac{u^* - u^n}{\Delta t} + u \cdot \nabla u \right] = \mu \nabla^2 u^n + \rho C g_s - \frac{\rho g_c}{\Delta t} u^n \]  

(12)

When microporosity is present, the projection step is comprised of the following update of the pressure and velocity:

\[ \nabla \left( \sigma^{n+1} \nabla P^{n+1} \right) = RHS_g + \left( \frac{g^{n+1}_s - g^n_s}{\Delta t} - 3RHS_{l} \right), \]  

(13)

\[ g_s^u \frac{u_{n+1} - u^n}{\Delta t} = -\sigma \nabla P^{n+1} \]  

(14)

where the projection variable and the RHS term are given by:

\[ \sigma = \frac{g_c}{1 + g_l C_l \Delta t / \rho C}, \quad \text{and} \quad RHS = \frac{1}{\Delta t} \left[ \frac{\rho^{n+1}_s - P_{g}}{\nabla} + \nabla \left( \rho^*_s g^*_s u^* \right) \right]. \]  

(15)

In the above pressure relationships, the drag term and projection variable are computed using the liquid fraction \( g_l^{n+1} \) which was computed from the energy equation. Equation 11 is used to relate the last term in Eq. 13 with the pressure. In order to take microporosity effects on the interdendritic flow into account, the last term in Eq. 13 is linearized and the pressure equation is solved iteratively.

Plate Casting

In order to capture the wide range of solidification conditions encountered in sand and permanent mold castings, plate castings were made in a variety of mold configurations. Of those, two castings are of particular interest to this study. They include plates cast in a sand mold and in a sand mold with top, bottom, and end chills. The chill plate configuration is shown in Figure 1. The top and bottom chill dimensions are nominally 200, 150, and 25 mm. The end chill dimensions are nominally 60, 60, and 150 mm. Casting dimensions are shown in Figure 2. All the plates were contained in a sand mold with nominal dimensions of 600, 210, and 200 mm, respectively.

![Figure 1: Chill plate configuration.](image-url)
Numerical simulation results are presented for A356 alloy sand and chill plate castings. The alloy was poured at 720°C. The mold-filling phase was neglected in computations, and the initial temperature of the alloy was considered to be uniform over the entire casting. Thermophysical property data were based on experimental measurements and/or data available in the literature. The hydrogen level in the plates was measured to be approximately 0.11 cc/100 g of alloy. The solubility of hydrogen in the liquid phase was determined from data available in the literature for the aluminum-silicon system (26). The evolution of the silicon and magnesium concentrations in the liquid metal as a function of temperature was calculated using the thermodynamic software package ThermoCalc. Due to the symmetry along the vertical section through the plate center, the problem was solved only on half of the plate.

Solidification Behavior

Figure 3 shows the liquid volume fraction distribution for the sand plate and the chill plate, 700 s and 30 s from the onset of solidification. In both plates, solidification progresses from the end of the plate toward the riser without forming any hot spots. In the sand plate, the liquid volume fraction varies from 0 at the end of the plate to 0.7 in the riser [Figure 3(a)]. Although the entire casting is mushy, feeding channels are relatively open as the liquid fraction adjacent to the end of the plate is around 0.5. In addition, cooling rates in the sand plate are small, around 0.1°C/s, and as a result, the eutectic isotherm velocity is quite small (see Figure 4).

In the chill plate, solidification occurs in the form of a channel that exists over the entire length of the plate [Figure 3(b)]. Also, since cooling rates in the plate are much higher, around 2°C/s, the resultant eutectic isotherm velocity is also much larger (see Figure 4). In particular, the eutectic isotherm velocity exhibits a maximum in the center of the plate, and this value is almost two orders of magnitude higher than in the edge of the plate.

Figure 5 shows the experimentally determined porosity distribution in the sand and chill plates (27). The porosity level in the sand plate is fairly uniform over the plate and approximately 0.5%. The porosity level in the chill plate, on the other hand, exhibits a maximum at the center of the plate, and this maximum is three times the porosity level in the sand plate. The porosity levels in the sand and chill plates correspond to the profile of the eutectic isotherm velocity in the two plates (Figure 4).

Figure 6 illustrates the pore morphology in two regions of the chill plate. In regions close to the end of the plate and close to the riser, the pores are small and rounded, and are approximately the same size as the local dendrite cell spacing [Figure 6(a)]. In the middle of the plate corresponding to the maximum in porosity, the pores are large, irregular, and conform to the morphology of the interdendritic region [Figure 6(b)]. The pore morphology in the entire sand plate was similar to that in Figure 6(a). In foundry terminology, the pore in Figure 6(a) is considered to be hydrogen porosity, while the pores in Figure 6(b) are considered to be shrinkage porosity.

Pressure Distribution During Solidification

In Figure 7, the evolution of the local pressure in two computational cells is shown as a function of liquid fraction for
Figure 5: Experimentally measured distributions of pore fraction in the sand and chill plates (27).

Figure 6: Pore morphologies along the centerline of the chill plate casting at locations near the (a) plate end (b) plate center.

Figure 7: The local pressure distribution corresponding to locations near the plate end and the plate center.

Figure 8: Calculated microporosity distributions for the sand and chill plates. The experimentally measured values are also shown for comparison. The agreement for the sand plate is quite good. In the case of the chill plate, the model correctly predicts the maximum in porosity near the center of the plate. However, the predicted minimum porosity is higher, the predicted maximum porosity is lower, and the peak in the distribution is broader than in the experimental results. These differences are attributed to uncertainties in the density values used for the liquid, especially in the region of the final ternary eutectic; the difference in the solubility of hydrogen in complex alloys compared to that in binary alloys; the assumptions in pore radius; and the effects of pore migration during solidification (28).

Summary and Conclusions

A methodology to determine the extent of gas and shrinkage porosity is proposed that is based on thermodynamic considerations and experimental evidence. The solution algorithm presented includes a fully coupled, implicit treatment of local pressure and microporosity evolution in the mushy zone. The methodology presented takes into account alloy...
solidification, shrinkage-driven interdendritic fluid flow, hydrogen precipitation, and porosity evolution during solidification. Microporosity growth is due to the local pressure drop in the mushy zone and pore expansion in casting regions where liquid feeding alone cannot compensate for solidification shrinkage. The solution algorithm presented has been implemented in a computational framework consistent with those of commercial casting codes.

The methodology presented has been validated on test castings designed to exhibit both hydrogen and shrinkage porosity. The numerical results reproduce the characteristic microporosity profiles observed in the experimental results and also agree quantitatively with the experimentally measured porosity levels. The quantitative prediction of porosity levels in production shaped castings provides an enhanced capability for the design of structural safety critical castings.
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