Structural, electronic, and magnetic properties of bulk and epitaxial LaCoO$_3$ through diffusion Monte Carlo
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Magnetism in lanthanum cobaltite (LCO, LaCoO$_3$) appears to be strongly dependent on strain, defects, and nanostructuring. LCO on strontium titanate (STO, SrTiO$_3$) is a ferromagnet with an interesting strain relaxation mechanism that yields a lattice modulation. However, the driving force of the ferromagnetism is still controversial. Experiments debate between a vacancy-driven or strain-driven mechanism for epitaxial LCO’s ferromagnetism. We found that a weak lateral modulation of the superstructure is sufficient to promote ferromagnetism. Our research also showed that ferromagnetism appears under uniaxial compression and expansion. Although earlier experiments suggest that bulk LCO is nonmagnetic, our diffusion Monte Carlo calculations found that magnetic phases have a lower energy ground state for bulk LCO. This paper discusses recent experiments indicating a more complicated picture for the bulk magnetism and closer agreement with our calculations. The role of defects are also discussed through excited-state calculations.
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I. INTRODUCTION

The electronic structure of correlated systems can be heavily dependent on their geometry and external stimuli such as epitaxial strain, temperature, and impurities. Using lattice distortions, the balance between crystal field splitting and Hund’s exchange can be manipulated to drive metal/insulator and ferromagnetic/antiferromagnetic (FM/AFM) transitions [1–3]. Lanthanum cobaltite (LCO, LaCoO$_3$) is an example of a material that becomes a ferromagnet under epitaxial strain [4–9]. Ferromagnetism in epitaxial LCO is particularly interesting, as the bulk material was thought to be nonmagnetic [10]. The ability to control the ferromagnetism in epitaxial LCO could yield basic properties and technological applications. A combination of external factors has been found to simultaneously affect the atomic spin states of LCO [11–21]. Therefore, having a clear understanding of the origin of the spin transition can be extremely challenging.

Several authors [4–9] have reported an unconventional mechanism of strain relaxation in epitaxial LCO. In scanning transmission electron microscope (STEM) images, LCO grown on strontium titanate (STO) typically yields a superstructure of two bright stripes following a dark stripe. In these images, brightness is associated with the larger electron density of La atoms. The brighter stripes indicate a smaller La-La separation (∼3.61 Å), whereas the La-La separation in the darker stripes is larger (∼4.54 Å) on the in-plane axis [4]. In LCO, Co has a nominal charge of 3+. Thus, Co$^{3+}$ can have three different atomic magnetic moments: high spin (HS, $t_{2g}^2 e_g^2$, $S = 2$), intermediate spin (IS, $t_{2g}^5 e_g^1$, $S = 1$), and low spin (LS, $t_{2g}^6 e_g^0$, $S = 0$, nonmagnetic). Dark stripes with a larger La-La distance might be ascribed to the HS state, due to the diminished crystal field splitting with the larger Co-O interatomic distances. Therefore, the HS state of Co$^{3+}$ in darker stripes might explain the ferromagnetism observed in LCO thin films. Two mechanisms are proposed to explain the lattice modulation and the ferromagnetism: The first mechanism indicates that an ordered array of oxygen vacancies is the driving force for the superstructure formation and the ferromagnetism [4–6]. However, the second mechanism indicates that the epitaxial strain drives the ferromagnetism through the rearrangement of the Co-octahedra [7–9]. The controversy between the two experimentally suggested mechanisms arises from the interpretation of the methods, which provides averaged information. These mechanisms were also studied using density-functional theory (DFT) [22,23] to help resolve the controversy. However, the accuracy of DFT has not yet been sufficient to differentiate between the two mechanisms [4,7].

Projector methods [24], such as diffusion Monte Carlo (DMC) [25,26], are shown to be the most accurate and practical methods to tackle the ground states of complex, highly correlated materials with a similar success in the excited states [27–43]. Although it is computationally more expensive, DMC explicitly accounts for the antisymmetry of the many-body wave function and electron correlation, without using any empirical parameters [25,26,44,45]. DMC previously predicted the correct energetic ordering between the three polymorphs of CoO, surpassing the accuracy of DFT approximations [46]. DMC was shown to yield accurate energies for La-containing compounds as well [47,48]. Thanks to its favorable computational scaling, $O(N^3)$, DMC can be an ideal theoretical method to study LCO.

In this paper, we study the magnetism of bulk and epitaxial LCO using DMC under isotropic scaling and lattice modulation. Understanding the magnetism of bulk LCO is an integral part of our study. Bulk LCO has long been thought to be...
nonmagnetic [10], but recent experiments challenge this idea [49–54]. We predict an AFM ground state for the bulk LCO using DMC. In uniaxially strained LCO, we find a complete transition from HS-AFM to HS-FM at a La-La separation of nearly 4.5 Å. When La-La separation is allowed to contract, another transition between HS-AFM and HS/LS-FM mixed phase is also observed at 3.71 Å. In epitaxial LCO, we find that a mixed phase of HS-AFM and HS/LS-FM phases is allowed to exist that is less than 0.1 eV per Co above the LCO ground state. Yet, the stable lattice modulation of the epitaxial LCO from DMC is not as large as the lattice modulation observed in the experiments. Our findings suggest that defects may be playing a more dominant role in driving this lattice modulation. We calculate the quasiparticle and optical gaps of LCO using various DFT approximations and DMC. Our results indicate LCO optical and quasiparticle gaps of 3.75 eV from DMC, while 1.6–1.9 eV Kohn-Sham gaps from DFT. Our theoretical estimates of these gaps are significantly larger than the experimental estimates, which are less than 1 eV. We argue that the presence of defects in LCO or internal d-d transitions provides a possible explanation for both the substantially large lattice modulation and the overestimation of the experimental gap energies.

Section II briefly describes the DMC approach and our methods. In Sec. III A, using the experimental geometry from the literature, we study the ground-state magnetic and structural properties of bulk LCO using DMC. In Sec. III B, we first calculate the ground-state DMC energies of various magnetic phases in epitaxial LCO with uniform La-La separation. Then, under the epitaxial equilibrium conditions, we study the lattice modulation (i.e., superstructure formation). Section III B shows that external factors such as defects are required to drive larger lattice modulations. In Sec. III C, we present the results of our DFT and DMC calculations for optical and electronic gaps, which suggest the existence of intrinsic defects. In Sec. III D, we study the orbital ordering in LCO, which provides the physical reasoning for HS-FM ordering over HS-AFM as observed in Sec. III B. In Sec. III E, we present our DFT and DMC benchmark for the magnetic ground states of bulk LCO studied in Sec. III A. Finally, in Sec. IV, we provide study conclusions and discuss future research.

II. METHODS

For this paper, we used DMC to obtain ground-state energies of bulk and epitaxial LCO, as well as the excited-state energies of bulk LCO. Methods for calculating excited states will be discussed later in this section. DFT functionals used in this paper include local density approximation (LDA [55]), semilocal generalized gradient approximations (GGAs, such as PBE [56] and PBEsol [57]), and meta-GGA (SCAN [58]) functionals involving benchmarks with hybrid-DFT (B3LYP [59], HSE [60], and PBE0 [61]) from the literature. In addition, Dudarev’s Hubbard-U [62,63] corrected LDA, PBE, and PBEsol functionals are also used to avoid well-known self-interaction error in correlated systems.

Geometry relaxation in DMC is possible for extended systems, but it is still computationally intensive and challenging [64,65]. Due to this challenge, DMC studies often use experimental structural parameters with no relaxation [64]. Similarly for bulk LCO, experimental structural parameters are available from the neutron diffraction experiments done at 4 K (ICSD No. 201761) [66]. However, for epitaxial LCO, the experimental structures are not available. Therefore, a structural optimization method that is empirically validated and can best reproduce the experimental structures can be used in DMC. Reference [49] shows that PBEsol+U = 4 eV is superior to PBE+U and LDA+U functionals in terms of producing accurate Co-O-Co bond angles and the equilibrium volume of bulk LCO. Therefore, we used PBEsol+U = 4 eV to obtain the structural parameters of epitaxial LCO to be used in DMC calculations. For the DMC calculations on bulk LCO, the experimental structural parameters are used with no relaxation. For the DFT benchmark calculations, the geometry optimization is performed separately with each functional. Benchmark DFT calculations and band decomposed charge density calculations were performed using VASP code with projector augmented wave (PAW) pseudopotentials [67,68], using a kinetic energy cutoff of 520 eV with 6 x 6 x 6 reciprocal grid.

The variational Monte Carlo (VMC) and DMC [26,45] calculations were performed using QMCPACK [69], while DFT-VMC-DMC calculation workflows were generated using Nexus [70] software suite. We used DMC trial wave functions in the Slater-Jastrow form [71,72]. QUANTUM ESPRESSO [73] (QE) code was used to generate the single determinant spin-up and spin-down orbitals. We included terms up to three-body Jastrow correlation functions as described in Ref. [74]. These functions were parameterized in terms of radial blip-splines for one- and two-body terms and in terms of low-order polynomials for the three-body terms. The purpose of using a trial wave function with the Slater-Jastrow form is to guide the simulation to achieve the ground-state energy with higher accuracy, smaller localization error [75], and reduced variance [26]. Jastrow parameters are optimized using subsequent VMC variance and energy minimization calculations using the linear method [76]. Cost function of the energy minimization is split as 95/5 energy and variance minimization, which is shown to provide a good balance for improvements in DMC with the resulting variance [77]. The Slater part of the trial wave function is optimized by improving the nodal surface. DMC has the zero-variance property, meaning that as the trial wave function approaches the exact ground state (i.e., having exact nodal surface), statistical fluctuations in the energy reduce to zero [26]. Various sophisticated methods can be used to optimize the nodal surface of the trial wave function [78–81]. However, we used a simpler approach with LDA+U, where the Hubbard-U value is used as a variational parameter to optimize the nodal surface using DMC. In the Appendix, we show that DMC minima is largely insensitive to the choice of DFT functional, and the choice of U value does not affect the ordering between the magnetic phases of LCO. Our findings are also supported by previous studies on NiO [42], TiO$_2$ [35], and CoO [46]. We found that LDA+U = 6 eV gives optimized DMC energies for all the magnetic phases of LCO studied here; hence it is used throughout this paper.

A timestep of 0.01 Ha$^{-1}$ and a supercell 3 x 3 x 3 reciprocal twist were used in all DMC calculations. Convergence tests regarding the time-step error and the one-body
finite-size effects are given in the Appendix and the Supplemental Material [82]. The locality approximation is used to evaluate the nonlocal pseudopotentials within DMC [75]. Compared to the T-moves approximation [83], the locality approximation is found to reduce the localization error further for the pseudopotentials used in this paper [84,85]. Model periodic Coulomb (MPC) [86,87] interaction was used to eliminate spurious two-body interactions on the potential energy [88,89]. We used LDA [55] hard Rappe-Rabe-Kaxiras-Joannapoulos (RRKJ) pseudopotentials that had been generated using OPIUM [90] and were previously tested for use in quantum Monte Carlo (QMC) operations [46–48,91]. The kinetic energy cutoff we used, 350 Ry, is found to converge total energies within 1 MeV per atom.

QMC simulations were performed using supercells containing a minimum of eight formula units (40 atoms for bulk LCO) when the energies of two structures with identical lattice parameters are compared. When the energy difference between two structures with different lattice parameters is calculated, finite-size extrapolations are performed up to 90-atom cells [82]. The real-space blip-spline basis sets used in the finite-size extrapolation calculations can have very large memory requirements on computational nodes, making large simulations inaccessible. Therefore, a hybrid orbital scheme [92], separating core and interatomic regions, was used in the finite-size extrapolation calculations. Within this scheme, cutoff radii of 2.2 Å, 1.4 Å, and 1.2 Å were used on La, Co, and O atoms, respectively. The radii values we used for Co and O closely resemble the values used for Ni and O in NiO [92]. These values were found to provide ground-state energies converged under 10 MeV per atom [82].

Excited-state calculations in DMC are done using automated workflows developed using NEXUS. In this workflow, the primitive cell of the structures is standardized using Spglib [93], and the irreducible Brillouin zone paths are obtained using Seek-Path [94] for the band-structure calculations. Starting from an upper diagonal Hermite normal form [95], tiling matrices are optimized for each twist for the largest Wigner-Seitz radius possible to reduce finite-size errors. While the experimental bulk LCO structure has a perfect Co octahedra, the geometry optimization yields a slight distortion, modifying the location of valence band maximum (VBM) and conduction band minimum (CBM). Following the geometry optimization with PBEsol+U = 4 eV, LDA+U = 6 eV calculations are used to determine VBM/CBM and to generate trial wave functions. Orbitals for the optical and quasiparticle calculations are extracted from the neutral ground-state wave function. An optical excitation is produced by annihilating the electron at VBM and creating another electron at CBM. To find the optical gap, the energy of this excited state, $E^{\text{ex}}$, is subtracted from the energy of the ground state, $E_N$, where $N$ is the number of electrons at the ground state. Therefore, the energy of the optical gap, $E_o$, is defined as $E_o = E^{\text{ex}} - E_N$. For the quasiparticle gap calculations, the ground-state energies of positively and negatively charged cells, $E_{N+1}$ and $E_{N-1}$, respectively, are used. The quasiparticle gap, $E^{\text{QP}}$, is defined as $E^{\text{QP}} = E_{N+1} + E_{N-1} - 2E_N$, which is equal to $E^{\text{QP}} = E_o - IP$, such that $E_o$ is the electron affinity and IP is the ionization potential.

III. RESULTS AND DISCUSSION

A. Isotropic scaling of bulk LCO

Bulk LCO has a rhombohedral, $R3c$ structure ($a = 5.35$ Å, $\beta = 60.96^\circ$), with the Co$^{3+}$ ions having d$^{9}$ valence structure [66,96,97]. The ground spin state of Co$^{3+}$ in bulk LCO (T <$\sim$ 30 K) is reported to be LS [10,98–102], though current experiments now question this long-held conclusion. In the low-temperature region, AFM correlations are shown to dominate the coexisting FM correlations [49–54]. This is different from an LS scenario where all Co atoms would be diamagnetic. However, an AFM ground state cannot be claimed since no long-range magnetic ordering has been reported in LCO [10,13,49–51,66]. Any materials disorder can strongly affect the long-range ordering, such as a coexisting Co$_2$O$_4$ phase reported to exist up to 5 wt % in even high-quality LCO crystals [50,51]. Surface FM in LCO is well known and can influence the magnetic ground state of bulk LCO, depending on the materials preparation [14,51,103]. Similarly, in LCO nanoparticles, an empirical model with an FM surface and an AFM core magnetism has been found to be the best explanation for the magnetic response [50].

We first introduce the magnetic phases of LCO that will be studied throughout this paper. Detailed illustrations are given in Fig. 1. Using the HS, IS, and LS spin states on Co$^{3+}$ ions, we investigate G-type HS-IFM, HS-FM, IS-FM, ferromagnetic G-type mixed HS-FM/LS, and the LS (nonmagnetic) states of LCO. The HS-FM, IS-FM, LS-FM, and HS-FM/LS phases have been studied previously using DFT [104–108]. Therefore, these phases are included in our paper as well for comparison. We have also included the HS-AFM phase, which is often not considered in other theoretical works. The magnetic phases we studied can be represented using the ten-atom unit cell of bulk LCO, which can form an acceptable starting point prior to studying supercells with more complex magnetic orderings.

In Fig. 2, we present the DMC calculations with isotropic scaling in all three dimensions to identify the DMC equilibrium volume and the DMC magnetic ground state of bulk LCO. In these calculations, we use the equilibrium LCO geometry from neutron diffraction experiments at 4 K (ICSD no. 201761) [66] without applying geometry relaxation. In Fig. 2, each fitted curve is obtained using the Murnaghan equation [109]. Figure 2 shows that the HS-AFM state is predicted as the magnetic ground state. Given the recent experiments, which show stronger short-range AFM correlation up to 37 K [49,52–54], our results are worth further investigation. At the experimental volume, HS-FM/LS is the second-most-stable phase according to DMC, followed by HS-FM. Compression yields a HS-FM/LS state more favorable compared to the HS-AFM state. We find that the HS-FM and HS-AFM curves in Fig. 2 are almost parallel to each other within the investigated volume range. This can be explained by the isotropic scaling of the structure in Fig. 2; any rotation on the Co-O octahedra and change in Co-O-Co angle is not allowed.

In addition to the coexisting Co$_2$O$_4$ phase, the material may also have significant intrinsic defects in the powder form. In Sec. III C, we discuss that photoemission and optical conductivity measurements yield a much smaller band gap compared to the Kohn-Sham gaps from DFT functionals.
It is known that oxygen vacancies can change the charge state of Co atoms, modifying the magnetic structure of LCO. However, to our knowledge, a complete study of possible intrinsic defects in LCO has not yet been done. Additionally, it has been claimed that a spin-canted magnetic structure can also be energetically more favorable compared to the magnetic states we studied in this paper [115].

Finally, in this section, we investigate the DMC equilibrium volume of HS-AFM bulk LCO. Figure 2 shows that HS-AFM has an equilibrium volume of 58.2(1) Å\(^3\) per formula unit (eV/f.u.), which is nearly 4% larger than the experimental volume of 55.8(3). DMC overestimates the equilibrium volume by nearly 4%, hence 1.3% for the lattice parameter. The accuracy of DMC on the equilibrium volume is comparable to the DFT functionals (see Sec. III E and Table I). It was shown that the La pseudopotential we use overestimates the La\(_2\)O\(_3\) equilibrium volume by nearly 3%, although it produces excellent cohesive energies and bulk moduli with DMC [47].

Given that the La\(^{3+}\) ionic radii is almost twice as large as Co\(^{3+}\) [116], the La\(^{3+}\) ion can dominate the packing of the LCO crystal, and performance similar to La\(_2\)O\(_3\) can be observed in equilibrium volume. We also calculated the standard formation enthalpy of LaCoO\(_3\) using DMC and found a formation energy of 2.62(1) eV\(\cdot\)f.u. compared to the experimental standard formation enthalpy of 2.55(1) eV\(\cdot\)f.u. Details of this calculation are found in the Supplemental Material [82]. We must note that the DMC formation enthalpy calculation also yields the same HS-AFM phase. The HS-AFM phase is of lower energy compared to other magnetic phases; therefore, the other magnetic phases investigated yielded less accurate estimates of the formation energy up to 0.7 eV. Further benchmarks with DFT functionals on the ground-state energies and volumes are given in Sec. III E.

### B. Epitaxial LCO

In this section, we study the lattice modulation (i.e., superstructure formation) of the epitaxial LCO thin films on the strontium titanate (STO) substrate. We first examine how

| Table I. Excited-state properties of LS and HS-AFM LCO. Indirect and direct band gaps from DFT calculations correspond to the generalized Kohn-Sham eigenvalue differences from band-structure calculations. DMCQP is the quasiparticle gap calculated using DMC. DFT values reported from the literature are obtained using the density of states calculations. The asterisk (*) indicates that the calculations were performed using VASP-PAW pseudopotentials, whereas the dagger (†) indicates that the QE-RRKJ pseudopotentials were used. |
|---|---|
| HS | \(E_f(eV)\) |
| LDA(+U = 6 eV) | 1.94\* |
| DMC(X → X) | 3.77 ± 0.12 |
| DMCQP(X → X) | 3.87 ± 0.22 |
| LS | |
| LDA(+U = 4 eV) | 0.72\* , 0.87\* [108], 0.95\* |
| LDA(+U = 6 eV) | 1.15\* , 1.45\* |
| LDA(+U = 7 eV) | 1.23\*, 1.6\*, 1.72 [121] |
| LDA(+U = 7.8 eV, +J = 0.9 eV) | 1.23\*, 2.06 [106] |
| PBE(+U = 4 eV) | 1.12\* , 1.12\* [108] |
| PBE(+U = 5.4 eV) | 1.25\*, 1.58\*, 1.5 [122] |
| PBE(+U = 6 eV) | 1.34\* , 1.7\* |
| B3LYP | 2.2 [104] |
| HSE | 2.38\*, 2.44 [123], 2.54\* |
| PBEh0 | 2.42\*, 2.4\* [124], 3.29\*, 3.2 [124] |
| DMC(Γ → Γ) | 3.65 ± 0.06 |
| DMCQP(Γ → Γ) | 3.7 ± 0.1 |
| Optical conductivity | 0.1-1.1 [112–114] |
| X-ray photoemission spectroscopy | 0.6-0.9 [110,111] |
| Photoluminescence and UV/Vis | 3.44-3.50 [125,126] |
the simulation cells used in this section are constructed. LaCoO$_3$ is known to grow in a cube-on-cube manner on many substrates including STO, since STO also has a cubic lattice with $a_{\text{STO}} = 3.905$ Å [20]. Therefore, we use a $2 \times 2 \times 2$ (40-atom) pseudocubic cell of LCO using the starting ionic positions as mapped from the bulk LCO. We define $a$ and $b$ as the in-plane lattice parameters, whereas $c$ is the out-of-plane lattice parameter. Similarly, $\vec{a}$, $\vec{b}$, and $\vec{c}$ are defined as the corresponding lattice directions. Using this starting cell, ionic relaxation is performed with PBEsol+$U = 4$ eV, where $a = b = 2 \times 3.905$ Å, while the $c$ is varied systematically using fixed lattice angles ($90^\circ$). The out-of-plane axis lattice constant, $c$, is found to be 7.52 Å, which agrees with the experiment (7.524 Å) [5,117] and PBE (7.54 Å) [7]. Therefore, $c$ is kept constant for all the remaining calculations performed in this section.

1. Uniform La-La separation

We initially studied the system with uniform La-La separation along the $\vec{a}$ direction, by varying the size of $a$, while keeping the remaining lattice parameters constant. Meanwhile, all the ionic degrees of freedom are optimized, except for the La atoms in the $\vec{a}$ direction. The geometry optimization was performed separately for each point in Fig. 3. Our results are presented in Fig. 3. We compare the results in Fig. 3 to Fig. 2 and find that the results are qualitatively similar near each equilibrium. However, the results in Fig. 3 are more scattered compared to Fig. 2, due to the systematic contributions from the DFT relaxations, as previously observed in Ref. [107]. The energy difference between the minimum energy LS and HS-AFM structures is identical in Fig. 3 and Fig. 2 with 0.40(2) and 0.39(1) eV. However, the difference between the HS-AFM and the HS-FM minima reduces from 0.22(1) in Fig. 2 to 0.14(1) eV in Fig. 3. A similar reduction is also observed between the HS-AFM and the HS-FM/LS states, from 0.20(2) to 0.11(1) eV. Because the stability between HS-AFM and LS states remains unchanged, we can conclude that HS-FM and HS-FM/LS states become more stabilized with geometry optimization in Fig. 3. We find that the ionic relaxations on the Co and O atoms under uniaxial strain lead to distorted octahedra, compared to the perfect octahedra of the experimental structure we studied in Fig. 2. However, qualitative energetic ordering around the equilibrium in each case is unchanged between the two studies.

Another important result from Fig. 3 is the crossing between the HS-FM and HS-AFM energy curves at 4.6 Å. A crossing between HS-FM and HS-AFM states in Fig. 3 indicates that exchange coupling the constant changes its sign as a function of the La-La separation. Goodenough-Kanamori-Anderson (GKA) rules [101,118,119] state that 180° superexchange of two magnetic ions with partially filled $d$ orbitals is strongly antiferromagnetic. However, a FM state can be stabilized over the an AFM state if orbital ordering exists in the FM state [120]. This point will be discussed further in Sec. III D. The calculations in Fig. 3 are useful to show that (1) a crossing between HS-FM and HS-AFM states is possible as a function of strain and (2) the qualitative energetic ordering is identical both in Figs. 2 and 3. In Fig. 3, we have only studied a single magnetic phase throughout the bulk material. However, bright and dark stripes shown in the STEM images of epitaxial LCO samples [4–9] clearly demonstrate a structural modification with two lateral domains. These domains can choose different magnetic ground states given the large variation in their La-La separations. Therefore, in Sec. III B 2 , we will study the structural modulation of epitaxial LCO along with the different magnetic phases applied on each lateral domain.

2. Modulated La-La separation

In Fig. 4, we study the lattice modulation under the epitaxial conditions with two coexisting magnetic phases. The definitions for the lattice parameters and directions here are identical to Sec. III B. Here, the lattice parameters are fixed as $a = 3 \times a_{\text{STO}}$, $b = 2 \times a_{\text{STO}}$, and $c = 7.52$ Å. However, the La-La distances along the $\vec{a}$ direction are modulated to simulate the superstructure with two bright stripes and one dark stripe as seen in the STEM images [4–9]. To simulate this structure, we use a relation such as $(\text{La-La})_a + 2 \times (\text{La-La})_b = a$. Here, $(\text{La-La})_a$ is the La-La separation in the dark stripes, whereas $(\text{La-La})_b$ is the La-La separation in the bright stripes, both along the $\vec{a}$ direction. In Fig. 4, $(\text{La-La})_a$ is varied between 3.8 to 4.5 Å. La ionic degrees of freedom along the $\vec{a}$ direction are kept fixed throughout the geometry optimization to maintain the lateral modulation. Geometry optimizations are performed separately for each point in Fig. 4.

We study three different spin configurations in the lattice-modulated superstructure defined above. The spin configurations we studied are shown in Figs. 4(a)–4(c). Here, the up-spin Co$^{3+}$ octahedra are shown with red octahedra, down-spin Co$^{3+}$ octahedra are shown in green, and the nonmagnetic (LS) Co$^{3+}$ octahedra are shown in gray. For example, $(\text{HS-FM})_a(\text{HS-AFM})_b$ means HS-FM ordering is in the dark (larger, single-striped) region, whereas HS-AFM ordering is studied in the bright (smaller, double-striped) region as seen in the STEM images. In Fig. 4, energies on the y axis are relative...
of the atoms is identical to Fig. 1. Additionally, La atoms are shown associated with dark, identified with their in-plane La-La distances. Larger stripes are a single larger striped and two smaller striped regions, which are configurations of the superstructures. Superstructures are formed in b with bright, y Energies on the (c) as a function of La-La separation of the dark striped regions. in green. (d) DMC energies of the magnetic configurations in (a)–

FIG. 4. Lattice modulation in epitaxial LCO. (a)–(c) Magnetic configurations of the superstructures. Superstructures are formed in a single larger striped and two smaller striped regions, which are identified with their in-plane La-La distances. Larger stripes are associated with dark, d, regions, and smaller stripes are associated with bright, h, regions as seen in their STEM analysis. The coloring of the atoms is identical to Fig. 1. Additionally, La atoms are shown in green. (d) DMC energies of the magnetic configurations in (a)–(c) as a function of La-La separation of the dark striped regions. Energies on the y axis are relative to the HS-AFM phase in Fig. 3 with identical amount of strain.

to the HS-AFM phase with uniform La-La separation (as in Fig. 3) for every point. All magnetic states studied in Fig. 4, including (HS-FM)$_d$-(HS-AFM)$_b$, have an optimal (La-La)$_d$ distance of ~4.0 Å, meaning (La-La)$_b$ is ~3.85 Å, which is slightly larger than the lattice parameter of the STO unit cell (3.905 Å). We list the results obtained from Fig. 4(d) below for a better discussion.

(i) It costs almost no energy to induce a lattice modulation with (HS-FM)$_d$-(HS-AFM)$_b$ magnetic structure under epitaxial strain. STEM images from the LCO on STO samples [4,5,7] show that the immediate LCO on STO boundary has very small lattice modulation. Although most studies focus on the emergence of ferromagnetism within the LCO layer (which has much larger lattice modulation), we show that a FM layer along the LCO/STO boundary can also be energetically favorable.

(ii) To stabilize experimentally observed (La-La)$_d$ (4.5 Å), an additional 0.3 eV/f.u. is required.

(iii) Substitutional or vacancy defect formations may be needed to drive lattice separations, (La-La)$_d$, of the magnitude observed in experiments. Oxygen vacancy formation has been suggested as a likely defect in the dark-striped regions, but this would mean a change from Co$^{3+}$ to Co$^{2+}$ charge state as well. So far, this has not been observed in the Co electron energy loss spectra [4,5,7].

(iv) As the (La-La)$_d$ distance is increased, energies of the distinct configurations start approaching each other with less than 2 σ uncertainty, with σ < 0.1 eV, meaning that the magnetic configurations not studied in Fig. 4 could also yield very similar energies at (La-La)$_d$ separation of 4.5 Å.

C. Electronic structure, quasiparticle, and optical gaps

In Table I, we show the experimental, DFT Kohn-Sham, and DMC optical/quasiparticle gaps for the HS-AFM and LS states of LCO. However, before presenting the DMC band gaps, we first benchmark the DFT band gaps of LS LCO using our calculations and the results collected from the literature. Because QE-RRKJ orbitals are used to perform ground-state and excited-state DMC calculations, it is important to benchmark their performance with respect to the other codes and the pseudopotentials to test any systematic difference. The results with an asterisk (*) in Table I are VASP-PAW calculations, whereas all the calculations with a dagger (†) are using QE-RRKJ. All electron band-gap calculations using WIEN2k-FLAPW [121,122,127], CRYSTAL-LCAO [128], and LMTO [106] are taken from the literature. Unless a reference is given next to a value, all the calculations in Table I are performed by us. A general trend we identified in these DFT calculations is that harder pseudopotentials [91] and all-electron calculations yield larger band gaps compared to softer core pseudopotentials in VASP-PAW [68]. In LDA+(U = 7 eV) calculations, VASP-PAW yields a gap of 1.23, whereas a gap with 1.72 eV [121] is found using WIEN2k-FLAPW. Similarly, for LDA + U = 7.8 eV and J = 0.9 eV calculations (using Liechtenstein’s rotationally invariant method [129]), VASP-PAW underestimates the band gap by nearly 0.8 eV compared to LMTO [106]. We found that the VASP LDA + U + J band gap is identical to the LDA + U = 7 eV band gap (1.23 eV) using Dudarev’s simplified scheme (U_{eff} = U − J), meaning that the +U implementation has only minimal effect on the band gaps. Interestingly, a large discrepancy was reported by Gryaznov et al. [124] between the PBE0 VASP-PAW and CRYSTAL-LCAO band gaps (2.4 eV vs 3.2 eV). Our VASP-PAW DFT+U = 4 eV and hybrid-DFT calculations are in very good agreement with the literature; therefore, we validate the VASP-PAW results from Gryaznov et al. [124]. On the other hand, the benchmark on the QE-RRKJ band gaps indicates that QE-RRKJ band gaps are closer to the WIEN2k-FLAPW gaps with respect to the VASP-PAW gaps. The QE-RRKJ PBE0 band gap is in very good agreement with the CRYSTAL-LCAO, again indicating an estimate that is 0.8 eV larger than the VASP-PAW PBE0 band gap.

The hybrid-DFT band gap values are rather large compared to some of the experiments claiming 0.6–0.9 eV from photoemission measurements [110,111], and at 0.1–1.1 eV from optical conductivity measurements [112–114]. However, the recent photoluminescence and UV-Vis spectroscopy measurements yield a gap of nearly 3.5 eV which agrees very well with the CRYSTAL-LCAO and QE-RRKJ PBE0 calculations. There can be multiple reasons to explain this discrepancy: (1) The interpretation of the experimental spectra has been challenging. While a value of 0.6 eV is reported by Chainani et al. [110], the same data are interpreted as 2–3 eV by Saitoh et al. [16]. (2) It is also possible that some of the measured excitations may correspond to internal d-d transitions. We have reported a similar discrepancy in the band
for both LS and HS-AFM LCO. This agrees very well with the photoluminescence and UV/Vis [125,126] experiments and also with PBE0, where a band gap of 3.2–3.3 eV is obtained using QE-RRKJ and CRYSTAL-LCAO. DMC band gaps are larger than the hybrid-DFT band gaps as observed previously [32,46,87]. We used a simple single-determinant scheme to obtain the band gaps from DMC; therefore, our results should be treated as an upper bound due to the fixed node bias, which may not fully cancel between the ground and excited states. Multideterminant wave functions can be used to optimize the excited-state nodal surface and control fixed node bias, although studies for extended systems are very limited [131–133], because of the significant computational resources that would be required using DMC. A very recent work on VMC, however, shows that nodal surface errors can be minimized using orbital rotations on the single-determinant wave function [134]. DMC quasiparticle and optical gaps in Fig. 5 are identical given the statistical uncertainties, suggesting very small exciton binding energies.

D. Orbital ordering in LCO

When transition metal\(d\)-orbitals and intermediate anion\(p\)-orbitals overlap with near linear angles, superexchange interactions emerge which are usually AFM [101,118,119]. However, in broken symmetry states, orbital ordering may emerge, leading to an alternating pattern of localized occupied orbitals [135]. If orbital ordering occurs, the filled orbital at one site can overlap with a vacant orbital in the adjacent site and lead to relatively weaker FM interactions [120]. Orbital ordering in LCO was initially proposed for the formation of the IS-FM state [106]. Co\(^{3+}\) ions have the\(t_2g^5\) configuration in the IS-FM state where the ordering is observed on the majority-spin\(e_g\) orbitals. In HS-LCO, however, the majority-spin orbitals on Co\(^{3+}\) are completely filled. Therefore, the orbital ordering can only form over the minority spin\(t_2g\) orbitals as the hopping between the filled parallel spin electrons is forbidden by the Pauli principle. The superexchange mechanism among the minority spin electrons of the Co\(^{3+}\) ions in the HS-FM phase LCO is analogous to the superexchange of\(d^1\) ions such as Ti\(^{3+}\) in LaTiO\(_3\) and YTiO\(_3\).

In Fig. 6, we plot the band decomposed charge density at the VBM of the minority spin electrons for HS-FM LCO to demonstrate the orbital ordering. The ordering alternates between the\(d_{xy}\) and\(d_{yz}\) orbitals. As expected, a similar orbital ordering has not been observed for the HS-AFM state. In the case of orbital ordering, GKA rules do not apply, and the hopping from a filled to a degenerate empty orbital favors the FM interaction over the AFM interaction. The presence

FIG. 5. Optical and quasiparticle gaps of LS and AFM LCO using DMC. For LS and AFM states, \(\Gamma \rightarrow F\) and \(L \rightarrow F\) transitions are investigated, respectively. The \(x\) axis is the inverse number of atoms in the simulation cell, while the \(y\) axis is the gap energies in eV. LS and AFM energies are shown in blue and black, respectively. Optical gaps are connected with dashed lines, while quasiparticle gaps are connected with solid lines.

FIG. 6. Orbital ordering in the high-spin FM state for the occupied minority\(t_{2g}\) orbitals, hybridized with \(O-p\), along the [100] direction of the pseudocubic cell. La atoms and the periodicity in \(y\) and \(z\) directions are omitted for clarity.
TABLE II. Stability of the HS-AFM state with respect to the LS state, \( \Delta E = \Delta_{\text{HS-AFM}} - E_{\text{LS}} \), ground-state magnetic structure, and ground-state volume percentage error from DFT functionals. \( \Delta V = V - V_0 \), where \( V \) is the equilibrium volume from the used method and \( V_0 \) is the experimental volume. Energies are given in eV per formula unit and \( U \) values used are in units of eV. For \( \Delta E \), no numerical value indicates that HS-AFM state is not stable.

<table>
<thead>
<tr>
<th>( U ) (eV)</th>
<th>Ground State</th>
<th>( \Delta V/V_0 \times 10^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA (+2 eV)</td>
<td>LS</td>
<td>−7.16</td>
</tr>
<tr>
<td>LDA (+4 eV)</td>
<td>LS</td>
<td>−7.51</td>
</tr>
<tr>
<td>LDA (+6 eV)</td>
<td>HS-AFM</td>
<td>−2.54</td>
</tr>
<tr>
<td>LDA (+8 eV)</td>
<td>HS-AFM</td>
<td>−4.02</td>
</tr>
<tr>
<td>PW91</td>
<td>LS</td>
<td>−0.32</td>
</tr>
<tr>
<td>PBEsol (+4 eV)</td>
<td>HS-AFM</td>
<td>1.70</td>
</tr>
<tr>
<td>PBE (+2 eV)</td>
<td>LS</td>
<td>−0.21</td>
</tr>
<tr>
<td>PBE (+4 eV)</td>
<td>HS-FM/LS</td>
<td>2.56</td>
</tr>
<tr>
<td>PBE (+6 eV)</td>
<td>HS-AFM</td>
<td>5.78</td>
</tr>
<tr>
<td>PBE (+8 eV)</td>
<td>HS-AFM</td>
<td>5.40</td>
</tr>
<tr>
<td>SCAN (+2 eV)</td>
<td>HS-AFM</td>
<td>3.50</td>
</tr>
<tr>
<td>SCAN (+4 eV)</td>
<td>HS-AFM</td>
<td>3.55</td>
</tr>
<tr>
<td>SCAN (+6 eV)</td>
<td>HS-AFM</td>
<td>2.77</td>
</tr>
<tr>
<td>SCAN (+8 eV)</td>
<td>HS-AFM</td>
<td>2.06</td>
</tr>
<tr>
<td>B3LYP</td>
<td>HS-AFM</td>
<td>1.08</td>
</tr>
<tr>
<td>HSE</td>
<td>HS-AFM</td>
<td>7.80</td>
</tr>
<tr>
<td>DMC</td>
<td>HS-AFM</td>
<td>4.30(5)</td>
</tr>
</tbody>
</table>

E. Comparisons with DFT methods

Several theoretical approaches have been used to study the role of various external stimuli and the environment of the Co atom on the spin state of bulk and epitaxially strained LCO. Density functional mean field [137,138] and quantum chemistry calculations [16,139–142] have been extensively used to this end [104,108,121,143,144]. DFT methods with Hubbard-\( U \) [63,145] corrections and exchange mixing [59,60] are often highly tuned to reproduce bulk spin ground states, band gaps, and geometric properties reported experimentally [105,107]. The accuracy of these methods depends critically on the corrections applied. Experimental properties might also depend strongly on the presence of defects and strain. Therefore, the use of a more accurate method, such as DMC, and benchmarking is rather critical for consistent results.

In Table II, we present our benchmark on the ground-state energetic, magnetic, and structural properties of LCO. Here, the geometry relaxations are performed for the DFT calculations, whereas DMC results are transferred from Fig. 2. Table II shows that, with increased \( U \) values, the HS-AFM state is stabilized over the LS state for all DFT functionals. For LDA, the crossing between LS and HS-AFM states occurs at a \( U \) value of 4–6 eV, whereas for PBE this crossing occurs with a smaller value of \( U \) between 0–2 eV. However, with SCAN, the \(+U\) correction is not needed to stabilize the HS-AFM state over the LS state. We find that hybrid-DFT functionals, HSE and B3LYP, also predict the HS-AFM state to be more stable than the LS state. Interestingly, Table II shows that it is not possible to stabilize the LS state over the HS-AFM state with the SCAN+U approach. This contrasts with LDA and PBE, where tuning the \(+U\) parameter to smaller values allows for studying the LS state as the ground state of LCO [106]. Various examples in the literature suggest a reduced self-interaction error and an improvement in performance with SCAN over GGA [58,146–148]. This is also observed in our calculations such that significantly lower \( U \) values are required with SCAN to reproduce equivalent results with GGA+U, indicating a possible improved description of the exchange interactions is provided with SCAN. We previously observed that SCAN provided an improvement over PBE in predicting the energy differences between CoO polymorphs [46].

Percent errors for the equilibrium volumes are also presented for each method in Table I. As expected, LDA largely underestimates the equilibrium volume, while PBE underestimates with a much smaller percentage. PW91, PBEsol+U = 4 eV, and SCAN+U = 8 eV are the most accurate in reproducing equilibrium volume. The performance of the PBEsol+U = 4 eV functional has been reported elsewhere for bulk LCO [49]. As explained previously, the PBEsol+U = 4 eV functional is used throughout this work to optimize the systems’ structural parameters due to the functional’s superior performance. Considering all the factors investigated in Table II, we find that PBE+U = 4 eV gives the best compromise in all properties compared to DMC. \( U \) values of 3–4 eV were reported to be typical for PBE and the PAW pseudopotentials we use in binary Co oxides, in terms of giving a reasonable compromise across different properties [115,149,150].

IV. CONCLUSIONS

DMC has consistently produced accurate structural and energetic properties for challenging materials problems, such as improving DFT approximations on transition-metal oxides. Because the accuracy of DMC is established in materials with minimal controversy between the experiments, we believe our results are significant enough to explain the experimental and theoretical controversies observed for various physical properties of LCO.

We studied bulk and epitaxial LCO subject to uniaxial strain and lattice modulation. We first found that bulk LCO has an AFM ground state that is of lower energy compared to the nonmagnetic state. This is in contrast to long-standing experiments; our experiments support this idea. However, experimental characterization of the magnetic ground state of LCO is a challenging problem that has been actively researched since the 1950s [10]. In our calculations, we also find that a magnetic state with net FM can be stabilized through uniaxial strain or compression. However, our study shows that the periodic structural deformation observed experimentally

of orbital ordering is also supported by the difference in octahedra distortion indices [136] found on the Co-O octahedra. We find that the distortion index monotonously increases in both HS-FM and HS-AFM states as a function of increased uniaxial strain, while the distortion index is less than 2% near the equilibrium of each curve.

PHYSICAL REVIEW MATERIALS 3, 124414 (2019)
is not stabilized by the FM state. We showed that additional external factors, with an energy comparable to 0.3 eV/f.u., should play a role in generating lattice modulation of epitaxial LCO with experimentally observed La-La separation.

We calculated the optical and quasiparticle gaps of LCO and found that DFT and DMC predictions are significantly larger than the experimental values. We explained this discrepancy and showed that the spin transitions below 0.7 eV may explain the low excitation energies observed in the experiments. In addition, we pointed out that possible defects in the structure should also be considered. A subsequent study involving defects is under way.

In summary, we calculated the electronic, structural, and magnetic properties of bulk and epitaxial LCO using a range of density functionals and the DMC method to study the origin of FM in LCO thin films. We found the ground state of bulk LCO to be magnetic, while the G-type HS-AFM structure was the lowest energy among the structures considered. We discussed the significance of this result in light of recent experimental results and showed that, under epitaxial strain, a FM phase can appear with little extra energy and small lattice distortion. We pointed out that defects can provide sufficient energy to yield experimentally observed La-La separations in epitaxial LCO that is nearly 4.5 Å. We found that DFT and DMC electronic gaps are significantly larger than experimental energy gaps, suggesting possible intrinsic defects.
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